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Preface

An International Conference on Geomatics in Civil Engineering (ICGCE 2018) was
organised by the Department of Civil Engineering, IIT Roorkee, during 05-06
April 2018. The conference had six technical themes based on applications of
geomatics engineering for six limbs of civil engineering, i.e. applications of geo-
matics in structural engineering; applications of geomatics in geotechnical engi-
neering; applications of geomatics in hydraulics and water resources engineering;
applications of geomatics in environmental engineering; applications of geomatics
in transportation engineering and miscellaneous aspects and application of geo-
matics engineering. In these technical sessions, keynote speakers, invited speakers
and authors deliberated various applications of geomatics engineering in different
aspects of civil engineering.

Part I of the proceedings contains the technical papers presented by two keynote
speakers. One of the papers deliberated harnessing of remote sensing data and tech-
nology for different domains of civil engineering with special emphasis on monitoring
and control of quality of civil engineering materials and constructions of structure.
And the other discusses on why, how and when geomatics engineering is relevant to
civil engineering, followed by possible course contents of geomatics engineering for
civil engineering practices. Part II contains papers on applications of geomatics
engineering on different aspects of structural engineering with special emphasis on
structural damage assessment, estimation of concrete strength during its early age, 3D
reconstruction of civil structure, hydration monitoring of concrete during construc-
tion, etc. Part Il contains papers on applications of geomatics engineering on
geotechnical engineering with special emphasis on estimation of spatial variability in
depth of weathered rock, soil moisture, landslide study, etc. Part IV contain papers on
applications of geomatics engineering on hydraulics and water resources engineering
with special emphasis on assessment and mapping of flood hazard, estimation of
groundwater recharge as well as river discharge, vulnerability assessment of glacier as
well as of droughts, reservoir sedimentation and soil erosion study, etc. Part V dis-
cusses on applications of geomatics engineering on environmental engineering with
special emphasis on estimation of air pollution parameters; assessment of ground and
surface water quality; monitoring, management and disposal of solid wastes, etc.
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Part VI contains papers on applications of geomatics engineering on transportation
engineering with special emphasis on the development of road information and
management system; mass transit system; accessibility analysis; study of pedestrian
movement; planning and acquiring land for road; vulnerability analysis of road net-
works and accident-prone locations, etc. Finally, in Part VII contains papers on dif-
ferent aspects and applications of geomatics engineering like digital land record;
dynamics of mangrove forest; integration of GCPs with terrestrial laser scanner and
close-range photogrammetry, assessment of backscattering, snow-cover analysis,
built-up and bare soil indices, Web application for urban planning; land surface
temperature study, GPR-based sub-surface study, digital elevation/terrain model,
deep convolution neural network for satellite images; extraction of building footprint;
Public Health SDI; glacier hazard study, biomass estimation; cellular network plan-
ning, mapping of cultural heritage sites and drainage network, among others.

As an overview, it may be found that geomatics engineering is marching towards
indispensable presence towards civil engineering. Thus, to cope up with the future
needs, geomatics engineering should be incorporated more and more in civil
engineering education.

Roorkee, India Jayanta Kumar Ghosh
Sao Carlos, Brazil Irineu da Silva
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Harnessing Remote Sensing for Civil )
Engineering: Then, Now, and Tomorrow oosito

Debra F. Laefer

Abstract Despite enormous advances in remote sensing data over the past 20 years,
harnessing and exploiting that data by the Civil Engineering community has been
relatively limited. To understand the full potential of such data, first this paper briefly
recaps the Civil Engineering community’s engagement with remote sensing for dike
monitoring and post-earthquake damage assessment. Next, the state of the art is
introduced with special considerations for recent advances in quality, affordability,
accessibility, and equipment size; the role of national aerial laser scanning data
collection programs; and the increasing applicability of remote sensing to a wide
range Civil Engineering applications. Finally, the paper concludes with a vision of
how Civil Engineering can better benefit from existing technologies not regularly
exploited today, as well as the logistical challenges of storing and integrating such
data in a computationally meaningful manner.

Keywords Remote sensing + LiDAR - Hyperspectral imaging - Terahertz
scanning - Spatial databases - Data indexing * Distributed computing

1 Introduction

Today is an amazing time to be part of the remote sensing community. Over the
past two decades, the industry has undergone nothing short of a revolution in terms
of capabilities, accessibility, and affordability. In some ways, this is all the more
surprising given the discontinuation of surveying classes in many civil engineering
programs and the closing of many departments of geography at major universities
through much of the 1980s and 1990s. However, with an estimated 80% of all data
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being generated today having some form of spatial component [1], there is a new
set of opportunities and challenges for harnessing such data in a Civil Engineering
context.

The aims of this paper are threefold. The first is to give examples showing the
historical development of remote sensing technologies in Civil Engineering. The
second is to highlight recent advances in remote sensing equipment, platforms, and
data processing with respect to improved functionalities and usability in a Civil Engi-
neering context. The third and final goal is to present a set of challenges that the Civil
Engineering community is currently facing that are impeding the full exploitation
of the current generation of remote sensing capabilities and are likely to do so even
more acutely in coming decades.

2 Civil Engineering’s Use of Remote Sensing

Arguably, the most common forms of remote sensing in Civil Engineering are
imagery and light detection and ranging (LiDAR) [also known as laser scanning].
While the growth of photogrammetry from as early as World War I is well docu-
mented [2], the evolution of LiDAR in a Civil Engineering context is less well known.
Thus, to help illustrate the evolution of that relationship, a brief historical overview
of two application areas is provided herein. The first is in dike monitoring, and the
second is in response to the threat of urban earthquakes.

2.1 LiDAR Usage for Dike Monitoring

As early as 1987 there were Dutch-based publications providing a clear and cogent
vision for the opportunities presented by remote sensing in the form of satellite
imagery, orthophotos, and soundings for national flood risk management, although
usage was still some years off [3, 4]. By the late 1990s, initial experiments were
being undertaken to use LiDAR for dike monitoring [5], while its deployment for
evaluating flood plain mapping and flood risk estimation were already well underway
in Europe [6] and the United States [7]. Eventually, dike deformation monitoring was
tried with terrestrial and aerial LIDAR, photogrammetry, passive microwave radiom-
etry, and Interferometric Synthetic Aperture Radar (InSAR) [8], all in an attempt to
facilitate faster dike inspection [9—12]. Today, both LiDAR (airborne) and InSAR
(satellite borne) are common commercial approaches to overall monitoring, as well
as detection and prediction of shallow surficial failures [13]. More recent experi-
mental efforts have considered airborne hyperspectral imagery for model generation
and slide detection [14]. Even passive microwave radiometry [15], polarimetric SAR
[16], and thermal imaging [17] have been investigated for soil moisture estimation
in earthen dams as precursors to failure events; see Cundill [18] for a more in-depth
overview.
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2.2 LiDAR Usage in Urban Earthquakes

Dating back to 1987, laser altimetry (an early form of LiDAR) was proposed as a
tool for monitoring faults and predicting earthquakes [19]. A decade later, examples
appear of attempting to use aerial LIDAR to map and monitor tectonic movement
in seismically active areas [20] and to compare urban areas before and after an
earthquake [21]. These initial efforts and the use of aerial LiDAR in support of
the post-911 disaster recovery in New York City in 2001 [22] lead to the National
Geospatial-Intelligence Agency conducting high resolution laser scans over core
areas of major cities including both Los Angeles and San Francisco to create a
baseline to enable post-disaster evaluation in case of a major man-made, storm, or
seismic event [23, 24]. By 2002, processing of that type of data was already underway
by Steinle and Bahr [25], whose goal was to find a reliable way to measure seismic
related damage without falsely identifying generic urban change caused by the data’s
temporal gap across the multiple scans. In 2008, Rehor and Voegtle suggested that,
for this application and others, the integration of spectral data with LiDAR could be
advantageous in achieving higher reliability rates [26].

Generally, the earthquake community has embraced the idea of using LiDAR for
a wide range of applications related to earthquakes. Prominent examples include the
2010 work by Shen et al. to identify inclined buildings after the Haiti earthquake
[27]; the research by Borfecchia et al. also in 2010 to pair multispectral data with
LiDAR to predict seismic vulnerability of buildings [28], the efforts by Moya et al.
to automatically identify collapsed buildings after a 2016 Japanese earthquake using
a combination of before and after LIDAR scans and digital surface models [29], and
Toprak et al.’s 2018 research efforts to consider seismic related pipeline damage,
in which those authors concluded that LiDAR data correlated more strongly with
pipeline damage than satellite data [30]. Finally, the National Science Foundation
of the United States (US) has recently funded the acquisition of multiple LiDAR
units that can be used on a combination of terrestrial, mobile, and aerial platforms
for rapid post-disaster deployment in both the US and abroad [31].

3 Recent Advancements

Today, remote sensing is regularly used in various aspects of the creation, monitoring,
and assessment of civil infrastructure. Applications include planning and checking
road and tunnel alignments before and during construction [32, 33], providing a
daily record of progress at quarries and construction sites [34, 35], conducting peri-
odic bridge inspection [36], documenting historic structures [37], monitoring slope
failures and coastal erosion [38, 39], and many more.

The widespread adoption of such techniques over the past two decades has been
born from a wide range of advancements that have occurred in remote sensing.
These advances can be summarized in the following 10 categories: (1) substantial
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unit miniaturization, (2) major price reductions, (3) applications to new domains, (4)
widespread open-source data, (5) improved data resolution, (6) enhanced acquisition
speed, (7) better vertical data capture, (8) greater data yields, (9) more automation in
post-processing, and (10) commercialization of emerging capabilities. Each factor
has contributed to the accelerated adoption of remote sensing in the daily work of
Civil Engineering. An example of each of these developments is described in the fol-
lowing subsections with respect to either LiIDAR or some form of imagery (standard,
multispectral, or hyperspectral). Importantly these are provided anecdotally, as they
reflect only a sampling of the exciting advances happening in remote sensing today.

3.1 Substantial Unit Miniaturization

Following the consumer electronics trend, extensive remote sensing capabilities are
now available in extremely small, lightweight units. This trend towards remote sens-
ing miniaturization was first driven by efforts to make the technology more easily
portable, followed by efforts to make products viable as unmanned aerial vehicle
(UAV) payloads. The progression of this trend is easily seen in the hyperspectral
imagery market. Spectrometers were initially lab-based devices dating back more
than half a century [40]. Field units able to capture a large number of continuous
bands only began to emerge in 1995 [41]. These hyperspectral cameras initially
resembled survey units and were characterized by their significant weight, bulk, and
cost (in excess of $150,000). Then in 2015, Cubert introduced a 500 g hyperspec-
tral camera designed for small UAVs [42], although still with a substantial price tag
of $54,000. While this was not the first UAV-mountable hyperspectral camera, it
was less than one-tenth the weight of anything else available commercially, thereby
enabling it to benefit from the explosion of small, low-cost UAVs that have flooded
the market over the past few years. Since then, Consumer Physics has introduced
the SCiO, a handheld sensor with a preprogrammed library of detectable materials,
enabling usage with no data processing [43] for less than $4,000. While still fairly
limited in detection capabilities, this type of unit definitely points in the direction of
further miniaturization and possible development of a unit that could be attached to
a smartphone; something that has already occurred in the 3D mapping arena with
low-cost structured light sensors [44]. These hyperspectral instruments are shown in
Fig. 1.

3.2 Major Price Reductions

Like the trend in miniaturization, remote sensing has also followed the consumer
electronics trend towards major price reductions coupled with increased functional-
ity. As an example, a state-of-the-art, medium range, terrestrial LiDAR scanner in
2002 cost $250,000. By 2005 a superior unit with the same range was on the market
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(a) Lab-based spectrometer (b) Typical field (c) UAV-mountable unit ~ (d) Hand-
hyperspectral unit (only 500g) held unit

Fig. 1 Array of hyperspectral units now on the market

for $175,000, and today a lighter, faster, and much easier to use commercial grade
terrestrial scanner with a broader range begins at only $25,000, although many of the
top end units still cost in excess of $75,000. Additionally, lower functionality units
are now available in form of the Velodyne puck at less than $10,000 and even as an
attachment to an iPad in the form of the Occipital Structure Sensor at only $350 [44].

3.3 Applications to New Domain

The portability and affordability of the latest generation of remote sensing equip-
ment have enabled many more researchers and practitioners to have access to these
technologies, thereby creating the possibility of their application to new domains.
Figure 2 shows the potential usefulness of hyperspectral imagery to facade assess-
ment for historical documentation of interventions, identification of weak patches in
what should be a homogeneous material, and ultimately characterization of mate-
rials (once a reference library of material values is established). Figure 2b readily
highlights differences in materials that are not easily identifiable with the naked eye,
especially from street level.

Fig. 2 Comparative Image of Masonry Wall
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3.4 Widespread Open-Source Data

Because the cost of data collection can still be high (e.g., aerial LIDAR), the creation
of national LiDAR surveys has become a rich new resource for practitioners and
researchers alike, who otherwise could not obtain such data. At least seven countries
have already completed country-wide ALS projects (i.e., Denmark, England, Finland,
the Netherlands, Slovenia, Switzerland, and the United States), with many more in
progress (e.g., Italy, Poland, Spain, and Sweden) and countries such as Japan nearly
complete [45]. Notably, The Netherlands is now on its third generation of a national
survey (at ever increasing densities). These data sets are supplemented by more
limited data releases from individual researchers and specific cities. For example,
New York City undertook one in 2011 at 10-12 pts/m? available as a 1 ft Digital
Elevation Model [46] and is now considering an updated collection at a much higher
resolution.

3.5 Improved Data Resolution

While some of the most exciting early work in remote sensing came in the form
of INSAR, in recent years many large landmass considerations have given way
to more localized concerns, as the resolution of other equipment and technologies
have evolved. A good example of this is in laser scanning. The current generation
of terrestrial scanners is capable of collecting tens of thousands of points in less
than a minute. Data density is in part a function of the angle of incidence and the
offset distance for terrestrial units [47, 48], minimum flight height for large aerial
units, and flight speed for UAVs [49]. However, current commercial aerial scans
are typically being delivered at less than 20 pts/m?, even though the equipment can
achieve 50-60 pts/m> within Federal Aviation Authority and local flight restrictions
(e.g., 300 m) in urban areas. When such capability is coupled with innovative flight
planning [50], densities of several hundred points per square meter are achievable.
Figure 3 shows a comparison of 50 pts/m? (single pass) versus 335 pts/m? (multipass)
from a 2015 flyover of Dublin, Ireland. The recent introduction of photon-based
Geiger LiDAR holds the promise for even denser datasets [51]. These unprecedented
outputs offer the ability to engage in data mining of objects that were not readily
detectable in previous scans (e.g., utility lines, curbs).

3.6 Enhanced Acquisition Speed

There has also been a radical improvement in acquisition speed. For example, a
2013 comparison of a GS200 Trimble [52] purchased in 2005 and a Leica P20
[53] purchased in 2013 demonstrated an acceleration of more than two orders of
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(a) Single pass scan with 50pts/m’ (b) Multi-pass scan with 335pts/m’

Fig. 3 Images showing single versus multi-pass LiDAR scan data

(a) Trimble GS200 (b) Leica P20 (c) Leica BLK360

Fig. 4 Examples of LiDAR Units from 2003 to 2017

magnitude in data collection capabilities using the same offset and quality settings
(~500 pts/s vs. ~50,000 pts/s) (Fig. 4) [54]. Notably, this refers only to the data
acquisition phase.

Other small gains were obtained in the setup stage, while leveling the unit and
registering the targets. Furthermore, some of the newest terrestrial units that are
designed primarily for interior uses are intended to sit on a table or desk [55]. Thus,
they have an inherent assumption that the unit is already on a leveled plane and
require no leveling in the setup.
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3.7 Better Vertical Data Coverage

The nadir orientation of most aerial remote sensing devices results in excellent cov-
erage and high data yields on horizontal surfaces. However, the construction of fully
three-dimensional (3D) models of urban areas, large monuments, and even steep
rock faces requires a rethinking of flightpath planning to obtain adequate vertical
coverage with nadir-facing sensors as, under standard deployment, vertical coverage
is only about 10% of the corresponding horizontal coverage. Furthermore, as most
remote sensing approaches are line-of-sight technologies, a building will always
have at least one backside that is non-visible (with respect to the sensor). In addi-
tion to this “self-shadowing”, attempting to achieve 100% coverage in urban areas is
further complicated by the phenomenon of “street shadowing” where one building
presents a visual barrier to seeing the face of another (Fig. 5) and, therefore, prevents
data capture on that building face, as previously described by Hinks et al. [50]. To
minimize these occlusions, an evolutionary algorithm [56] can be devised to select
the elevation and orientation of the flight path (Fig. 6). As the equipment’s field of
view and the minimum flight elevation are usually fixed, the variables relate to the
orientation of the flight path to the prevailing grid of the community being flown.
Where there is a fairly regular grid, this can be estimated as 45° to the grid [50].

Fig. 5 Schematic of self-shadowing
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3.8 Better Data Yields

When a laser beam is emitted from an aerial unit, the beam may only be 1 cm in
diameter, but by the time it encounters a ground-based object, the beam may have
spread to more than 10 times that, which often results in the beam encountering
multiple objects and producing multiple returns to the sensor. The most common
occurrence of this is with vegetation, as the beam may hit a leaf, and then a branch,
and then the ground as it travels downward. Consequently, researchers have used the
presence of multiple returns as an indication of vegetation and, therefore, an easy way
to segregate that data from constructed objects (e.g., road, building) [57]. However,
many returns are lost, because the current sensor reading systems have relatively long
intervals between their successive reading capture abilities. This dead zone between
readings precludes successive data echoes from being captured at intervals of less
than several meters [58]. This inability to register closely spaced data limits vertical
surface documentation on buildings.

In contrast, the full waveform (FW) version of LiDAR has the potential to be
processed at much smaller intervals [59], which could vastly improve the quality of
the resulting point cloud, especially with respect to small facade feature identifica-
tion. As previously noted by Parrish [60], FW scanners record the full performance
of the backscattered laser energy with the expected, ideal signal being a group of
spikes—each representing a true object (true point) hit by the laser beam. In actuality,
what is recorded is a blurred, noisy interpretation of the ideal signal. To manage this
challenging data and extract the maximum number of true points from FW records,
a deconvolution based approach is being developed to localize the true points of
reflection. Work to date enables discrimination of 2 objects separated by a distance
equal to the FW system sampling distance (in this case 1 ns, which equals 15 cm
at a 2 cm accuracy) for LiDAR data acquired at elevations of more than 300 m
(Fig. 7). The work demonstrates a new ability to extract an unprecedented level of
vertical geometric fagade data from existing data, thus, exploiting urban FW data in
a heretofore unexplored manner, which is highly valuable for a wide range of 3D
urban modeling applications.
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Fig. 7 Deconvolution-based outputs for 2 full waveform signals for 2 steps and the pavement

3.9 More Automation in Post-processing

As datasets have become more numerous, as well as larger in size, there is an increas-
ing push for more automation both of processes previously partially automated and of
processes not previously addressed. An example of this is seen in the documentation
of steel bridges, where efforts have been made to auto-identify specific steel sections
and then ultimately populate a BIM type of management system. My group’s efforts
in this area involve creating a set of surfaces for a 3D solid model by extruding
cross-sections along the sweeping profile. The method starts by extracting the point
cloud of the cross-section. This can be done by selecting the point cloud within the
interval thickness along the longitudinal direction of a given component [61]. From
this, a polygon can be fitted through the point cloud of the cross-section, in which
the Euclidean distance between the data points and the fitted polygon is used to
determine the best polygon. Next, the algorithm may need to determine the trajec-
tory of the component to allow the cross-section sweeping. Another method involves
generating multiple cross-sections along the longitudinal direction, after which, the
surfaces of the components can be extruded through the cross-sections [61] (Fig. 8).
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Fig. 8 Generating a 3D model of a steel beam; a Point cloud; b Estimation of section dimensions;
¢ Cross-sections identification; d 3D model generation by sweeping through cross-sections

3.10 Commercialization of Emerging Capabilities

While the past 20 years have seen the emergence of a lot of new capabilities in
the shape of delivery platforms (e.g., UAVs, autonomous vehicles, robots), there
has also been the development of new forms of remote sensing. Perhaps, the most
exciting one that has yet to be integrated into Civil Engineering workflows is terahertz
scanning. In 2004, the US Department of Energy co-hosted a workshop on terahertz
scanning as a powerful new remote sensing technology cross applicable to fields as
divergent as astronomy and medicine [62]. Terahertz scanning (also known as sub-
millimeter radiation) operates between 300 GHz and 10 THz depending upon the
device energy input level and is able to detect unique material signatures at distances
of several meters, even through solid materials such as asphalt and concrete [63].
This is possible because radiation wavelengths in the terahertz band range from
1 to 0.1 mm (or 100 pm), and so the photon energy in the THz regime is less
than the band-gap energy of nonmetallic materials. On the spectrum, THz scanning
is between microwaves and infrared light waves. THz beams transmitted through
barrier materials can be used for material characterization, layer inspection [64],
finding buried explosives [65], and as an alternative to X-rays for producing high-
resolution images of the interior of solid objects [66] (Fig. 9). Large-scale THz
scanning [67] is starting to become more viable and there are significant efforts to
make the equipment lighter, more compact, and more versatile, including wearable
units for a near-range investigation [68]. An unpublished report by Mott MacDonald
[69] demonstrated the viability of the THz scanning as an alternative to ground
penetrating radar for establishing soil layers and identifying subsurface objects in a
civil engineering context to soil depths of 6 m, even below paved surfaces.

Subsurface object detection is one of these areas that remains a major challenge for
communities, with unintended encounters between excavation equipment and utility
lines responsible for dozens of injuries and multiple deaths each year [70], as well as
extensive power and water outages, while current technologies struggle to achieve
reliable and cost-effective detection (Fig. 10). With its ability to identify subsurface
objects [69], THz scanning may provide a critical opportunity for breakthroughs in
this area.
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Fig. 10 Analysis of subsurface detection technologies [71]

4 Challenges

There are many challenges to harnessing the usefulness of remote sensing data in a
Civil Engineering context. The major ones include the following: (1) data representa-
tions being incompatible with existing workflows; (2) data integration mechanisms
having significant limitations; and (3) data sets exceeding the capacities of stan-
dalone solutions, while current distributed systems do not yet provide adequate 3D
functionality. Each is described below.

4.1 Data Representations Being Incompatible with Existing
Work Flows

Remote sensing data appear in representations that are not readily compatible with
existing engineering workflows [e.g., Finite Element Modeling (FEM), Building
Information Modeling (BIM)]. Points, pixels, or other representations common to
remote sensing data are fundamentally, uninformed, partial portrayals of larger
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objects. Furthermore, these smaller elements do not know that they are part of larger
objects or which other data have a relationship to them, with respect to a specific
object.

In the current mindset, this has meant that such data must be processed to make it
usable. The processing is typically an attempt to affiliate specific subsets of the data
with some particular geometric shape or combination of shapes. Common means
often involve plane fitting through RANSAC [72], gridding [73], machine learning
[74], or other approaches that require training sets or libraries. Strategies for extract-
ing these geometries may relate to a road surface [75] or its features [76], a building
[77, 78], vegetation [79], or even utility poles [80]. To this end, thousands of papers
have been written related to the processing of such data sometimes for its own sake
[81, 82], sometimes for creating a solid model to populate an FEM (Fig. 11) [37, 83],
and sometimes in an attempt to support a BIM model [35, 84]. As buildings and built
environments are highly variable and can differ significantly from neighborhood to
neighborhood, as well as city to city, developing a robust algorithm that is equally
effective for cities of different sizes and in different parts of the world is particularly
challenging. Thus, the question arises as to whether or not a better approach can be
devised; one that is wholly data driven and is more holistic in its data conversion.
To begin to answer this question, a broader look at what is happening in digital
representation is perhaps warranted, specifically with regard to the digital twinning
movement (Fig. 12).

In 1994, Renaudin et al. [85] introduced the term “digital twin” to describe a
3D anthropomorphic phantom on which testing could be done—in this case for the
purpose of coronary vessel reconstruction. Since then, the digital twin concept has
been extended to mean “a comprehensive physical and functional description of a
component, product or system, which includes more or less all information which

Fig. 11 Voxelization of
laser scanning points shows
an automated strategy for
point conversion into a solid
model
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Fig. 12 Preliminary efforts by ESRI toward Singapore’s digital twin

could be useful in all—the current and subsequent—Ilifecycle phases” [86]. The
concept has been applied widely to areas as disparate as fuel manufacturing [87],
NASA vehicle design [88], and vehicle fleet management [89].

In the context of the built environment, the concept has been defined as ““a repre-
sentation of a system which mimics its real-world behavior (and, in some cases, the
surrounding environment). This is typically a real-time updated collection of data,
models, algorithms or analysis.” This definition, outlined in the landmark British
document “Data for the Public Good” [90], is now the basis for a major national
British investment involving the creation of a digital twin for the entirety of the
United Kingdom [90]. Their motivation for this major undertaking relates to expected
improvements in energy and water usage, traffic flow, anti-terrorism resiliency, nat-
ural disaster response, and general quality of life. Presently, a pilot effort for the city
of Exeter is being led by Sir Alan Wilson, who heads the Alan Turing Institute.

Similar efforts are being pursued elsewhere. For example, later this year, Singa-
pore has been building a platform for a dynamic, 3D virtual model of its urban areas
incorporating static and real-time data on climate, demographics, terrain attributes,
and energy consumption. Funded by its National Research Foundation in conjunc-
tion with Dassault Systémes, the system is expected to contain semantic information
such as building composition and materials but with a focus on dynamic, human
behavior [91].

To date, most city-scale representations have not been developed with engineering
functionality [92]. As such, the concept of a true digital twin differs quite significantly
from most of the existing representations of the built environment. This is notable
in the following three aspects for which remote sensing data are pivotal, as will be
described below: functionality, accuracy, and completeness.
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4.1.1 Functionality

The vast majority of current 3D models were created for visual representation, with
limited (if any) functionality beyond visual exploration. While there are notable
exceptions such as the Energy Atlas Berlin in Germany with 500,000 buildings [93,
94] and SEMANCO in Spain with 150,000 buildings across 3 urban areas [93, 95],
both models only address one topic and are not presently usable for other, even closely
related, topics such as urban heat island modeling. Furthermore, both projects predict
only rudimentary annual energy usage for each building within the study area. More
detailed energy modeling is not possible because the building representations are
only defined to a Level of Detail (LOD) 2 [96], which involves only a bounding
box representation of a given structure and its general roof shape. A detailed energy
model of a building requires LOD 3 representation, which includes detailed exterior
representation, where the major external features of a building are present including
the exact roof shape. The limited functionality of existing models is due in large
part to a combination of the data input stream and the platforms used to store the
data. With respect to data storage, available options begin at the most local level with
BIMs, which largely serve as a means for achieving an accurate historical record
and as a tool for asset management (e.g., knowing the type and quantity needed for
replacement materials). BIMs rely on a highly prescribed set of industry foundation
classes [97] to store the relevant information, thereby making integration, to say
nothing of interoperability with other data sets, extremely difficult, though a limited
amount has been done with four-dimensional virtual reality [98], structural analysis
[99], and geographic information system (GIS) integration in mind [100]. The state
of the art is graphically summarized in Fig. 13, along with a possible form of a new
digital twin approach.

Today’s city-scale systems tend to be outgrowths of two-dimensional (2D) GIS
layers traditionally capable of storing only vector or raster data and struggle to support
fully 3D models (Fig. 13). While much has been achieved through the introduction
of CityGML (i.e., an open standardized data model and exchange format devised for
exchanging 3D building model in virtual models) [101] functionality in both GIS and
virtual models is of very limited extent and generally achieved only through prede-
fined querying (e.g., finding the shortest route from point A to B or quantifying object
frequency like the number of intersections or amount of a land cover type). These
systems cannot support predictive modeling due to their relative inflexibility with
respect to dynamic (real time) mutability, their accuracy level, their completeness in
representation, and their inability to introduce uncertainty.

4.1.2 Accuracy

Current 3D models of the built environment are derived from a variety of sources that
cover a wide spectrum of accuracies (Fig. 14) from measured surveys (as the historical
gold standard at a sub-centimeter level accuracy), through low-density laser scanning
(<20 pt/m?) to 3D reconstructions from imagery, to nonexpert community initiatives
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atameter-level accuracy (e.g., OpenStreetMap). Today, aerial laser scanning can rival
ground-based manual surveying and offer a scalable alternative. While not typically
needed for models for virtual tourism, the film industry, and gaming, having such
accuracy can be critical for a wide variety of engineering modeling and analysis
problems. This is shown in the context of shadow modeling with a state-of-the-art
imagery based approach for NYC (Fig. 15) versus that from a high-density laser
scan for Dublin, Ireland (Fig. 16). The small features that are captured in laser
scanning can strongly influence not only shadow generation and solar potential, but
also pedestrian wind comfort, roof-integrated wind turbines, pollution dispersion,
urban heat island effects, blast vulnerability, and noise propagation. Identifying above
ground utility lines and ground level curbs and steps can also create opportunities for
asset management with respect to tree growth and accessibility options for those with
mobility limitations. As most 3D models have not been used for such comprehensive
and predictive modeling (because of system limitations), having such accuracy has
not been a factor.
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Fig. 15 Typical shadow
information (NYC) provided
for this paper by the authors
of [102]

Fig. 16 Unpublished
shadow work by Laefer

4.1.3 Completeness

Current 3D models typically lack many of the components that make cities feel
like cities including vegetation, street furniture, building ornamentation, etc. While
some aboveground features can be captured in imagery and are used as textures for
selective 3D models, these textures do not actually occupy space and, thus, do not
contribute to the actual modeling capabilities. Though street-level laser scanning
data from vehicles circumvents some of these geometric shortcomings with their
resulting dense, geo-positioned point clouds, these data sets are filled with occlusions
at the roof level, in back alleys (and other non-vehicle accessible areas), and even
the back sides of street furniture (e.g., utility poles). Thus, exclusive use of these
data streams is problematic as a source of comprehensive data input, as well as
for material identification and surface roughness calculations. While individualized
solutions can overcome such occlusions either through dedicated algorithms [103]
or through machine learning [104], these solutions are complicated as they may:
(1) produce only inferred results, (2) entail extra processing time, (3) require high
levels of computational resources and/or (4) demand extensive ground-truthing, all
of which impede scalability.
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4.2 Data Integration Mechanisms Having Significant
Limitations

Typically, remote sensing data are collected in an ad hoc manner. This means that data
sets cover different spatial extents at disparate granularities and at irregular intervals.
This presents significant difficulties when trying to use such data sets together. The
problem is exacerbated when multiple remote sensing modalities are included, espe-
cially imagery where parallax problems may emerge. These complications impede
data storage, querying, and visualization.

The difficulty can be understood using a database concept with the one to many
versus the many to one approach. Namely that when a high-resolution dataset is
mapped to a low resolution one, the two standard ways to address this are down-
sampling and upsampling (Fig. 17). In downsampling, many pieces of data (from
the high-resolution dataset) are assigned to a single low-resolution piece of data that
covers the same spatial extent. In upsampling, some form of interpolation is required
to affiliate one low-resolution piece of data to multiple high-resolution ones. Both
approaches have significant downsides.

In downsampling the data to the lowest spatial and temporal resolutions, the user
does not benefit from advances that regularly occur in sensing equipment and delivery
platforms. There is also the quandary of whether information from the denser data
set should be amalgamated or whether the closest data point should be used. The
upsampling strategy is equally problematic, as it typically relies on some form of
interpolation, which may not be justified. This is particularly problematic for the end
user, as current systems do not contain easy to use mechanisms to manually explore
such decisions in an interactive way (e.g., with an on-screen slider). Furthermore,
there is no option for introducing cutting-edge probabilistic means for interpolation.
Adding such functionality is typically precluded by the current generation of storage
solutions.

Downsampling dense data Upsampling sparse data
Sparse dala set Sparse dala set
/=~ Interpoiated
! data points
Combined
data set
Combined
data set
Dense data set Dense data set

Fig. 17 The process of downsampling dense data versus upsampling sparse data
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4.3 Datasets Exceeding the Capacities of Standalone
Solutions, While Current Distributed Systems Are Not
Providing Adequate 3D Functionalities

Arguably, data storage now poses the greatest threat to having usable data, as the
size of today’s data demand a distributed computing solution. For example, a single
remote sensing data collection mission can harvest multiple terabytes of data per
square kilometer [105]. When extrapolated across a single city, the result is a petabyte
or more of data, thereby making standalone solutions obsolete for many use cases.

The landscape on the distributed computing side is not much more encouraging, as
the current generation of distributed-computing enabled spatial database solutions
have offered only minimal support with respect to three-dimensional (3D) spatial
data, especially with regard to querying, visualization, and change detection capa-
bilities (Table 1). Notably, while some of these abilities are available in standalone
solutions, those systems cannot be easily transitioned into a distributed computing
environment, because of the data storage structures that they employ.

What is needed is a new data storage architecture approach that has three main
characteristics. First, it must fully benefit from the 50+ years of research and invest-
ment that has been made in distributed computing by devising and employing data
structures and indexes that thoroughly exploit the scalability of that arrangement
without introducing data storage redundancies and data query uncertainties. The
problem is not simple, as spatial features are often continuous (e.g., a road), while
in contrast, data sets and hosting capabilities are finite. This means that multiple
data sets that belong to a single feature may be present on multiple cloud-based
machines. Thus, an effective distributed system must have an inherent awareness as
to the location of specific sets of data with respect to a global positioning schema.
This capability does not presently exist.

Second, the system must support vertical data integration, hosting a wide range
of spatial and nonspatial data without the loss of metadata. This is not simple, as

Table 1 Analysis of available spatiotemporal storage systems with respect to 3D data

System 3D Distributive| 3D Temporal | 3D 3D Visu- | 3D Prediction
Storage enabled Indexing indexing Querying | alization Change
analysis
PAIRS 4 v X v X X X v
Spatial- X v X X X X X X
Hadoop
GeoSpark | X v X X X X X X
MongoDB | X v X X X X X X
EarthDB 4 v X v X X X X
EarthServer | v/ v X v v v X X
Geowave 4 v v 4 v 4 X X
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different data sets have unique data formats and characteristics. To achieve this, a
level of flexibility not presently available in the storage schema is required.

Third, the storage approach must support the retention of the raw data along
with its derived objects to provide the next generation of input for supervised and
unsupervised machine learning, as well as to provide support for advanced forms
of predictive modeling (i.e., both those that are probability based and those that are
rooted in finite element analysis). Specifically, such an arrangement would allow 3D
geometric characteristics and multi-scale features, as well as mixed data sets (e.g.,
raw and processed; thermal and LiDAR) to be used as input data for machine learning
in a way that is wholly unsupported today. In the proposed arrangement, supervised
and unsupervised learning would be further supported by being able to store (and thus
use) all aspects of a data set’s original raw components. For example, commercial
and open-source solutions and standards for laser scan storage do not enable the
complete retention of the pulse and wave portions of full waveform data, which
is becoming increasingly available in aerial, terrestrial, and mobile units. Only the
most recent research has addressed this comprehensively in a standalone environment
[106-108]. A comprehensive data storage scheme in a distributed environment would
allow exploration of such data individually, but even more importantly, as part of a
richer co-registered data resource. Furthermore, given the rapid acceleration of the
autonomous vehicle industry and their use of laser scanners, the management and
exploitation of that data stream is likely to play an increasingly critical role in asset
management activities.

A possible solution is an HBase structure [109] to facilitate MapReduce [110]
data intake in combination with a hybrid indexing structure [45], in which a piece
of the data’s global position is considered in a 2D context, but all other functionality
occurs in a localized 3D arrangement. This configuration exploits the fact that spatial
data have a strong horizontal bias. That is, the horizontal spatial extent is much larger
than the vertical component. Even for cities with skyscrapers, cities are much wider
than they are high (Fig. 18).

Selecting a local indexing mechanism poses an additional set of challenges as
there are hundreds of options [111] and no easy way to rapidly screen for ones that
are well-suited for various remote sensing data types. In an effort to provide rapid
guidance for data structure selection, a gifi-based approach was pioneered by my

S e ——— i ¢ i+ % S % e . -

Fig. 18 Horizontal bias of data versus its vertical spatial extent shown for Dublin, Ireland’s city
center (1 km in width shown)
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group. This approach appears to offer some assistance, as shown by the data flowers
in Fig. 18. My research group implemented these “data flowers” for three of the most
common data indexes. In Fig. 19a, the octree is shown as a highly efficient storage
means for heterogeneous data. The raw data are in the top left-hand corner. Their
storage is shown directly below, where space is occupied only where data exist. The
heterogeneous nature of the storage is shown by the lack of homogeneity in the data
flower.

The R-tree flower illustrated in Fig. 19b shows a less efficient storage mechanism
both in terms of the solid representation of the bounding box of the building in the
lower left and in terms of a much more uniform representation in each of the petals of
the data flower. The representation of the k-d tree in Fig. 19c¢ is slightly misleading.
While the building representation in the lower left is fully accurate showing the
repeated divisions (i.e., every data point is individually stored), the flower itself only
contains 1/100th of the data, as their full representation would be too crowded to
see any of the petals, thereby directly demonstrating the storage inefficiency of the
approach for this type of highly heterogeneous data.

5 Conclusions

The remote sensing community has witnessed tremendous advancements in data col-
lection capabilities over the past few decades, especially with respect to the speed,
ease, and cost of acquisition, as well as the expansion of equipment acquisition plat-
forms in the form of mobile and UAV-based options. These advancements have made
data available at quantities and qualities that would have been hard to imagine only
a few years ago. As such, the major challenge for the community today is how to
harness this stream of data that is rapidly evolving into a torrent. This data prolifer-
ation will especially challenge existing storage solutions. New storage mechanisms
are desperately needed to harness the 3D aspects of the data and other attributes that
characterize their tremendous richness and heterogeneity. Without them, the Civil
Engineering community will struggle to profit from the data at the levels that would
otherwise be expected, especially with respect to asset management, inspection, and
monitoring where the automated nature of the data capture opportunities could be of
inestimable benefit.
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Fig. 19 Data flower representations of three common remote sensing data indexes
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Irineu da Silva

Abstract Civil engineers, as well as other engineering careers, are facing new chal-
lenges in their professions due to new technologies and market forces that have
been redefining engineer’s roles toward a new productive vision (ASCE, American
Society of Civil Engineers in The vision for civil engineering in 2025. Reston, Vir-
ginia) [1]. As one of the oldest civil engineering related activity and to this day an
indispensable tool for any civil engineering work, Geomatics Engineering shares
the same concerns, especially when related to the synergy between Geomatics and
Civil Engineering. As all technical segments, Geomatics has been making important
technological advances over the years, incorporating new instruments, new technolo-
gies, and new working methods that must be understood by civil engineers so that
both continue to develop complementarily and work together seamlessly. Consider-
ing this, the present article discusses new technologies available in Geomatics and
their applications in civil engineering projects and the level of teaching that must be
passed on to civil engineers so that both can work together making efficient use of
the new technologies at their disposal.

Keywords Geomatics engineering * Civil engineering *+ Topography - Surveying

1 Introduction

Discussing Geomatics applied to Civil Engineering is currently a challenge that
needs to be carefully addressed due to the great innovations that have occurred in
both professional disciplines and due to the high synergy between them. To be able
to discuss this, it is essential, first and foremost, to understand the meaning of the
term Geomatics in the engineering field. Taking this into account, like so many other
new disciplines, scholars have proposed various definitions for the term, which, in
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the end, converge to the same point of view, which is to consider it as an extension
of Surveying Engineering to reflect new measurement technologies and data man-
agement capabilities. At this point, Geomatics should be understood as a modern
engineering discipline that encompasses the sciences, techniques and methods that
deal with acquisition, storage, processing, modelling, georeferencing, analysis, dis-
play, distribution, setting out, and management of spatially referenced data, to group
them into a coherent discipline consistent with new technologies and engineering
needs. Based on the scientific framework of Geodesy, it uses terrestrial, marine, air-
borne and satellite-based sensors to acquire spatial and image data, while relying on
database management, topometric computation and computer vision to handle them
and make them available to the users. In conjunction with Civil Engineering, it can
be said that Geomatics is concerned with measuring existing features of the natural
and built environment and presenting data in a format suitable for architects and
engineers to use in designing construction projects. Providing the positioning, shape
and nature of geographical features through topographic technologies, Geomatics
lies between Civil Engineering and the real world, playing an important role from
the early stages of designing the project to the final as-built mapping.

Needless to say, Geomatics is not only a data provider for civil engineering
projects, although this is the subject of this article. Despite being closely related
professional activities, Geomatics and Civil Engineering have had a controversial
coexistence, mainly due to the level of knowledge that one has of the other. In many
countries, Geomatics is a discipline on its own, and in its entirety, it is almost as
broad in scope as Civil Engineering. In others, it is just a research group, most often
linked to transportation engineering departments. In the first scenario, despite its
broad scope, Civil Engineering is only one of the topics studied, and not the most
important. In the second scenario, Geomatics is only a 6-month course (sometimes
1 year) offered to students in the third semester. In these scenarios, both sides have
difficulty communicating with each other.

The point here is how to minimize this conflict. And this can only be done by
having a complete understanding of civil engineering needs and the tools made
available by Geomatics. New technologies and processing methods have destroyed
old paradigms and have created new opportunities, which have prompted the need
for a new approach in teaching civil and geomatics engineering, as discussed in the
next pages of this article.

2 When Geomatics Matters to Civil Engineering

The importance of Geomatics for civil engineering projects can be described by
Fig. 1. As depicted in the figure, Geomatics procedures are involved in almost all
civil engineering workflow, i.e. planning, design, construction and management.

Planning. No significant civil engineering project can be developed without detailed
information on the construction site. Moreover, no civil engineering project can be
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Fig. 1 Geomatics workflow in the civil engineering production chain

executed without a network of geodetic control points. Activities in this working
phase basically include the preparation of surveying specifications, mapping speci-
fications, database standardization and measurement tolerances; field measurements
design and data collection; data modelling, referencing and digital mapping produc-
tion to use in the engineering design phase. Geomatics products made available at this
stage are: specification guidelines; provision of horizontal and vertical control point
networks; measurement field books; computation reports and layered cadastral plans
including digital orthophotos, land boundaries, point meshes, terrain profiles, cross-
sections, Digital Terrain Modelling (DTM) or Digital Elevation Modelling (DEM)
and levelling benchmarks. It can also include quantities for inventory, database man-
agement, economic assessment and cost accounting.

Design. Upon completion of the planning phase, engineers must have at their disposal
acomplete set of data required to develop engineering projects. Most often, this means
Computer-Aided Design (CAD) drawings of surveying measurements on specified
mapping projections and digital terrain models, complemented by specific geomatics
products as described in the planning phase. As a result, civil engineers will gather all
available information from a variety of sources to develop and manage infrastructure
projects, including architectural and construction designs, parcelling, intermediate
construction, 3D visualization, grading, earth movement, volume computation, mass
haul plans, machine control layout, environmental mitigation plans, and many others,
depending on the type of project and its lifetime. Geographic Information System
(GIS) and Building Information Modelling (BIM) methodologies are also initiated
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at this stage. At this point, the greater the interaction between Geomatics and Civil
Engineering, the greater the success of the project.

Construction. In the construction stage, information needs to be enlarged consid-
erably and topographic information must be fine enough to control the progress of
the construction on a daily basis. Measurement of spatial data in real-time and auto-
mated procedures are needed in order to manage the difference between the daily
progress of the construction and its scheduled value. At the same time, setting out
processes are implemented to enable pegs, profiles or other marks to be set out to
control construction work, and ensure that each element of the work is constructed
in the correct position and to the correct level. Execution and certification of quality
control and production reports are also imperative tasks performed at this stage of
the project.

Management. The management phase encompasses managing building elements,
monitoring terrain and structural stability and executing as-built measurements. GIS
and BIM formatting are currently essential for data management and effectively
replace relational databases previously used. Real-time measurement sensors, dig-
ital cameras, drones and web-based data transmission are technologies currently
available to ensure the quality and effectiveness of construction and structural mon-
itoring. Needless to say, metadata, encoding, and standardization of communication
protocol become indispensable in carrying out information integration at this stage.
Finally, the completion of the construction is mapped by as-built survey in order to
present the construction status-quo.

3 Geomatics Engineering Assignments

To properly apply geomatics engineering technologies to the civil engineering pro-
duction workflow as previously outlined, civil engineers must have a clear under-
standing of geomatics engineering assignments [3]. To help clarify this understand-
ing, the following is a brief description of them, from the civil engineering point of
view. Please refer to Fig. 2 for a conjectural view of the geomatics production chain
and subsequent assignments.

3.1 Surveying Specifications, Norms, Standards
and Database Structuring

Structuring a database, whether geographic or not, aims to regulate how the dataset
will represent an environment in a digital way. This structuring process analyses
and determines which elements and characteristics should be represented in order to
make the standardization of data and the contents of the database possible, including
measurement tolerances and measurement methods. The objective, in this case, is
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Fig. 2 Geomatics engineering production chain and assignments

to comply with international norms and standards to ensure that the same database
has the potential to be used for different applications and for data exchange in the
same project. Failure to comply with these standards entails risks of rework, data
loss and wasted time in manual data formatting. Preventing this from happening is
the responsibility of project managers who should include both Geomatics and Civil
Engineers. To overcome this problem, Geomatics Engineers are requested to deter-
mine the specification guidelines on collecting, archiving and maintaining spatial
data. The scope and details of these guidelines will depend on the type and lifecy-
cle of the project, so that no summed-up suggestion can be presented here without
challenging quality management principles.

3.2 Field Measurement Design and Data Acquisition

The second stage in a civil engineering project is the field data acquisition, which
includes measurement planning and spatial data collection. Measurement planning
entails a detailed study of the surveying area, choosing measurement instruments
and measurement methods. Spatial data collection, on the other hand, means field
data acquisition execution and data handling. For these purposes, measurements can
be currently categorized into three groups, as shown in Fig. 3.

The single point measurement category is related to the instruments and mea-
surement methods in which the surveying data is obtained by individual assessment.
Included in this category are measurements performed with total stations, Global
Navigation Satellite System (GNSS) sensors and levelling instruments, among oth-
ers. The data acquisition, in this case, is obviously time-consuming, however, mea-
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sured values tend to have better quality than the other measurement categories, reach-
ing millimetre accuracy level.

The point cloud measurement category consists of instruments and measure-
ment methods performed to produce huge amounts of surveying points—called point
cloud—with precise (X, Y, Z) values together with their information on the ground
reflected signal. It corresponds to a category of measurements based on Light Detec-
tion and Ranging (LiDAR) which can be airborne systems (Airborne Laser Scanning)
or ground-based systems (Terrestrial and Mobile Laser Scanning) mounted on a tri-
pod or a vehicle. The measurement methodology, in this case, is based on an active
optical remote sensing system that measures the distance from the sensor to the
object by calculating the time taken by a laser pulse from the release to the reception.
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LiDAR is an upcoming technology which has enormous applications in civil and
construction engineering. It has an accuracy of centimetre level in vertical as well
as horizontal positioning, and hence its application ranges from precise topographic
survey to a wide range of geotechnical, coastal, transportation, structural engineer-
ing, 3D modelling, planning and as-built applications, including computation of cut
and fill quantities, detailed surveys of road and other construction projects [2].

The pixel measurement category consists of instruments and measurement meth-
ods based on digital images with the purpose of making geometric or radiometric
inferences about the objects appearing in the images. Such images can be acquired at
close range on the ground, from aircraft or from satellites, defining the so-called ter-
restrial photogrammetry, aerial photogrammetry and remote sensing. Measurement
sensors, in this case, are digital cameras based on the combination of Charge-Coupled
Devices (CCD), ranging from small formats of around 10 MP to large formats of
around 400 MP, with a pixel size ranging from 4 to 15 micrometres. The main
contributions of photogrammetry and remote sensing to Civil Engineering include
topographic mapping, digital orthophoto production, 3D modelling, environmental
monitoring, database development for GIS and BIM, resource inventory and moni-
toring, as well as deformation analysis.

Another point to be highlighted in the data acquisition phase is the fact that raw
data can be collected through different types of sensors in the same project, and
each sensor presents its own data typology and format. It is, therefore, important to
consider using a data management system that would be able to properly manage
these different data, enabling the user to retrieve and apply them conveniently, at any
time, simply and quickly.

In order to properly use the measurement technologies presented, it is essential
that civil engineers know the characteristics of the use and applications of each
instrument, its accuracy and its limitations. It is also important to ensure that the
selected instruments are properly calibrated and in good working order and that the
specified procedures are rigorously followed.

3.3 Data Modelling and Referencing

After collecting information from the field, it must be modelled and referenced
according to mathematical models and appropriate coordinate systems so that geo-
graphic data is available. All major civil engineering projects are currently modelled
according to geodetic models. The altitudes are modelled according to the geoid
model and the planimetric values according to the ellipsoidal models, as shown in
Fig. 4.

Data modelling is performed through topometric calculations depending on the
measurement method applied in the field. The most primary data modelling is based
on plane surveying because it is so widely used in engineering and surveying practice.
Based on the fundamentals of measuring distance, angle, direction and elevation, data
modelling will provide point position, slope, area and volume. GNSS positioning is
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Fig. 4 Geodetic models

another source of data modelling which can provide referenced data in real-time or
post-processing positioning techniques. The interaction of the user, in that case, is
simplified by using processing software, which does not mean less responsibility.

Another point to be considered in the data modelling concept is the increasing
use of redundant measurements which leads to using adjustment techniques in order
to resolve the inconsistency between the observations and the model. It is therefore
recommended for civil engineers to have at least a slight idea of adjustment techniques
in order to avoid misuse.

During data modelling procedures, a data referencing procedure is also followed,
which means connecting the modelled data with geodetic reference systems. This can
be done through map projections or local ground-based plane coordinates. In both
cases, it is imperative to understand that distortion will arise from that geometric
assumption. Not understanding their effects or disregarding them can be fatal to the
development of many engineering projects.

3.4 Data Validation

After the data modelling phase, it is important to perform a data validation analysis,
which consists of a series of data quality control to align the conceptual model
(mathematical model) to the real world. This can be done through quality controls
and quality management concepts that aim at total control of product quality, as well
as its means of production. It is recommended to apply this management concept at
every stage of production.
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3.5 Configuration and Data Presentation

To be useful for civil engineering designs, geomatics data must be properly configured
and rationally presented. For that purpose, a series of procedures are indicated as
depicted in Fig. 5.

The primary method of topographic data presentation is its digital graphic repre-
sentation in CAD format. In this type of data representation, the user has access to
any planimetric information from the dataset, including the coordinates (X, Y) of any
point represented in the drawing. However, the user has little information about the
third dimension, which makes it necessary to consider using Digital Terrain Mod-
elling (DTM). DTM consists of a mathematical model of the terrain surface, based
on the application of one or more mathematical functions to describe the variation
of its altimetry. The surface represented is called a modelled surface, and the name
Digital Terrain Model is given to the set of functions, combined with the practical use
of the modelled surface. This numerical modelling can identify the altitude value (H)
of any point on the terrain surface, according to its planimetric coordinates (X, Y)
represented in the drawing. This is an invaluable resource for many civil engineering
projects.

Digital Orthophoto 3D modelling

Fig. 5 Data presentation
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Fig. 6 Example of orthorectified digital image superposed with engineering design

Another form of topographic data presentation that has gained space in Civil
Engineering in recent years is the graphic representation from orthorectified digital
images, that is, digital images represented in orthogonal projection, georeferenced, in
which the deformations inherent to a photographic image are suppressed. This is the
well-known ‘digital orthophoto’. The user, in this case, has a digital map at his/her
disposal with all its topographic elements in colour and referenced to the coordinate
system of the project, as shown in Fig. 6. As it is an orthorectified digital image,
the orthophoto allows the superimposition of designed features over the image itself,
which evidently makes the graphic visualization clearer.

A digital orthophoto is produced from a pair of oriented aerial images and the
numerical model of the corresponding terrain. The production process is automated
requiring little operator interaction. Its quality depends, fundamentally, on the quality
of the numerical terrain model. It has mainly been used for specific civil engineer-
ing designs in small terrain areas, as highway intersections, for instance. It should
be noted that for specific cases, the designer can also use the orthorectified map-
ping technology through Unmanned Aerial Vehicles (UAV), which have proved to
be suitable for generating small-area photogrammetric data, including generating
orthophotos and 3D views.

In recent years the presentation of spatial data in the form of 3D models has
contributed enormously to the development of a new kind of data presentation. It is
the so-called scanning data, represented by a point cloud data format with millions
of 3D points. How to handle this huge amount of points, however, is still a matter of
discussion. Only a handful of civil engineering design software is currently enabled
to work with point clouds. The practice has been to use these 3D values to generate
flat views from which engineering designs are drawn. For that reason, few civil
engineering projects are currently designed completely in 3D format. Most of the
time, 3D point clouds or 3D models are just an auxiliary design tool. Expectation,
however, is for a complete 3D design very soon.
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3.6 Setting Out

The setting out procedures are generally performed using total stations or GNSS
instrument operating in Real-Time Kinematic (RTK) mode. These instruments
already have internal application programs for the work to be implemented, which
indicate the direction and distance to be measured for the positioning of points on
the ground.

For earthworks, however, the tendency is to use the so-called machine control sys-
tems, which allow dimensional control of earthwork movements in civil engineering
construction areas, based on using stakeout techniques based on machinery automa-
tion systems. Using this type of system increases productivity and decrease costs,
mainly in large earthworks, slopes and road construction. Depending on the type of
work, it is considered that an increase in productivity of the order of 30-100% com-
pared to traditional methods can be achieved. The most often automated machines
are scrapers, dozers, bulldozers, motor graders, profilers and pavers. The control sys-
tems for such machines are based on using attitude sensors, hydraulic valves, onboard
computers, and surveying instruments. The machine automation takes place, inter-
nally, by the convenient installation of attitude sensors in its different implements to
determine the relative movements and, externally, by using surveying instruments,
which can control the vertical positioning of its implements or its spatial coordi-
nates (X, Y, Z), in relation to a specific coordinate system. For this purpose, three
types of surveying instruments are used, which are: laser levels, robotic total stations,
and GNSS receivers, as shown in Fig. 7. The whole set is managed by an onboard
computer, whose interaction with the sensors is carried out through hydraulic valves
and connection cables and, with the operator, using a Liquid Crystal Display (LCD)
control panel.

Laser levelling Total Station GNSS receiver

Fig. 7 Surveying instruments for machine control positioning
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3.7 Data Management

As shown in precedent sessions, as in many disciplines, geomatics professionals
face the problem of big data management and the extensive use of engineering soft-
ware requiring high rates of velocity, variety, variability, and complexity in database
management and result analysis. As a result, it becomes clearly necessary to stan-
dardize the storage structures and data management of this kind of dataset in order
to provide mass storage and easy access to the users, mainly in big databases. The
complexity of the problem is even greater when the geomatics data is connected to
already deployed engineering structures on the ground, connecting the geomatics
databases with engineering design databases. The solution to these cases has been to
use GIS structures for civil engineering projects and BIM methodology for building
data management. Whatever the solution, it is imperative that in this stage of the
work, there is a complete connection between both Geomatics and Civil Engineer
professionals to ensure the integrity of the databases.

3.8 Monitoring and Construction Safety

Depending on the type of project and its magnitude, there may be a need to control
the safety of the work or monitor its structural behaviour after its final deployment.
For this type of quality control, there are several monitoring methods available, and
geodetic monitoring is one of the most important, depending on the type of project.
Geodetic monitoring, due to its range of applications, measurement techniques, data
processing methods, measuring instruments and accessories may be considered as a
data management system comprising several components that together can perform
structural health monitoring, as shown in Fig. 8. The ultimate goal of such monitoring
is the periodic determination of spatial coordinates of specific points of the structure,
from which structural deformations or displacements are calculated. For this purpose,
current geodetic monitoring systems operate through robotic total stations or GNSS
instruments operating in static or RTK measurement mode.

The physical behaviour of a civil engineering structure is a characteristic of its
structural concept and of the load to which it will be subjected. Designer engineers
are responsible for analysing these parameters. On the other hand, requirements of
measurement accuracies, and consequently measurement methods and result analysis
are the responsibility of Geomatics Engineers, as well as several other professionals
involved in the project. For these reasons, structural geodetic monitoring should not
be considered a simple measurement task and must be performed only by experienced
professionals with a high knowledge of Geomatics.
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3.9 As-Built

The purpose of an as-built survey is to prove to the project owner or to government
agencies that the designed construction details have been performed in accordance
with the specifications established during the planning phase and shown in the work
plan, or eventually to show exactly what has been completed to date or modified
during the operational work. Considering this, as-built work is mostly performed in
the same way as any surveying mapping work. Considering the amount of data to be
measured, the crucial point here is the level of measurement automation and dataset
management to allow easy connection between field books and processing/mapping
software. RTK GNSS and terrestrial scanning instruments are of interest for this type
of application.

4 Geomatics Teaching for Civil Engineers

The level of education in geomatics for civil engineering can currently be considered
as ascending to the degree of attribution confirmations. Civil engineers know the
available technologies and understand the measurement techniques, but they are still
rooted in classic paradigms. In most developing countries and even in developing
ones, there are islands of innovation, but knowledge has not been distributed prop-
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erly. To solve this problem, the following topics should be highlighted in teaching
Geomatics to civil engineers.

Topographic instruments. Civil engineers must understand the main constructive
concept of each instrument presented in Fig. 3: its calibration methods; accuracy
levels; their sources of errors and their corresponding operating techniques. It is
important to consider, in this case, the studies related to the automation of mea-
surement processes and instrument internal routines to perform easy and online
communication with surveying mapping software.

Regarding instrument and surveying accuracies, they have been defined for a long
time according to the dimension of the smallest detail to be measured and of the scale
of the final graphical representation. Nowadays, however, with the computational
resources available, it is possible to plot a drawing on any graphical scale, that is,
with the ‘zoom’ features available in computer programs, the scale of a digital map
is no longer fixed. For this reason, graphical representation becomes an important
component for defining the surveying accuracy only when it is specified that the
project delivery will be done by a graphic process printed on paper. For the cases in
which surveying will be manipulated in digital and numerical means, the required
accuracies should be indicated according to the technical specifications of the project
or in function of technical standards. For example, the level of accuracy required for
a tunnelling project is different from the accuracy level of a highway, water dam
or a parcelling project. The accuracy specification must, therefore, be what ensures
that the positioning of the constructive elements is within the limits accepted by
the designing standards and by the construction techniques. In addition, engineers
must also consider the accuracy of the instruments available in the market in order
to choose the most appropriate ones.

Measurement technologies. In addition to conventional measurements of angles,
distances, directions and levelling, civil engineers must understand the measurement
fundaments of GNSS receivers, terrestrial and aerial laser scanners, a basic concept
of digital photogrammetry and machine control technologies.

It is important to consider that the topographical information of the future will
be three-dimensional, that is, more and more work will be done with point clouds
and relational database, which suggests the gradual change of conventional teaching
based on horizontal and vertical planes to 3D visualization and operation.

Geodetic and topographic references. Although considered a tough subject, civil
engineers must have a substantial knowledge about plane and geodetic reference
systems and their transformations. GNSS technologies have brought geodesy to the
world of Civil Engineering, requiring appropriate knowledge of coordinate transfor-
mations and mapping projections for such instruments to be properly operated.

Data presentation. Since all topographic maps are presented in CAD format and
many surveying software are CAD-based, it is important that civil engineers have
adequate knowledge of the use and facilities of this technology. On the other hand, in
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view of the increased use of orthophotos for engineering projects, it is recommended
that this mapping technology should be understood well by civil engineers.

Digital terrain modelling. Civil engineers must take into account that the numerical
terrain models have totally supplanted the old altimetric representations by means
of contour lines. Currently, all projects related to altimetry are made based on digital
terrain modelling, including contour line representation. It no longer makes sense to
study manual contour lines drawing methods. Instead, civil engineers must under-
stand what affects DTM quality, which is its field of application and how it can be
used in civil engineering projects.

Geographic information system and building information modelling. The
detailed study of GIS and BIM methodologies, naturally demands the study of a
series of complementary disciplines, as well as basic Geomatics teaching for civil
engineers. For this reason, in a basic civil engineering course, it is not possible to
cover all the topics needed for teaching GIS and BIM. Even so, it is important that
civil engineers are taught the basics on this matter, which enables them to decide
when and where to use them.

Data evaluation methods. It is essential that civil engineers have basic knowledge
of error theory, error propagation and to some extent, basic concepts of observation
adjustments. Besides that, Geomatics teaching for Civil Engineering should also
include the fundamentals of surveying data control and big data management.

Geodetic monitoring. The increasing amount of bold structures requires civil engi-
neers to know the principles of structural monitoring, comprising geodetic moni-
toring. Teaching, in this case, should include studies related to: the basic principles
of geodetic monitoring; measurement techniques; available instruments, accuracies
and the subsystems involved in the geodetic monitoring system.

5 The Future of Geomatics Engineering

In the foreseeable future, the field of Geomatics Engineering will continue to undergo
significant changes due to technological development in digital image sensors, atti-
tude and positioning sensors, laser sensing, artificial intelligence, computer vision,
Big Data, Machine Learning and database management, as well as other related
technologies. This ongoing and other emerging technologies are expected not only
to change and increase the field of Geomatics Engineering applications but also to
have an impact on the synergy between Geomatics and Civil Engineering. On the
other hand, automation and 3D environment projects will be of special interest and
should be part of future Geomatics course syllabuses for civil engineers.
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Hina Pande, Poonam S. Tiwari, S. Agrawal and S. K. Srivastava

Abstract Cultural heritage sites are the important sites which are given more priority
in terms of preservation and conservation, so that they last for a long duration of
time. Although modern structures are designed to be resilient to several events,
heritage structures usually undergo considerable damages. Irreparable damages have
been inflicted on some old structures in such cases, documentation proved to be a
very useful tool for the reconstruction of the structure and preserving it. Remote
sensing techniques using Terrestrial Laser Scanner (TLS) and Photogrammetry are
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very effective methods in acquiring 3D information and texture of the structure
with least interaction with the structure. The point cloud data from TLS is textured
using high-quality photographs acquired from a Digital Single-Lens Reflex camera
(DSLR). The colored point cloud data was used to create different sections like
top, front, back, left, and right and drawings were made in AutoCAD software. 3D
digital documentation is necessarily sufficient to reconstruct the structure in case any
damage occurs. The main advantage of using remote sensing technique is that it does
not need any physical contact with the surface. Remotely accessed data are very vital
in case of cultural heritage site because the present strength of the structure is not
known.

Keywords Cultural heritage site + 3D digital documentation - Terrestrial laser
scanner (TLS) - Digital single lens reflex (DSLR) camera - Photogrammetry -
Point cloud - AutoCAD - Section drawings

1 Introduction

Cultural heritage sites are to be preserved and taken good care. Up-to-date infor-
mation plays a major role which can be done with proper documentation of the
structure. Documentation of these cultural heritage sites are important to reconstruct
in case of any damage occurs to the heritage site. Documentation plays a major role
in extracting the geometry and monitoring its health. Accurate measurements and
reconstruction is possible with the help of 3D modeling [1].

Remote sensing technique plays a major role in data acquisition when the study
area is preserved like heritage site which needs less interaction. In this research,
terrestrial laser scanning and close-range photogrammetry are used to document
heritage structures. Terrestrial laser scanning is a very effective technology for gen-
erating a detailed 3D model of the structure. Dense point cloud is generated with the
pre-specified parameters, all the points are sampled over the surface of the structure.
A particular location of a point is located on the basis of time taken by the lidar
signal to hit the target and return back to the scanner [2]. The point cloud generated
can be used for 3D modeling and to extract any other valuable information [3]. The
scan parameters like horizontal and vertical scan area, horizontal and vertical resolu-
tions are pre-entered before the data acquisition by the user. Similar kind of research
has been carried out to extract information such as damages, structural analysis,
deformities, etc., from the generated point cloud [4-6].
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Fig. 1 St. Mary’s Church, Lansdowne

2 Study Area

Study area chosen for this case study is St. Mary’s Church located. Which is a cultural
heritage site located in Lansdowne, Uttarakhand, India. The church is a masonry
structure made on a hilly terrain. The church was built in 1896 by Lieutenant A.
H. B. Hume of Royal Engineers. Pre-independence the church was in regular use
but post-independence health started to deteriorate gradually. Its health is the main
concern to select this site as a study area. Church has a sufficiently large area for
carrying out the data acquisition process completely from all the sides (Fig. 1).

3 Data Acquisition

Data acquisition was carried out with the help of Terrestrial Laser Scanner (TLS)
Riegl VZ 400. A total of 11 scans were carried out around the study area from
different scan positions. Height of the instrument is measured ground to the bottom
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Table 1 Different scan positions with their scan parameters

Height of Horizontal Horizontal Vertical Vertical

instrument coverage resolution coverage resolution

(cm)
Scan position 1 173.2 80 0.05 100 0.05
Scan position 2 181.0 100 0.05 100 0.05
Scan position 3 180.9 120 0.05 100 0.05
Scan position 4 178.0 120 0.05 100 0.05
Scan position 5 200.4 100 0.05 100 0.05
Scan position 6 | 200.9 75 0.05 100 0.05
Scan position 7 173.3 90 0.05 100 0.05
Scan position 8 165.2 120 0.05 100 0.05
Scan position 9 175.3 140 0.05 100 0.05
Scan position 10 | 185.0 80 0.04 100 0.04
Scan position 11 | 179.5 100 0.04 100 0.04

of the laser scanner. Horizontal coverage is the range of horizontal angle that has
to be covered in the scan (between 0° and 360°). Vertical coverage is the range of
vertical angle that has to be covered in the scan (between 30° and 130°). Horizontal
and Vertical resolution is the angle of difference with which the next scan line takes
place (Table 1).

4 Methodology

Initially, proper field planning has to be carried out to estimate the number of scans
that have to be acquired in the study area. So that the whole target is visible from
all sides. The scans were acquired and co-registered and a dense point cloud was
generated in RiScan PRO software. Noise was removed from the point cloud using
Statistical Outlier Removal (SOR) filter. With the help of the point cloud, different
sections were extracted and drawings were generated in AutoCAD (Fig. 2).
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Fig. 2 Methodological workflow adopted for the study

5 Results and Discussions

To draw different views like floor plan, front, back, left, and right point cloud was
exported into AutoCAD software and different views were drawn. Precise thickness
of the wall and all the dimensions can be obtained with the help of Point cloud
through dense laser scanner (Figs. 3,4, 5, 6, 7, 8, and 9).
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Fig. 3 Generated point cloud with scan positions
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Fig. 4 Precise dimensions from the dense point cloud of the floor
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Fig. 5 Floor plan drawing

6 Conclusions

All the drawings that were extracted were of millimeter accuracy. These drawings
will have a very great impact in reconstruction of the structure if it is damaged due to
any reason. With the help of these documentations, complete geometry of the cultural
heritage site can be stored and regenerated. One can never predict when the cultural
heritage sites can get damaged due to any natural calamity or man-made disasters.
So, 3D documentation of the heritage sites is very helpful.
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Fig. 6 Front elevation drawing



(c) ketabton.com: The Digital Library

57

3D Digital Documentation of a Cultural Heritage Site ...

127060

7

R1T54

53557

ALL DIMENSIONS ARE IN METRES

Fig. 7 Left elevation drawing

g i
- RC T

1
1 1

7 A |

ALL DIMENSIONS ARE IN METRES

Fig. 8 Right elevation drawing



(c) ketabton.com: The Digital Library

58 S. K. P. Kushwabha et al.

ALL DIMENSIONS ARE IN METRES

5.30
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Concrete Strength Estimation e

Kumar Kumarapu, M. Shashi and K. Venkata Reddy

Abstract The construction industry is the most prominent sector which needs con-
tinuous evaluation and monitoring for structural stability and reliability. Monitoring
the concrete at early ages can reduce structural failures which may result in fatal acci-
dents. Maturity method is one such NDT method, particularly used for predicting
the early age strength by heat generated from concrete. The temperature generated
from the heat of hydration is considered as a key parameter in evaluating the maturity
method. Conventionally, the maturity method is evaluated by installing temperature
sensors inside the concrete and plotting the temperature graphs. NDT, in conjunction
with remote sensing thermal imaging sensors, is a motivating alternative for strength
estimation in early stages of construction. This study is aimed to replace the ther-
mocouples with well-calibrated thermal infrared imaging sensor. Two different mix
proportions, i.e., M20 and M40 are adopted for conducting the study. This study is
conducted under a controlled environment without interacting with the external cli-
matic temperature by placing the concrete cubes in thermocol box. Thermal images
are obtained in specific time intervals like 15, 30, 60, and 90 min. Concrete cubes
are tested for compressive strength simultaneously at the age of 3, 5, and 7 days
developing calibration curve. Thermal images of concrete specimens are processed
in FLIR SMART VIEW software for recording the surface temperature variations.
Time-temperature graphs are plotted from the observed surface temperatures for cal-
culating the maturity indices of concrete. From the developed graphs it is observed
that drastic change in surface temperatures has occurred only in the first 24 h of the
casting. Nurse-Saul calibration curve is generated by the observed temperatures and
compressive strengths of concrete specimens. This calibration curve can be used for
concrete specimens under controlled climatic conditions. The hybridization of ther-
mography, photogrammetric, and computer vision techniques like image analysis
serves in interpreting the early age strength gain of concrete.
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1 Introduction

Infrastructure sector is a key driver for the Indian economy. The sector is highly
responsible for propelling India’s overall development. Construction industry plays a
major role in infrastructure development. Technological advancements toward mon-
itoring the construction industry have a huge potential for this sector. Monitoring
of construction sites through the automated process than the manual process is in
lagging. This can be achieved by advanced tools, machinery, and computer vision.
Cost-effective real-time monitoring tools are required for construction site monitor-
ing. Many technological advances in infra industries provide great benefits to one of
the most important aspects of monitoring construction operations [1]. All over the
world, there are at least 60,000 fatal accidents every year on construction sites due
to underestimating early strength which leads to structural failure [2]. Monitoring
the concrete at early ages can reduce structural failures which may result in fatal
accidents. Each and every aspect of construction and assembly can be inspected for
quality control of materials and structure and can be monitored and managed. The
mechanical properties of concrete in the initial stages should be assessed for per-
ceiving the structural durability. The estimation of in situ compressive strength by
crushing of cubes is time-consuming and debris generating. It is also widely accepted
that the concrete cube samples do not exactly replicate the exact strength of in situ
casted concrete. The problem is that strength estimation is done by crushing only
three specimens. This may not be necessarily accurate. There is a necessity of sophis-
ticated technologies, which can replace the cube crushing for better understanding
the curing requirements and behavior of concrete in the early stages.

1.1 Maturity Method

An advanced practical approach is required to deal with more challenges like the ease
in handling, limiting manpower, reduction in debris and money for examination of
early age concrete strength. The suitable method to address this issue and predict the
strength gain at an early age is maturity method, with the concept that the concrete
strength is directly proportional to the heat of hydration. The heat emission from
the concrete is recorded and plotted for predicting the characteristics strength of
concrete. There is ample amount of literature available for concrete maturity method.
Concrete maturity method (CMM) is a practical and alternative method to test the
cube strength. It is developed to estimate the mechanical properties of concrete
by relating the historical temperatures during the hydration process, in which the
maturity index is generated by the function of time and temperature [3].
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Thermal emission in the hydration process is called as “apparent active energy”’
that is necessary to speed up the reaction in strength gain of cement paste. CMM is
evaluated right from the initial time of water contacting with the cement, this histor-
ical data is very important for calibrating the whole setup [4]. Thermal sensitivity
is the fundamental and crucial parameter in acknowledging the strength achieved
by the concrete [5]. This study is aimed to replace the temperature sensors with
well-calibrated thermal infrared imaging sensor. The concrete maturity method is
considered as an appropriate and reliable method to estimate the strength gain of
concrete at an early age [6] (ACI).

1.2 Thermal Remote Sensing

Due to the enhancements in imaging sensors like Near Infrared (NIR) and thermal
bands of electromagnetic spectrum led to many new applications. The imaging sensor
is well calibrated for sensor distortions, interior orientations, and exterior orientation
for obtaining distortion-free images which can be used after minimal preprocess-
ing. These well-calibrated sensors are very sensitive to take thermal variations of
0.1 °C. The image acquisition by thermal imaging sensors for obtaining the tem-
perature of the concrete sample by processing and analyzing the image is called
thermography. The spectral variations recorded by Baldridge [7] states that for con-
crete the emissivity is more than 0.9 which can be recorded at Middle Wave Infrared
(MWIR) and Large Wave Infrared (LWIR) ranges with wavelengths of 3—5 pm and
8—12 wm, respectively. The thermal emissivity of concrete can also be recorded by
well-calibrated thermal imaging sensors. The potential applications for thermogra-
phy in the non-destructive testing focus on the tasks structural condition detection,
damage analysis, and condition monitoring. Currently, thermography principles are
used in various applications like detecting subsurface delamination in bridge decks
[8] (ASTM 1997), moisture ingress detection in a masonry wall and thermal per-
formance and energy efficiency of structures [9]. As describes in literature, the use
of non-contact sensors has shown better results in various applications. The main
advantage of thermography is observations are made without in contact, quicker,
damage-free while dislocating, easy to operate than the conventional thermal probes.
These principles are also used in the strength estimation at the early age of concrete,
for improving the performance of structural elements. Thermography principles are
used to account heat of hydration, which is produced by the chemical reaction of cal-
cium aluminate (C3A) with water in concrete [10]. The heat of hydration is directly
proportional to the strength of concrete, which is released enormously in the initial
period of 7 days.
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2 Methodology

Thermography for strength assessment can be achieved by calibrating the setup. The
set up can be calibrated by laboratory investigations on fresh concrete and the vari-
ation in temperature emissions at controlled climatic conditions. The investigations
are carried based on the concrete maturity method code [11] (ASTM C1074-11).
Figure 1 demonstrates a detailed methodology flow chart followed for conducting
the study.

2.1 Cube Casting for Calibrating the Setup

To perform the study two different mix designs like M20 and M40 are selected. These
mix proportions of concrete are selected for grasping temperature variations in the 15
* 15 cms cubes at different periods. The number of specimens is calculated in such
a way that the variation in temperature and strength can be plotted accurately. The
concrete cubes are kept in a thermocol box to create a controlled climatic condition
and not interacting with the external climate. As per standards, three test cubes of
each mix design are kept under a controlled environment for observing changes
in temperature. These concrete cubes are kept in a water bath within the box for
undergoing curing. Every sample is immersed in water in such a way that top 1 cm
of concrete cube is left for thermal imaging. Under each mix designs, three numbers
of cubes are stored for obtaining time series temperature variation data and another
12 cubes are kept for evaluating compressive strength for 1, 3, 5, and 7. As per the
given conditions, 15 cubes for each mix, design is casted, and maturity indices are
evaluated.

2.2 Thermography

Thermography is mainly conducted by employing Infrared Thermal camera. Infrared
thermal imaging sensor is an active thermal device, which can capture the radiated

1

Cube I M20 I Thermal Temperature
casting M40 Images findings
I
Calibration Maturity Temperature Compressive
—1 pE—{
curve index Vs Time plots strength for 1,3,5
and 7Days

Fig. 1 Methodology flow chart for strength estimation of concrete
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Table 1 No of images obtained for particular time intervals

SIno Grade of concrete Time interval (min) | Time span | No of images
inspected (h) obtained

1 M20 & M40 15 0-24 590

2 M20 & M40 30 25-72 570

3 M20 & M40 60 73-120 318

4 M20 & M40 90 121-168 186

thermal energy from body. The active thermal sensor gives the true surface tem-
perature of the member. As hydration process is more active in the initial period,
more priority is given during the first week of casting. To conduct this study FLUKE
thermal imager Ti450 is used for producing the thermal images. The time intervals
are considered according to the temperatures variations inside the concrete. For the
first 24 h span, the time interval is adopted as 15 min due to the occurrence of
major temperature variations in that particular span. Later on, time interval has been
increased to 30 min for 25-72 h (3 days), 60 min for 73—120 h (5 days), and 90 min
for 121-170 h (7 days). With the given time intervals and spans 1664 images are
obtained, out of these 832 images belong to M20 and 832 images to M40.

With the help of a thermal imager, surface temperature history of the concrete
cube is collected in particular time intervals as given in Table 1. As per the given
time interval and time spans, three cubes per each grade is imaged. Time intervals
are selected in such a way that every temperature variation is recorded. 1664 thermal
images are acquired for this study. This investigation helps in finding the tempera-
ture gradient and plotting the time versus temperature graphs. During this process,
compressive strength has been evaluated at 1, 3, 5, and 7 days for both the grades of
concrete. The images acquired are initially processed in thermal image processing
software. Thermal image processing is done in FLUKE SMART VIEW 4.0 soft-
ware for extracting temperature and temperature gradients for understanding energy
dissipations of the cube.

2.3 Strength Estimation

Strength estimation is a crucial part of the study. This can be calculated by the
temperature investigations conducted on concrete samples. Accordingto [11] (ASTM
C1074-11), there are well-established methods for calculating the maturity index
from temperature investigations. Among them is the temperature-time factor method
which is also called as Nurse-Saul maturity function is the simplest and prominently

M(t) = X(T, — To) At (1)
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where M (t)= maturity index, (°F-days), T,= average concrete surface temperature
in (°F) during the time interval At, Ty = datum temperature (usually taken to be
14 °F) and Ar = time interval (hours or days).

This equation is simple to calculate. The assumption made is that the initial
strength gain varies linearly with temperature, but independent of changes in tem-
perature. It is applicable accurately when curing temperatures does not vary much
with curing conditions. Generally, the datum temperature (7)) is the temperature.
Where, hydration process cannot occur in concrete, it is assumed to be 10°C (14 °F).

3 Observations

3.1 Thermal Image with Histogram

With the help of thermal imager, 1664 images have been acquired within 7 days
of concrete cube casting. These images are processed in FLUKE SMART VIEW
4.0 software for obtaining the surface temperatures. Figures 2, 3 and 4 are given
as reference images obtained during the study. As shown in Fig. 2 thermal images
will have spectral variation according to the surface temperature of the imaging area.
This image is obtained after initial setting time, at this particular time the concrete
specimen is at its lowest temperature with 66.2 °F. Histogram is also put on to the
show with the corresponding image to visualize the highest number of pixels confined
to a particular temperature.

Similarly, Fig. 3 and 4 show the average and high-temperature thermal images
having 74.2 and 75.7 °F along with its histograms. During image processing, only
the cube area from the thermal image is considered for temperature investigation.
These investigations are noted and plotted for accounting the temperature changes
on the concrete surface in controlled climatic conditions.

Histogram

Fig. 2 Low temperature thermal image with histogram
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Histogram

Histogram

Fig. 4 High temperature thermal image with histogram

3.2 Time Versus Temperature Plots

Thermal image acquisition is carried out from the time of casting to completion of
170 h (7 days). Temperature is obtained from image processing of thermal images.

Ta is calculated from the produced graphs by taking the average of temperatures
observed in 24,25-72,73-120, and 121-168 h. Ta is a crucial parameter in develop-
ing the calibration curve. Based on the plotted graphs of temperature with respective
time for M20 grade, it states that in the initial 24 h span there is a drastic change
in surface temperature. The steep downfall in Fig. 5 is due to the completion of the
initial setting time. The surface temperature at that particular time on the specimen
attained a maximum of 75.6 °F in M20 concrete grade. Figure 6 demonstrates the
time-temperature graph of M40 grade. It clearly shows that the increase in surface
temperatures is slow and it attained the maximum peak of 76.23 °F at 48 h. There is
a variation in hydration process for different mix designs.
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Time vs Temperature for M20
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Fig. 5 Time versus temperature graph for M20

Time vs Temperature for M40
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Fig. 6 Time versus temperature graph for M40

3.3 Compressive Strength

The lab cured concrete cubes of M20 is shown in Fig. 7 and M40 is shown in Fig. 8
grades are evaluated for compressive strength. Three concrete specimens are tested
for each strength evaluation at 1, 3, 5, and 7 days. Compressive strength in Table 2 is
accounted to know the strength gain of concrete at that particular temperature. This
helps in developing the maturity calibration curve.
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Fig.7 M20 compressive
strength graphs

Fig. 8 M40 compressive
strength graphs

Table 2 Compressive
strength of M20 and M40
concrete specimens
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SIno Concrete age (Days) | Compressive strength
(N/mm?)
M20 grade | M40 grade
1 1 4.185 8.756
2 3 9.153 16.015
3 5 11.665 25.78
4 7 15.275 28.22

4 Results and Discussions

4.1 Nurse-Saul Maturity Calibration Curve

The maturity index is calculated from the parameters given in Table 3 using Eq. 1.
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The average temperature (To) of M20 and M40 is obtained from the temperature
investigations at 1, 3, 5, and 7 days, respectively. The maturity index is plotted in
the x-axis and compressive strength on the Y-axis of the calibration graph. Figures 9
and 10 is given as corresponding M20 and M40 calibration curves.

4.2 Validation

The Nurse-Saul calibration curve generated by calibrating the setup can be used for
early age strength estimation of concrete at a controlled environment. The calibration
curve is validated by calculating the maturity index from observed temperature for
estimating the strength of concrete. The temperature investigation of 80-96 h (4th
Day) time span is accounted to calculate the maturity index of M20 concrete grade.
At that particular time span, the average temperature (Ta) is observed as 75.404 °F.
Maturity index (M,) for observed Ta at 96 h is calculated as 5894.8 °F-Hrs and the
corresponding compressive strength is 10.8 N/mm?

Table 3 Parameters for computing the maturity index (M(t))

Time in Hrs (At) 24 72 120 168

M20 temp in °F (Ta) 72.345 74.515 74.305 74.11
M40 temp in °F (Ta) 72.75 74.87 75.14 74.875
Datum temperature in °F (Tp) 14 14 14 14

M20 maturity indices in °F-Hrs M(t) | 1400.28 4357.08 7236.6 10098.48
M40 maturity indices in °F-Hrs M(t) | 1410 4382.64 7336.8 10,227

Fig. 9 M20 nurse-saul
calibration curve

Nurse-Saul Callibration Curve for M20

20

Compressive Strength (N/mm?)

0 2000 4000 6000 8000 10000 1200C
Maturity Index - Temp & Time factor (°F-Hrs)
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Fig. 10 M40 nurse-saul Nurse-Saul callibration Curve for M40
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5 Conclusion

Thermography has shown better results in early age strength estimation of concrete.
The obtained and displayed results of CMM by thermography can also be used
in early age strength estimation of concrete under a controlled environment. The
generated Nurse-Saul calibration curve can be used for nominal mix designs of
M20 and M40 specimens, which are cured under controlled climatic conditions. The
surface temperatures of concrete cubes started increasing when it is placed for a water
bath in thermocol box. It is also proved that surface temperature dissipation from
concrete specimens is varying according to the characteristics strength of concrete.
When compared to M20, the surface temperature in M40 is gradually increasing with
time. With this study, it is also understood that thermography investigations can also
be extended for 14 days of strength evaluation as there is no decrease in temperature
for 7 days.
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Abstract Three-dimensional (3D) reconstruction has been evolved for modern sur-
veying techniques because it provides a visual interpretation of real-world scene. 3D
model can be generated from a cluster of points, which are known as cloud points.
Cloud point can be compiled from various sources like Laser scanner, Microsoft Kin-
nect, digital images, etc. Digital images are more easily accessible technology from
others for cloud point creation, and advancements of digital camera in last few years
have made the camera sensors, capable of capturing in-depth details, high-resolution
digital images. This study is mainly focused on computer vision’s 3D reconstruction
out of commodity hardware for surveying purpose with the help of camera sensor
(Sony IMX?298). For validation, the ground truth has been carried out with advance
surveying instrument by distributing several points around Region of Interest (ROI)
and evaluate the dimensions.
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1 Introduction

If we look around us, all we will be seeing the applications of civil engineering,
like roads, houses, water damp, buildings, etc. These applications are one of the
most important developments in mankind history. It has raised living life quality and
continues to improve. Surveying is one of the core application of civil engineering
by which a place or area is observed, measured, and analyzed. This surveying has
evolved throughout the time with its techniques and development of new instruments.
Surveying instruments play a vital role in terms of productivity and accuracy of
surveying. Surveying is mostly done to take the measurement of linear distances and
angles between established stations or positions and now remote sensing plays a vital
role in mapping for civil surveying purposes [1—4].

Measurement of linear distance was initially done by surveyors with metric chains,
which was 20-30 m long and has the least count of 20 cm. Later metallic tapes
replaced metric chains which lighter weights, compact build and least count of 1 mm.
In case of angular measurement, magnetic compass was discovered more than two
years, which provides magnetic north and that includes local attraction error and
the least count is 30 s [5]. This issue has been resolved with fine instruments like
theodolite and total stations with the least count of 1 s. In the course of the most
recent 50 years, the overview business has experienced massive changes because of
innovation progressions [6]. Including the presentation of electronic distance meters
(EDMs), add up to stations, global navigation satellite system (GNSS), and robotic
total stations [6]. Digitization is one of the core inventions in modern science and tech-
nology. Capturing and processing as well as rendering a real-world object or scene
have been a blessing for mankind [7]. Recent progress in electronics, especially in
the section of compact digital cameras and their implementation in smartphones,
causing it more accessible with a cheaper price [8]. With the modern computer hard-
ware and software, computer vision is used for processing images, this combination
of capturing and processing images has been used in many fields, and here are a few
examples [9]

Medical science

Defense and Intelligence
Virtualization

Digital Mapping

Social networking and amusements
Games

Visual Effects in the film industry.

Today, point-cloud creation advances are testing those conventional mine survey-
ing working pattern, with surveyors now taking a look at arrangements able to do
rapidly delivering precise point cloud information of mine is in-progressing stage.
Technology, for example, unmanned aerial vehicles (UAV) consolidated with pho-
togrammetric forms are currently used to make point-cloud information rapidly,
successfully, and securely. In numerous locales, laser scanning work processes have
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been ease back to establish a connection inside the mining business. Be that as it may,
the previous couple of years have seen an altogether different pattern with different
laser scanner like terrestrial (TLS), airborne (ALS) and mobile (MLS) frameworks
ending up noticeably ever exhibit inside the business [10-12].

3D reconstruction has been studying and getting improved with each decade.
Since then there are numerous algorithms that have been implemented and are get-
ting improved with time, some of the popular algorithms are Triangulation, Sam-
pling 3D space, Consistency Function, Snakes, Graph Cut, Silhouettes, Multi-scale
Approaches and many [9]. 3D reconstruction of a scene involves several steps

Image Acquisition

Camera Calibration

Feature Matching
Reconstruction of the scene.

Itis intriguing to watch the development of modern technologies and its applications,
past two decades have been most remarkable [8]. The world first phone with a
digital camera lens was launched in the year 2000 from a Japanese Company named
Sharp [13] and since then this technology has evolved in every possible direction.
Smartphones can be found very easily. Roughly 1 out of 3 people in the world possess
a phone, this is estimated by KPCB [14], which showed 2.5 billion smartphones are
active and will increase to 6.1 billion within year 2020. This study aims to deploy
the advantages of 3D reconstruction with smartphone cameras into the field of civil
surveying.

2 Related Work

3D digital copy of a scene or object has been done by many technologies like laser
(ground), Lidar (aerial), structured light, photogrammetry, etc. These instruments
have their advantages and disadvantages. Lidar and Laser are very precise and verified
up to millimeters of accuracy but they are expensive. Photogrammetry is a technology
which is getting more accessible with the smartphones and available commodity
hardware [15, 16].

Snavely et al. [17] show how the world can be modeled in 3D using Internet
photographs, it showed that images are used from Internet of several sites and building
models of those sites with the help of 3D scene modeling and visualization. Later on,
with this thought, a new study showed that the city Rome can be modeled in 3D in
a day with the help of cluster computing and internet photographs hosted by various
users from an image hosting website called Flickr [15, 18].

3D digital copy of a scene or object has been done by many technologies like a laser
(ground), Lidar (aerial), structured light, photogrammetry, etc. These instruments
have their advantages and disadvantages. Lidar and Laser are very precise and verified
up to millimeters of accuracy but they are expensive. Photogrammetry is a technology
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which is getting more accessible with the smartphones and available commodity
hardware [10-15].

3 Methodology

A 3D model is made of the heritage building of IIT (ISM). The acquired photos
are taken from Sony IMX 298 sensor. This sensor is commonly available in many
smartphones like Oneplus 3, Oneplus 3T, Xiaomi Mi5, Huweii Mate 8, Asus Zenfone
3, etc. The specification of the sensor is given in the following table [19]

CMOS image sensor

Image size: Diagonal 6. 521 mm (Type 1/2.8)

Total number of pixels: 4720 (H) x 3600 (V) approx. 16.99 M pixels

Number of effective pixels: 4672 (H) x 3520 (V) approx. 16.44 M pixels
Number of active pixels: 4656 (H) x 3496 (V) approx. 16.28 M pixels

Chip size: 6.433 mm (H) x 4.921 mm (V)

Unit cell size: 1.12 um (H) x 1.12 pm (V)

Phase Detection Auto Focus (PDAF)

Single Frame High Dynamic Range (HDR) with equivalent full pixels

High signal to noise ratio (SNR)

Full resolution @30 frame/s (Normal/HDR). 4K2 K @30 frame/s (Normal/HDR)
1080p @60 frame/s (Normal/HDR)

Output video format of RAW10/8, COMPS8

e Pixel binning readout and H/V sub-sampling function

e Advanced Noise Reduction (Chroma noise reduction and RAW noise reduction).

For unbiased experiment photographs are taken auto mode, on every 2—-3 m gap six
photos are taken covering front left side and right side at 45° angle with upside and
downside by of the first floor and the second floor of the heritage building by focusing
the center of the viewfinder to the center of the floors, respectively (Fig. 1).

3.1 Image Acquisition

Image acquired in the IIT Dhanbad campus of the front surface of the Heritage
building the Mining department, i.e., our Interest Area.

3.2 Importing the Images

The first input for the project was importing the images to the system for further
procedures.
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Surveying Image Acquisition } Interest Area

l

Importing the image

|

Camera calibration

||

Sparse reconstruction > Visual SFM

|

Dense reconstruction

I

Save output »

Dense reconstructed file import

i Mesh lab
Validation > Scaling the model >

I

Measurement and observation

— -~

J

Fig. 1 Methodology of 3D reconstruction model

3.3 Camera Calibration

Calculation of the focal point and image sensor parameters leads an image to improve
accuracy for lens distortion, measure the size of an object, or determine the position
of the camera in the scene.

3.4 Sparse Reconstruction

The construction of 3D model of the interested area by feature matching with the
help of computer vision.
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3.5 Dense Reconstruction

It is the process of capturing the shape and appearance of real objects.

3.6 Save Output

Save the output generated for further procedures.

3.7 Dense Reconstructed File Import

The output generated by the visual SFM will be the input to the Meshlab so we
import the file.

3.8 Surface Reconstruction

Formulation considers all the points, poisson approach permits an order of privately
upheld premise capacities and in this manner, the arrangement lessens to an all-
around adapted meager direct framework. This portrays a spatially versatile multi-
scale algorithm whose time and space complexities are relative to the span of the
recreated model. This helps to remake of surfaces with more noteworthy detail than
beforehand achievable.

3.9 Scaling the Model

The models are scaled so that it can accurately represent the original model. This is
done by surveying with Total Station.

3.10 Measurement and Observation

The final step to confirm the credibility of the model.
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3.11 Surveying

The study of the structure through 3D modeling of the structure starting from acquir-
ing images via sparse, dense, surface reconstruction to scaling, and measuring the
model.

3.12 Validation

To verify the validity of all the data acquired through the 3D reconstruction process.

4 Experimental Results

The construction of 3D model of the interested area by feature matching with the
help of computer vision (Figs. 2 and 3).

In the procedure for feature extraction and matching for 1 ton and following 2
ton and so on, this initial step takes most of the time for 3D reconstruction of a real
scene. More the number of images, better the result is. For some obstruction, we
were able to take 322 usable photos to form a 3D model of the heritage building of
Indian Institute of Technology (ISM) (Figs. 4 and 5).

For scaling, we used total station data by surveying the ROL. It has been observed
that the leaner distance calculated by Total Station and the 3D reconstruction is
minimal. For better observation and visual interpretation, this technology is very
much helpful instead of reconnaissance survey. And also slope stability is a factor,
which can benefit from this technology (Fig. 6).

The analyses of the technology and the gadgets we used with respect to the result
we get during the period of this project are as follows:

Fig. 2 Sparse reconstruction made from the imagery of Oneplus 3T
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Fig. 3 Sparse reconstruction made from the imagery of Nokia Lumia 1020

Fig. 4 Dense reconstruction made from the imagery of by Oneplus 3T

Total number of photos taken as input: 328
Total size of the photos: 1.65 GB
Resolution of the photos: 4640 * 3480
Loading time of photos: 136 s

Feature matching time: 95.117 min

3D reconstruction (sparse): 115 s

3D reconstruction (dense): 90.417 min
Total points matched: 53,956 point.

This is not a perfect model made from digital images, however, in terms of virtualiza-
tion, this technology can be very useful for surveying purpose for both interpretation
and measurements as the ROI has been shown with dimension (Fig. 7).
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Fig. 5 Dense reconstruction made from the imagery of by Nokia Lumia 1020

Fig. 6 Measurement is done on the 3D model created from Nokia Lumia 1020
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Fig. 7 Measurement is done on the 3D model created from Oneplus 3T

5 Conclusions and Future Scope

As per the outcome of this study conclude that this technology is far from perfection
but the features and advantages of this technology cannot be neglected. With time
this technology is getting better and with this prospective it can be said that this
can be a future of surveying, with the assets like monitoring, interacting with the
3D model of mines, measurements of required sights, hazard monitoring, slope, and
mine stability, etc., many factors can be easily handled with this technology. Present
study shows with a waiting time of few hours every day a model of the mining area
can be built with a commodity hardware and a smartphone which are very common
these days, so basically by using a smartphone and a commodity computer hardware
we were able to build 3D model of the heritage building of II'T (ISM) within a few
hours. With the generated model, measurement and observation are done with new
prospects for surveying purpose.
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Rajat Chhabra, Prateek Negi, Naveet Kaur and Suresh Bhalla

Abstract Effective monitoring of concrete hydration makes construction of civil
structures efficient and safe by indicating the strength gain of concrete under curing.
Due to the complexity in construction practices, the condition monitoring of concrete
is still a challenge for engineers. Hence, even after the curing of concrete as per the
recommendations by standards codes, expected strength is not always achieved.
In this paper, concrete hydration has been monitored using two types of sensors,
i.e., concrete vibration sensor (CVS) and resin jacketed piezo sensors (RJP). Three
concrete cubes of M35 grade are cast with both types of sensors embedded at equal
distances from the center. The admittance signatures are recorded over a period of
28 days. The experiment shows variation of signatures with strength gain of the
cubes over time. CVS has shown better results in monitoring the concrete hydration
in comparison to RJP sensors.

Keywords Concrete vibration sensor (CVS) + Electromechanical impedance
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1 Introduction

Effective hydration of concrete is important in achieving the desired strength of
a structural member to function effectively. The monitoring of concrete hydration
can make it efficient and safe but it is rarely being done due to the complexity
involved in the construction practices. Predicting the strength and hydration related
cracking pattern could help in reducing the prospective damage. Researchers have
been using various classical techniques over the years for hydration monitoring like
ultrasonic techniques, thermal analysis, and X-ray diffraction, and scanning elec-
tron microscopy. The electro-mechanical impedance (EMI) technique is a relatively
new nondestructive evaluation (NDE) technique which uses a lead zirconate titanate
(PZT) patch as an actuator and a sensor simultaneously for structural health moni-
toring (SHM) of civil structures over the past years. But, these have been recently
extended to monitor the hydration of the concrete under curing.

The EMI technique uses a piezo sensor excited at ultrasonic vibrations (in
30-400 kHz range) to derive the impedance signature of the structure in terms of
admittance signatures. The recorded admittance signatures consist of two parts, i.e.,
conductance (real part) and the susceptance (imaginary part). Bhalla and Soh (2014)
derived the admittance signal for a 2D structure (Eq. 1)

i P 2d2YF\  Sod YER(  Z,, 7
P =Gt B = doj (o] - 2 | Swd3) ( £ff >T1 (1)
h (1 — v) h(l — V) Z.Y,e f + Zaeff

where G is the conﬂlctance, B is the susceptance, j is ./ — 1, d3; is a piezoelectric
strain coefficient, Yg = Yg (1 + 1) is the complex Young’s modulus of the PZT

patch (at constant electric field), 83T3 = 83T3( 1 — §j) is the complex electric permit-
tivity of the patch (at constant stress field), v is the Poisson’s ratio, / is the length of
PZT patch and £ is the thickness of PZT patch.  and § denote the mechanical loss
factor and the dielectric loss factor of the patch, respectively. Z, o and Zj ¢¢ are the
effective mechanical impedance of the PZT patch and host structure, respectively,
which includes the effect of mass, stiffness, damping, and boundary conditions.

Any changes in the host structure can be visualized in changes of the admittance
signatures predominantly in the real part, i.e., conductance signatures. Shin et al. [1]
used surface bonded PZT transducers for long term hydration monitoring but not the
initial hydration as they bonded the PZT patch to the hardened concrete surface. Yang
et al. [2] developed a reusable PZT patch based setup to monitor the initial hydration
of concrete. It had been observed that over a period, the sensitivity of the PZT patches
had reduced. Quinn et al. [3] developed an embedded wireless sensing system for
monitoring initial curing and health of concrete structures. Kong et al. [4] monitored
the initial concrete hydration using piezo-ceramic-based smart aggregates.
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Bhalla and Gupta [5] defined CVS as a packaged and ready to use PZT-cement
mortar composite sensor specially designed for concrete structures. It is commer-
cially manufactured by Central Electronics Limited (CEL, 2018) [6]. This paper
presents the resin jacketed piezo (RJP) sensor that is proposed by Negi [7] in com-
parison to the concrete vibration sensor (CVS) by Kaur and Bhalla [8] to monitor the
initial hydration of the concrete under curing. The EMI technique has been proved
to be effective in monitoring the hydration of concrete and hence, can be used in
practice.

2 Experimental Work Done

The CVS and RJP sensors were fabricated as shown in Fig. 1. The sensors were
embedded in three concrete cubes (Cube-I, Cube-II, Cube-III) of M35 grade at
equidistant from the center as shown in Fig. 2.

The cubes with embedded sensors were wrapped inside a plastic sheet to prevent
loss of water due to evaporation. And additional water was provided by covering
them in the wet clothes to simulate the actual conditions. The cubes were maintained
at a temperature of 20 &= 2 °C in the lab conditions.

(b)

Attached terminals

Circular PZT patch

Fig. 1 a Concrete vibration sensor (CVS). b Resin jacketed piezo (RJP) sensor



(c) ketabton.com: The Digital Library

86 R. Chhabra et al.

ISOn/

{k

150mm

A
v

150mm

CVS RIP

Fig. 2 CVS and RJP embedded in concrete cube

The experimental setup was done as shown in Fig. 3 where the Agilent E4980A
20 Hz-2 MHz precision LCR meter was connected to a laptop and a specimen through
a USB cable. The values of conductance (G) and susceptance (B) were obtained by
connecting in frequency range 1-1000 kHz with an increment of 1 kHz through the
Agilent VEE Pro 9.0.

In order to quantify the hydration of the concrete, the root means square deviation
(RMSD) index was used. RMSD is defined as

> (Gl - GY)

RMSD = g
2 (GY)

(@)

where, G?(i: 1,2, 3, ...) is the conductance signature of the baseline, and Gi1 is the
conductance signature after hydration.
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Laptop

LCR meter
Concrete

Cubes with
embedded
sensors

Fig. 3 Experimental setup

3 Experimental Results

The conductance signatures for each of the sensors were plotted for the 3rd, 7th,
14th, 21st, and 28th day. The first peak of the signatures is the significant peak; thus,
it was considered for the signature comparison. The considered frequency range for
the CVS was 170-240 kHz and for the RJP was 200-280 kHz as shown in Fig. 4 and
Fig. 5, respectively.

The conductance signature of the third day of curing was considered as the baseline
signature for the calculation of RMSD values of the 7th, 14th, 21st, and 28th day
based on the above frequency range.
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Fig. 4 Comparison of conductance signatures for CVS embedded in a Cube-1, b Cube-II, ¢ Cube-III

From the plots, it was clearly visible that with increase in the curing time, the
signature is shifting toward the right, thus indicating an increase in the stiffness of
the concrete. Also, it was observed that shifting of the curve is more between the
third and seventh day as compared to the later signatures, which indicates that the
strength of the concrete increases at the higher rate in the initial period of curing as

compared to the later stages. This can also be observed with the values of the RMSD
in Table 1.
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Fig. 5 Comparison of conductance signatures for RJP embedded in a Cube-1, b Cube-II, ¢ Cube-III

Table 1 RMSD variation in

signatures of CVS and RJP No. of days | RMSD (%)
sensors Cube-I Cube-II Cube-III
CVS |RIP CVS |RJP CVS |RJP
Day 7 5 8.81 4.09 7.28 1.4 10.9
Day 14 9.6 8.89 7.59 8.09 7.2 12.57
Day 21 16.45 1048 | 1433 |10.59 8.5 12.68
Day 28 16.75 | 12.75 | 1436 |14.77 |10.79 |13.5

The RMSD plots in Fig. 6 shows that RJP provides more accurate results as

compared to the CVS sensors.
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Fig. 6 Comparison of RMSD variation in signatures for a Cube-I, b Cube-II, ¢ Cube-III

4 Conclusions

Based on the present study, following points are concluded:

i. The sensors can be used effectively in monitoring of the concrete hydration.
Thus, providing a better sense to the hydration process in achieving the desired
strength.

ii. The curve shifts toward the right, thus indicating an increase in the resonant
frequency and thereby, indicating increase in the stiffness of the concrete.

iii. The RJP provides accurate results as compared to the CVS sensors.
iv. Due to the low cost of the sensors, these have a bright future in the construction
practices.
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Spatial Variability of Depth to Weathered | m)
Rock for Chennai Using Geostatistical e
Kriging

B. Divya Priya and G. R. Dodagoudar

Abstract The objective of this study is to evaluate the spatial variability of depth
to weathered rock in Chennai city using field test data. The database consists of
nearly 400 borehole data covering the entire city with stratigraphic information and
the same is used in the study. Ordinary kriging technique, which uses the spatial
correlation of the data, is applied to estimate the depth at locations where the field
measurements are not available. In addition, the variance of the estimated data is
also computed. The developed map indicates that the depth to weathered rock in the
study area varies from 3 to 30 m from the ground level. The estimated depths to
weathered rock are compared and validated with a few selected borehole data and
Multichannel Analysis of Surface Wave (MASW) test results. These maps can be
used in the ground response analysis, foundation analysis, and design studies.

Keywords Spatial variability + Depth to rock - Borelog + Kriging - MASW

1 Introduction

The knowledge about surficial and subsurface conditions plays a vital role in the
analysis and design of geotechnical structures and facilities. Due to the complex
nature and diverse distribution of the soils along the subsurface, the assessment of its
geotechnical properties is necessary in establishing geotechnical design parameters
for design and construction of underground structures. In addition, it also helps in
planning and execution of soil exploration programme. Local site conditions such as
depth to bedrock, soil layer information, location of water table, and various geologic
parameters are the factors influencing the amplification of earthquake ground motions
which induce earthquake-related hazards.
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Spatial variability of depth to weathered rock from the ground surface is impor-
tant information for numerous applications in geotechnical engineering and urban
geosciences. A depth to rock information at a particular site is very much needed in
foundation design to provide the complete three-dimensional (3-D) subsurface infor-
mation and seismic ground response analysis to estimate the damage potential of an
earthquake. In the present study, the spatial variability of depth to weathered rock
is evaluated in Chennai city using borehole data. The estimated depths to weathered
rock have been cross-validated with a selected borehole data and the Multichannel
Analysis of Surface Wave (MASW) test results.

2 Study Area

The study has been carried out in Chennai district covering an area of 178.2 km? and
itis located between 12.75°-13.25°N and 80.0°-80.5°E. The city is a low-lying area,
situated at an average altitude of 6.7 m above the Mean Sea Level (MSL). Chennai
is India’s fifth largest metropolitan city, the capital of Tamil Nadu state, situated on
the southeast coast of India and in the northeast corner of Tamil Nadu, described
by coastal plains of the Bay of Bengal. Chennai is the fastest growing and highly
urbanized city undergoing various infrastructure development projects and urban
planning activities. The general geology of the city comprises mostly of sandy clay,
shale, and sandstone as shown in Fig. 1 [1].

The geology of the study area consists of shallow bedrock on the east and south,
and Gondwanas below the alluvium in the north and west. Almost the entire area is
covered by the pleistocene/recent alluvium, which is deposited by the Cooum and
Adyar Rivers [2]. The coastal region of the city is fully covered by marine sediments
of thickness varying from 4 to 12 m. The riverbanks and shorelines are embedded with
sandy regions. Igneous and metamorphic rocks are found in the southern area; marine
sediments containing clay—silt sands and charnockite rocks are found in the eastern
and northern parts and the western parts are composed of alluvium and sedimentary
rocks [2]. Clayey deposits cover most of the city area. With respect to seismicity,
Tamil Nadu is generally considered to be less seismically active state compared to
states in the northern and western parts of the country. Moderate earthquakes have
occurred in the past in the study area. Chennai lies in the Zone III as per the Bureau
of Indian Standards classification [3]. A few tremors have been felt in the city during
the Pondicherry earthquake of magnitude, M,, 5.5 on September 25, 2001 centered
100 km from Chennai and a Sumatra earthquake of magnitude, M,, 9.1 on December
26,2004 [2].
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Fig. 1 Geological map of Chennai

3 Data Input and Subsurface Profiling

In this study, nearly 400 borelogs have been collected from the reputed geotechnical
agencies of Chennai to establish the subsurface profile of the study area. Details of
the borehole locations and their corresponding coordinates are obtained from the
field. Borehole data along with the index and engineering properties of the subsoil
layers are collected for different locations in the study area as shown in Fig. 2. The
elevation values of the study area are estimated from the CartoDEM data with 2.5 m
spatial resolution. The elevation data have a horizontal accuracy of 15 m and arelative
vertical accuracy of =5 m. A base map of the study area is prepared using ArcGIS®
software, ESRI (Fig. 2). All the elements in the map layers are georeferenced with
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Fig. 2 Borehole locations in the study area

minimum Root Mean Square (RMS) error and projected to WGS 1984 UTM Zone
44N (World Geodetic System 1984) using the WGS 1984 spheroid.

Based on the collected borelogs, the geotechnical characterization is carried out
in the study area through validation and standardization of borehole data. The bore-
hole data are organized based on the developed borehole standard and stored in a
comprehensive geotechnical database as a Relational Database Management Sys-
tem (RDBMS). The database is then integrated within the Geographic Information
System (GIS) environment for real-time visualization and spatial analysis [4]. The
process of development of GIS-based geotechnical database is shown in Fig. 3. The
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Fig. 3 Development of GIS-based geodatabase

GIS-based geodatabase ensures the availability of a single source of useful informa-
tion for all developmental activities related to “urban geosciences”. In addition, it
helps experts to address the practical geotechnical problems through interpretations
and intuitive analysis.

4 Spatial Variability of Depth to Weathered Rock

As GIS-based geotechnical database contains geotechnical feature class with location
and elevation information (z-value), the boreholes of the study area are represented
spatially to understand the stratigraphic variation with respect to location. Addition-
ally, the subsurface information like thickness of the overburden soil, depth to bedrock
can be mapped from the database which will be of great value in foundation analy-
sis and design studies and location of underground utility structures. Representation
of these information using thematic and contour maps provides a user-friendly tool
to interpret the subsurface information for infrastructure development projects. The
knowledge of depth to rock from the ground surface for the specific region is a vital
parameter for geotechnical engineering activities and seismic site characterization
studies.

The main soil types that exist in the Chennai region are identified and depth
to weathered rock information is extracted from the developed geodatabase. The
data between the sampled locations where the field information is not available are
interpolated using geostatistical kriging to represent the variation of rock levels in
the study area. The geostatistical kriging, an interpolation technique, is considered
as the best linear unbiased estimate and optimal for geological and geotechnical
predictions in space because it uses a linear combination of weighted sample values
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with minimum variance [5]. In this study, the knowledge of the semivariogram of
the borehole data is used with ordinary kriging to estimate the depths to weathered
rock for Chennai city at locations where the field measurements are not available.
The ordinary kriging is chosen due to its simplicity and spatial dependency of the
available data. A spherical model has been used to get a reasonable fit to the depth
values as it has minimum nugget effect and minimum sill with maximum range
compared to other models [6]. Figure 4 represents the spatial variation map of depth
to weathered rock in the study area. The estimated depths to weathered rock values
are cross-validated with the depth information obtained from the selected borehole
data at selected locations in the Chennai city and found to match reasonably well.

S Comparison with Geophysical Test Results

Shear wave velocity (V) of the soil profile is an important parameter for estimating
the stiffness of soil layers which has a major significance in various earthquake engi-
neering projects and seismic hazard studies. Most commonly, surface wave methods
are used for shear wave velocity profiling, as it is cost-effective and environmental
friendly. Among the various geophysical methods for near-surface characterization
and measurement of shear wave velocity, the most widely used techniques are (a)
Spectral Analysis of Surface Waves (SASW) and (b) Multichannel Analysis of Sur-
face Waves (MASW) tests. The MASW test is found to be the most efficient seismic
method for geotechnical characterization of near-surface materials [7]. It is a non-
invasive geophysical method which measures Vg to characterize the dynamic prop-
erties of the underlying soil. It also aids in discrimination of stratigraphic material
boundaries and spatial variation of Vg with depth.

In the present study, the MASW tests that record Rayleigh-type surface waves
on a multichannel mode have been conducted at selected locations in the study area
to establish the Vg profile of the subsurface. The process involves three steps: (i)
acquisition of ground roll, (ii) construction of dispersion curve (phase velocity vs.
frequency), and (iii) back calculation (inversion) of the Vg profile from the calculated
dispersion curve [7].

5.1 Experimental Setup

In MASW test, the ground roll is generated by an impulsive source, coupled with col-
lection of motion by a series of receivers. The term “Multichannel record” indicates
an acquisition of seismic waves using multiple channel geode seismic recorder. The
recorded multichannel surface wave data are processed using phase shift method to
estimate the variation of Vg with depth. The field survey of MASW test consists of
a source, receiver, and an acquisition system as shown in Fig. 5.
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Fig. 4 Depth to weathered rock map of Chennai city
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Mi-charcsl Portable

Fig. 5 Schematic of the MASW test

The motion is generated, when a controlled active source of 8 kg sledgehammer
hits against the metal base plate. The corresponding signals are detected simulta-
neously by 4.5 Hz frequency receivers called geophones arranged in a linear array.
The raw data (wiggle plot) recorded by a 24 channel geometrics make seismograph
(Geode) with Single Geode Operating Software (SGOS) and stored in a portable
computer. For efficient acquisition of ground roll data, the field configurations such
as receiver spacing and the source offset range need to be optimized based on the
near-field conditions. At locations, where preliminary information about the subsur-
face like thickness of the soil is not available, the geophone spacing can vary from
0.5 to 2 m with minimal source offset in order to obtain the Vg profile close to reality.
During each test, the source is applied at the front, middle, and end of the receivers
spread at nearest offsets to acquire the consistency of the field data. Three shots are
stacked to improve the signal-to-noise ratio.

5.2 Data Analysis and Vs-Profiling

Raw field data (delay in travel time versus receiver distance) are further analyzed
using surface wave analysis software. The shear wave velocity profile is generated
by the following procedure: (i) filter and analyze the acquired data to obtain the
frequency range of Rayleigh waves, (ii) development of dispersion curves by cal-
culating phase velocities of Rayleigh waves, and (iii) inversion to estimate the one-
dimensional (1D) shear wave velocity profile by comparing with the theoretical
dispersion curves iteratively. A typical Vg profile corresponds to a particular site at
Egmore, Chennai, which is shown in Fig. 6. It has been observed that the shear wave
velocity of the subsurface profile ranges from 140 to 300 m/s.
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Fig. 6 Shear wave velocity profile at Egmore site

As per the National Earthquake Hazard Reduction Programme (NEHRP) site
classification, the average shear wave velocity in the top 30 m [(Vs)s0] for very
dense soil and soft rock ranges from 360 to 760 m/s and rock has the (Vg)3p of
760—1500 m/s. The rock which has (Vg)3o greater than 1500 m/s is classified as hard
rock. Several studies have been carried out considering different ranges of Vg for
geomaterials [8—10].

In the present study, Vs of 330 4 30 m/s is considered as the criterion for the
identification of weathered rock. The depths corresponding to this range are identified
from Vg profiles and the same depths are recognized as depths to weathered rock at
test locations in the study area. The depths estimated from the measured shear wave
velocities from the MASW tests are compared with those mapped using the borehole
data. It is found that both the results agree well with each other (Fig. 7).
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Fig. 7 Comparison of depths to weathered rock data

6 Conclusions

Spatial variability of depth to weathered rock has been evaluated using field tests
data and kriging technique for the Chennai city. The study indicates that the ordinary
kriging is the optimal method for mapping the spatial variability of depth to weathered
rock in terms of the reduced kriging variance. The developed thematic map indicates
that the depth to weathered rock varies from 3 to 30 m in the study area (Fig. 4).
In general, the weathered rock has been found at shallow depths, i.e., within 7 m
from the ground surface in the southern parts of the Chennai city, at deeper depths
(about 20-30 m) in the western parts and at moderate depths (8—15 m) in the central
parts of the city. The mapped depth to weathered rock using borehole data has been
compared with the depth to weathered rock estimated from the MASW tests and the
differences between them lie in the acceptable range (Fig. 7) indicating that both the
results are in good agreement. Thus, the combination of geotechnical and MASW test
data along with the kriging can be used effectively to map the depth to rock surface
for urban geosciences studies. The spatial distribution map of depth to weathered
rock for Chennai city will be of immense use in the foundation analysis and design
and seismic ground response studies.
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Surface Soil Moisture Retrieval Using )
C-Band Synthetic Aperture Radar (SAR) | @e
over Yanco Study Site,

Australia—A Preliminary Study

G. Punithraj, Umesh Pruthviraj and Amba Shetty

Abstract The motto of this work is to evaluate retrieval of surface soil moisture
(5 cm) using Sentinel-1a C-band data Synthetic Aperture Radar (SAR). Data for
this study is collected from Yanco Study site, Australia. Yanco study site consists of
37 soil moisture measuring stations at every 20 min interval for various soil depths
and it also provides other Hydro-Meteorological information. SAR backscattered
energy is a function of soil roughness and soil moisture. Surface roughness is elimi-
nated using change detection approach. The R? performance statistics revealed that
between Backscattered energy and NDVI there is no relation. Volumetric soil mois-
ture and backscattered energy showed a positive correlation with R? = 0.57 and 0.43
for VH and VV polarization. Dielectric constant also showed a positive correlation
with backscattered energy having R?> = 0.62 and 0.38 for VH and VV polarization
respectively. By taking into account of all these affecting parameters, a regional
Semi-empirical model is developed to retrieve surface Soil moisture over the study
area.

Keywords SAR - Sentinel-1 - Soil moisture - Semi-empirical model

1 Introduction

Soil moisture plays an important role in various hydrological processes and acts as
a medium between Earth and atmosphere for heat and water exchange. The retrieval
of surface soil moisture is important because of its various applications in the field
of hydrology, forest fire prediction, agriculture, drought, and meteorology. It is the
main parameter for separating initial conditions of infiltration and runoff rates during

G. Punithraj (<) - U. Pruthviraj - A. Shetty
NITK, Surathkal, Mangalore 575025, India
e-mail: puniththeraj@ gmail.com

U. Pruthviraj
e-mail: pruthviu@gmail.com

A. Shetty
e-mail: amba_shetty @yahoo.com.in

© Springer Nature Singapore Pte Ltd. 2020 107
J. K. Ghosh and I. da Silva (eds.), Applications of Geomatics in Civil Engineering,
Lecture Notes in Civil Engineering 33, https://doi.org/10.1007/978-981-13-7067-0_8



(c) ketabton.com: The Digital Library

108 G. Punithraj et al.

surface flow modeling [1]. However, availability of long-period and large area in situ
soil moisture data are restricted due to practical constraints. Along with that, regional-
scale differences in soil properties, topography, and land cover impacts on surface soil
moisture, which makes it inconvenient to fully assess regional surface soil moisture
conditions based on in situ point measurements.

Technological developments in remote sensing have given different methods for
measuring surface soil moisture temporally and spatially across large areas [2]. Var-
ious remote sensing platforms supporting soil moisture retrieval are ground based,
airborne based, or space based. Spaceborne satellites are given best provision to
cover larger areas with a short period of repetition. Synthetic aperture radar (SAR)
can be used to retrieve surface soil moisture. The basis for radar-based soil mois-
ture investigations is the linear relationship between backscattered energy (¢°) and
volumetric soil moisture content (M) in the top 5 cm of soil profile [3, 4].

SAR is helpful to monitor surface soil moisture because of its penetration
power and suitability to all weather conditions [3, 5-7]. The backscattered energy
is a function of geometric properties and dielectric properties of soil for bar-
ren/grassland/agriculture lands [8]. Spaceborne and airborne SAR has already shown
its capability in retrieving soil moisture and roughness and, to a smaller extent, to
the soil’s textural composition [1-4, 9—15]. The motto of this work is to develop a
regional semi-empirical model to retrieve the top surface soil moisture (5 cm) using
Dual Polarized C-band data.

2 Study Area and Data Products

2.1 Yanco Study Site, Australia

Yanco study site lies in Murrumbidgee catchment, New South Wales of Australia. It
is one of the test site of Oz Net hydrological monitoring network of Australia. Out
of so many flux data, Oz net data is selected because it is the only one which has
measured soil moisture data at every 20 min interval from 2009 to till date and is
available at free of cost. The areal extent of the study area is 60 km x 60 km? with
gentle slope lies to the south-west of the Yanco Research Station. There are totally 37
soil moisture measuring sites are distributed across the study area (Fig. 1) [16]. The
study area is mainly composed of Agricultural and barren/Grasslands. The annual
average rainfall of this area is 400 mm and temperature varies from 11 to 24 °C. In
spite of the availability of extremely good field measured data not much scientific
studies have been reported at this site for regional scale.
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Australiajs '

Fig. 1 Yanco study site, Australia (Source oznet.org.au)

2.2 Satellite and Field Data

Sentinel-1a: Sentinel-1a is a SAR in C-band (frequency: 5.405 GHz), that provides
continuous imagery (day, night and all weather).It provides dual polarized data with
short revisit times and precise measurements of spacecraft altitude and position are
also available. The Data characteristics of Sentinel-1a is explained in Table 1.
Sentinel-1a image has been procured from Alaska satellite facility data portal
(https://vertex.daac.asf.alaska.edu/). The acquisition dates of the scene are
20/12/2014 and 13/10/2014 with look direction Right. The collected image is of
interferometric wide swath mode ground range detected multi-looked image from
which Yanco study area is clipped. The data is preprocessed and Geocoded using
well-established tools in Sentinel Application Platform (SNAP) environment.
Landsat-8: Land use/land cover map had developed using Landsat-8 which is
downloaded from USGS Earth Explorer website (https://earthexplorer.usgs.gov) hav-
ing Ground Resolution of 30 m and the image is acquired on 04/10/2014. The data



(c) ketabton.com: The Digital Library

110 G. Punithraj et al.
Table 1 Data characteristics Satellite/Sensor Sentinel-1a
of Sentinel-1a
Frequency (Ghz) 5.405
Frequency Band C-band
Polarization VV and VH (Dual-pol)
Orbit direction Ascending
Incidence angle (°) 23
Resolution (m) 15 *20
Swath (km) 100-150
Period 2014—present
Repetivity 12 days

is layer stacked and preprocessed using ERDAS imagine software and projected to
GDA 1994 MGA Zone 54.

Field Measured Data: At, Yanco study site measured soil temperature and soil
moisture data are available overall 37 Locations at 20 min interval and is showed in
Fig. 2 along with their location names. Rainfall data and soil texture data is available
only at 13 and 5 locations, respectively. Soil moisture is measured at various depths
whereas in this study top 5 cm measured soil moisture data is used. Out of 37
measuring locations, 2 locations (Y2 and Y3) are out of the image tile and 1 location
(Y4) data is not available for the whole period. In some locations due to operational
conditions data are not available. So totally 24 locations are used for this study.

3 Results

3.1 Rainfall

Rainfall data is collected at 13 locations of the study area using tipping bucket rain
gauge arrangement. From the data, it is verified that there was no effect of rainfall on
soil moisture in the study area prior to the days of sampling during satellite overpass.

3.2 Land Use and Land Cover

Land use/land cover map for the study area was developed using Landsat-8 images.
The procured data is layer stacked, preprocessed and classified using Maximum
likelihood algorithm in ERDAS imagine environment. Level-1 classification was
carried out for the study area. Land use/land cover map of the study area is presented
in Fig. 3. Major covers are agricultural and barren land.
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3.3 Normalized Difference Vegetation Index (NDVI)

NDVI map for the study area was prepared using Landsat-8 image and NDVI values
for the sample locations extracted. NDVI map is developed to check the interfer-
ence of the vegetation in radar signal. The NDVI value of sample location varies
from —0.0268 to 0.0222 (Table 2). The values of NDVI are within the limit where
backscattered energy is not much affected [5] accordingly vegetation correction are
not applied. The performance of R* Statistics is found to be 0.0319 and 0.0344 for
VH and VV polarization. The field wise distribution of NDVI is shown in Fig. 4.
The correlation between NDVI and ¢ ° VH and 0 ° VV is shown in Fig. 5. The NDVI
map of Yanco area is presented in Fig. 6.

Table 2 Descriptive statistics of observed variables

Variable Minimum Maximum Mean Standard deviation
M, (m3/m3) 5.41 27.8 12.03 6.67
¢° VH —24.37 —15.11 —20.83 2.36
o° VV —18.81 —-9.33 —14.99 2.89
€ 4.35 11.91 7.9 3.08
NDVI —0.027 0.022 0.0031 0.013
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Fig. 4 Field wise NDVI value distribution
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Fig. 5 Relationship between NDVI and backscattered energy of VH and VV

3.4 Parameters Required for Soil Moisture Retrieval

3.4.1 Backscattered Coefficient (c°)

Two SAR data procured on 20/12/2014 and 13/10/2014 are preprocessed and
geocoded using SNAP software. The backscattered energy of the study area is
calculated using Eq. 1 and described in Table 2. The backscattered energy varies
from —15.11 to —24.98 (dB) for VH polarization and —9.33 to —18.82 (dB) for
VV polarization. The backscattered energy of Yanco site for both VV and VH
polarization are shown in Figs. 7 and 8.

0°(dB) = 10 % Logio(DN,, (1)

3.4.2 Soil Moisture

Soil moisture is directly provided in terms of volumetric by the Oz Net hydrological
monitoring network of Australia and the same is used in this study. Soil moisture
value varies from 5.41 to 27.8 presented in Table 2.

3.4.3 Dielectric Constant

Dielectric constants of each sample were quantified using Eq. 2 [6]. Dielectric con-
stants vary from 4.35 to 11.91 as details shown in Table 2.

e = (ap + a1s + axc) + (bg + bis + brc)M, + (co + c15 + czc)Mf 2)

where

S = Percentage of sand by weight



(c) ketabton.com: The Digital Library

Surface Soil Moisture Retrieval Using C-Band ... 115
2 146°0'0"E 146°10'0"E 146°20'0"E 2
-O L 1 L -O
o 4 - O
¥4 NDVI MAP OF YANCO SITE N %
& &
N N
o o
o 4 L O
o o
& &
2] )]
o o
o L O
5 4
& 3
0 L
o o
= 82
Yo To]
™ (ep]
n 0
o (=]
21 2
0| 022585 s 15 1 Low: -1 [Ty)
m - .- ees m

146°0'0"E 146°10'0"E 146°20'0"E

Fig. 6 NDVI map of Yanco study site
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Fig. 7 Backscattered energy image of VV polarization (dB)

C = Percentage of Clay by weight
a;, b; and ¢; = Frequency dependent coefficients adopted from [6].

3.4.4 Surface Roughness
Surface roughness of study area is eliminated using change detection approach. The

difference in backscattered energy of two SAR images of the same area can eliminate
the effect of roughness on backscattered energy [17].
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4 Analysis

4.1 Relationship Between Backscattered Energy (o °)
and Volumetric Soil Moisture (My)

The relationship between ¢° and M, were examined by scatter plot for both VH
and VV polarization. The positive correlation was found between ¢° and M, with
R?> = 0.578 and R?> = 0.432 for VV and VH polarization, respectively. The SAR
backscatter is directly correlated to soil moisture of the study area. The relationship
o° and M, for both VV and VH are shown in Fig. 9.

4.2 Relationship Between o ° and &

Dielectric constant (¢) of dry soil is around 3 and for water is 80 [18]. So the mixture
of water and soil varies between these ranges. The distribution of dielectric constant
of soil depends upon the texture of soil and its water holding capacity [6, 11]. The
relationship between ¢° and ¢ were examined by scatter plot for both VH and VV
polarization. The positive correlation was found with R?> = 0.62 and R*> = 0.38 for
VV and VH polarization, respectively. The relationship between ¢° and ¢ for both
VV and VH are shown in Fig. 10.
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Fig. 9 relationship ¢° and M, for both VV and VH
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4.3 Topp Model

Dielectric constant is derived using Eq. 2. This model is used to validate the ground
truth soil moisture collected from the field. Topp model equation is described in
Eq. 3. Since only 5 location texture values are available so those soil moisture values
are validated. The relationship between estimated and measured soil moisture is
presented in Fig. 11.

M, =—-53% 10724292 % 10726 —5.5 xx107%> +4.3 % 107%> (3)

where

& = Dielectric constant
M, = Volumetric moisture content.
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5 Semi-Empirical Model

To derive semi-empirical model to retrieve soil moisture major factors influencing
backscattered energy are considered. To derive a model multilinear regression anal-
ysis is carried out where M, is considered as dependent and ¢° (VV) and ¢° (VH) as
independent variables. Since ¢ is of lesser samples it is not considered in the multi-
ple linear regression analysis (MLR). This MLR model has adjusted R*> = 0.6 and
RMSE of 0.010 at 95% confidence level. Derived semi-empirical model is described
in Eq. 4.

M, = —40.44 + 1.8167,, + 04705, (4)

6 Conclusions

Even though so many inversion models to retrieve surface soil moisture from active
or passive microwave remote sensing have been developed regardless of point mea-
surements. SAR has shown its capability to retrieve surface soil moisture. However,
backscattered energy is governed by land surface features so it is an ill-posed problem
to extract surface soil moisture from single imagery. The developed method here is
quite simple and practical for the evaluation of soil moisture. To develop this model
major factors considered are VH and VV. It was found as follows:

1. Backscattering coefficient (o °) has a positive relationship with volumetric mois-
ture content (Mv) both for oy, and o7, with R* = 0.58 and R* = 0.43 respec-
tively.

2. Dielectric constant (¢) has a positive relationship with o ,; having R? = 0.62 and
o9y having R? = 0.38.

3. Topp model derived Soil moisture (fy) was validated with the ground truth soil
moisture value. It has been found that 6y versus M, having R?=0.72.

4. Developed semi-empirical model is dependent on only backscattered energy
hence model performance R? is 0.6 by using the values of dielectric constant this
can be improved.
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Abstract A landslide is defined as the movement of a mass of rock, debris, or earth
down a slope. Landslides are a type of “mass wasting,” which denotes any down-slope
movement of soil and rock under the direct influence of gravity. The present research
paper is an attempt to assess the vulnerability of Shimla Tehsil to landslides. Five
causative factors such as land use and land cover, slope morphometry, relative relief,
lithology, and hydrogeology are used to calculate the landslide vulnerability. Survey
of India, Geological Survey of India Toposheets, ASTER GDEM, and LANDSAT
8 OLI/TIRS sensor were used as data sources. The causative factors were analyzed
and processed in GIS environment. The weightages were assigned based on ratings
derived from Bureau of Indian Standards, pp 1-19, 1998, [1] for macroscale landslide
mapping. Finally, the factors were integrated using weighted overlay method to
produce final vulnerability map. The final output was categorized into four types
based on the Total Hazard Estimated Index (THED) ranging from very low hazard
to high hazard. The output reveals that the entire Shimla Tehsil falls under four
categories of vulnerability ranging from very low vulnerability to high vulnerability.
62.02% of the Shimla Tehsil is prone to low hazard followed by very low at 26.10%,
moderate at 11.55%, and high covering only 0.32%. Most of the major settlements
are located along moderately vulnerable area.
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1 Introduction

Hill ecosystem is one of the most fragile ecosystems in the world, leading to various
geohazard and environmental problems due to various natural and anthropogenic
causes [2]. Landslides are among one of the important catastrophic disasters occur-
ring in mountain region leading to the change of surface geomorphology [3]. In
India, about 0.42 million km? of the land area excluding snow-covered areas are
prone to landslide hazards. Out of this 0.14 million km? of the area falls under north-
east Himalayas (Darjeeling and Sikkim) (GSI website). The Himalayan region is
more prone to slope instability due to its rugged terrain [4]. Each year the state is
affected by one or more major landslides causing social and economic losses. Loss
of life, damages to houses, roads, communication lines, and agricultural lands are
some of the examples. The fragile nature of rocks forming mountain along with
climatic and various anthropogenic causes has made state vulnerable to landslides.
Deforestation, unscientific road construction, terracing and water-intensive agricul-
tural practices, and encroachment have led to increased intensity and frequency of
landslides State Disaster Management Plan (SDMP), Himachal Pradesh. Recent inci-
dents that occurred on Mandi—Pathankot NH 154 with 46 life loss and damage to
the road, and landslides that occurred near Dhalli Tunnel along the Kalka—Shimla
NH 5A leading to damaged buildings, parked vehicles, and roads were some of the
examples for the intensity of landslides.

Prakash [5] compiled a list of historical socioeconomically significant landslides
around India, where 371 events of reported landslides event occurred for the year
1800-2011. Based on his findings he concluded that west and northwest of Himalayas
are highly prone to landslides accounting for about 49% of the people killed and 51%
of the landslide occurrences. The data on various occurrences and fatalities is given
in Table 1.

Many researchers and scientists have previously analyzed landslide vulnerability
for multiple areas. Anbalagan and Parida [6] studied the geo-environmental problems
of Harmony Landslide in Uttarakhand. Anbalagan and Singh [7] studied landslide
vulnerability mapping for Kumaun Himalayas using various causative factors such

Table 1 Data on various events and fatalities between (1800-2011)

SI. no. Year No. of socioeconomically | Persons No. of fatal event
significant events killed
1 2011 26 74 19
2 2010 85 368 53
3 2009 47 270 46
4 2008 36 220 30
5 2007 54 409 39
6 1800-2007 123 2630 61

Source Prakash [5]
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as geomorphology, geology, slope, soil, rainfall, etc. Kanungo et al. [8], Martha et al.
[2], Naithani [9], Rawat et al. [10], Saha et al. [11], Panikkar, and Subramaniyan [12]
were some other researchers who made notable contribution in the field of landslide
vulnerability mapping.

1.1 Objectives

1. To prepare various thematic layers such as land use and land cover, relative relief,
slope morphometry, etc.

2. To categorize the various layers into vulnerable hazards using Landslide Hazard
Evaluation Factor (LHEF) scheme.

3. To delineate landslide vulnerable zones using weighted overlay method through
remote sensing and GIS techniques.

2 Study Area

Shimla Tehsil is located between 30°59'3” and 31°14'10” North latitude and
76°58'19” to 77°19'21” East longitude. The total geographical extent of Shimla
Tehsil is 36,830 ha (in Fig. 1). According to 2011 census Shimla Tehsil consists
of 576 villages. As of 2011 census data, the total population of Shimla Tehsil is
1,71,640 people, among which 1,69,578 of them reside in Shimla municipal corpo-
ration and 2,062 of them belong to Shimla Rural monitored by Jutogh cantonment
board [13]. The literacy rate stands at 93.63% which is greater than the literacy rate
of Himachal Pradesh 82.8%. Sutlej, Pabbar, and Giri are the three main rivers that
drain through the Shimla Tehsil. Timber and charcoal are the important forest pro-
duce. Besides them resins, grass, medicinal herbs, and bamboos are also produced
at minor quantity. Agriculture and horticulture are the important economic activities
in the Shimla Tehsil. Most of the Tehsil’s agriculture is dependent on rainfall. The
climate is suitable for growing cereals, off-season vegetables, temperate, and stone
fruits. The soil is sandy loam at the valleys and skeletal in the mountainous areas.
Geologically, the rock formations in Shimla district ranges from Pre-Cambrian to
Quaternary period. The climate is subtropical in the valleys and temperate in the
hilltops. The average annual rainfall of the district is 999.4 mm out of which 75%
occurs during the monsoon period June to September. The temperature can go as low
as 0 °C during winter times and as much as 40 °C during summer times.
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3 Data Used

The base map was created using Survey of India Toposheets 53E/04, 53E/08, 53F/05
at 1:50,000 scale. The land use and land cover were prepared using Landsat 8
OLI/TIRS sensor obtained from United States Geological Survey (USGS) website.
The lithology map was prepared using geology data obtained from Geological Sur-
vey of India. The relative relief and slope morphometry were prepared from ASTER
GDEM data obtained from USGS website. The hydrogeological conditions were
obtained from Central Ground Water Board (CGWB) brochure Shimla. Table 2
depicts the data used for the study.

4 Methodology

The methodology adopted in the research is weighted overlay analysis. It is a simple
bivariate analysis model where weights are assigned to each causative factor and
integrated to produce a final vulnerability map based on the rating assigned to the
factors. The factors adopted in this study are referred from report published by
Bureau of Indian Standards IS (14496) Part 2: 1998. The report is provided with the



(c) ketabton.com: The Digital Library

Landslide Hazard Mapping Using Geo-Environmental ... 127

Table 2 Data used

Sl. no Data Source Year Resolution
1 Toposheets Survey of India 1974 1:50,000

2 Landsat 8 OLI Earth explorer (USGS) 17/10/2017 30 m

3 Lithology Geological Survey of India | 1975 1:50,000

4 Hydrogeology Central Ground Water March, 1:50,000

Board 2013
5 Slope morphometry | ASTER GDEM - 30m
6 Relative relief ASTER GDEM - 30 m

Table 3 Maximum LHEF rating for causative factors

S1. no Causative factors Maximum LHEF rating
1 Lithology 2
2 Slope morphometry 2
3 Relative relief 1
4 Land use and land cover 2
5 Hydrogeology 1

Source BIS (14496) Part 2:1998

guidelines to map Landslide Hazard Zonation on macroscale. The Landslide Hazard
Evaluating Factor Scheme (LHEF) uses six major causative factors such as lithology,
slope morphometry, relative relief, land use and land cover, and hydrogeology to
estimate the instability of the area. The factors and rating assigned to each factor are
provided in Table 3.

The data were analyzed and processed in GIS environment to find the vulnerability
extent of the landslide in Shimla Tehsil. The vulnerable zones were categorized into
five zones ranging from very low hazard zone to very high hazard zone. The overall
flow of research methodology was shown in Fig. 2 (Fig. 3).

5 Data Analysis

5.1 Land use and Land cover

Land use and land cover are an important causative factor in landslide vulnerabil-
ity. Extensive deforestation and construction of buildings may reduce the cohesion
between soils and can cause slope instability leading to mass movements and land-
slides. Land use and land cover were prepared from LANDSAT 8 OLI/TIRS sensor
for the year 2017. The data was layer stacked and processed through supervised clas-
sification using maximum likelihood classifier method. Shimla Tehsil was classified
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into four classes, namely, forest, agriculture, barren land, and built-up area. Land use
and land cover were classified using NRSC Level 1 classification system. 63% of
the area falls under forest cover, 14% of the area falls under agriculture, slope, and
settlement covers 12 and 9%, respectively. Land use and land cover of Shimla Tehsil
are described in Fig. 4 (Table 4).
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Table 4 Area coverage
LULC SIL. no Class Area (ha) Percent (%)

1 Agriculture 5,225.31 14.19

2 Forest 23,354.53 63.42

3 Settlements 3,605.37 9.79

4 Slope 4,639.24 12.60

Total 36,824 100.00

(Source Authors calculation)

5.2 Lithology

Lithology is study of physical characteristics of rocks such as size, texture, core sam-
ples, etc. Lithology was digitized from Geological Survey of India maps at 1:50,000
scales, etc. Shimla Tehsil is composed of 11 major rock-forming groups such as
Bhotli, Basanti, Chhaso, Sanjauli, Taradevi, Subathu formations, etc. Major rock
types found in the Tehsil were quartzite, phyllite, slate, limestone, shale, granite,
dolomite, etc. The ratings were assigned based on LHEF scheme. Rocks such as
quartzite, granite, gabbro, and limestone were classified as Type 1 rocks and were
assigned lower values. Type 2 was classified as well-cemented and poorly cemented
sedimentary rocks. Slate, phyllite, schist, and shale were categorized as Type 3 rocks
and were given higher ratings. Lithology of Shimla Tehsil is shown in Fig. 5 (Table 5).

5.3 Slope Morphometry

Slope angle was considered as a parameter as it has considerable influence in the
landslide hazards. The slope map was derived from ASTER GDEM data with the
resolution of 30 m. Shimla Tehsil was highly dominated by gentle and steep slopes.
The slope map was processed in GIS environment and categorized into four types,
namely, very gentle, gentle, moderate, steep slope, etc. Figure describes the slope
variations along the Shimla Tehsil. Slope morphometry of Shimla Tehsil is described
in Fig. 6 (Table 6).

5.4 Relative Relief

Relative relief is defined by the range between minimum and maximum elevations
in a given area. In other words, it is the difference in height between highest and



(c) ketabton.com: The Digital Library

Landslide Hazard Mapping Using Geo-Environmental ... 131
77°0'0"E 77°5'0"E 77°10'0"E 77°15'0"E
LITHOLOGY }”\
SHIMLA TEHSIL
z
z| B
£ S
=1 o
s | -
=
| z
£ s
LN | P
=
| z
g &
=4 5
= -—
2| LEGEND -
Lo}
BASANT FORMATION JANSAUR FORMATION
BHOTLI FORMATION KHIRKI FORMATION
] BLAINI FORMATION MANAL FORMATION z
& >
=] in
w1 CHHASO FORMATION PANJERLI FORMATION g
‘é 1 Lar}
TARADEVI FORMATION SANJAULI FORMATION SCALE
SUBATHU FORMATION ? 5 TR
l
77°0'0"E 77°5'0"E 77°10'0"E 77°15'0"E
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lowest points in a determined surface grid. A 10,000 m? grid was created for Shimla
Tehsil in the GIS environment and the relative relief was calculated for every grid.
The relative relief ranges from O to 188 in the study area. The relative is classified
as low and moderate based on the LHEF rating. Relative relief of Shimla Tehsil is
described in Fig. 7 (Table 7).
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Table 5 Area coverage lithology

SI. no Rock type Rock formation Area (ha) Percent (%)
1 Type 1 rock Jansaur formation | 3,272.96 30.25
2 Khirki formation 1,677.58 15.50
3 Manal formation 459.99 4.25
Total 5410.53 50.00
1 Type 2 rock Bhotli formation 7,335.11 11.67
2 Basant formation 4,197.47 6.68
3 Blaini formation 1,183.73 1.88
4 Manal formation 936.93 1.49
5 Chhaso formation 7,810.64 12.43
6 Sanjauli formation | 6,824.21 10.86
7 Subathu formation | 30.01 0.05
8 Taradevi formation |419.50 0.67
9 Panjerli formation | 2,676.51 4.26
Total 31,414.09 50.00
Type 1 rock 5,410.53 14.69
Type 2 rock 31,414.09 85.31
Total 36,824.63 100.00

(Source Authors calculation)

5.5 Hydrogeological Conditions

Hydrogeology deals with the movement of groundwater between soils and rocks
in the earth crust. Geologically, the rock formations in Shimla ranges from Pre-
Cambrian to Quaternary Period Hydrogeological data was acquired from Central
Ground Water Board (CGWB), Shimla. Shimla district is covered by soft and hard
rock aquifers. Most part of the district is covered by hard rock aquifers of the Pro-
terozoic age and soft rock aquifers are found along the Sunni Tehsil in a smaller
amount. Based on the landslide reports from Geological Survey of India and Central
Ground Water Board, the rating assigned for the hydrogeological condition is 0.8.

6 Result and Discussion

In the present study, Landslide Hazard Evaluation Factors scheme was used to cal-
culate the landslide vulnerability. Factors such as lithology, LULC, slope, relative
relief, and hydrogeological conditions were taken into account to calculate the land-
slide vulnerability (Fig. 8). The factors were converted to raster datasets and the
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Table 6 Area coverage slope
Sl. no Class Degrees Area (ha) Percent (%)
1 Very gentle <15° 4,998.71 13.57
2 Gentle 16°-25° 12,362.31 33.57
3 Moderately steep | 26°-35° 13,269.57 36.03
4 Steep 36°-45° 5,198.73 14.12
5 Escarpment >45° 995.51 2.70
Total 36,824 100.00

(Source Authors calculation)
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Table 7 Area coverage relative relief
SI. no Class Range Area (ha) Percent (%)
1 Low <50 m 21,965.25 59.65
2 Moderate 51-150 m 14,140.32 38.40
3 High 101-150 m 681.82 1.85
4 Very high >150 m 37.26 0.10
Total 36,824 100.00

(Source Authors calculation)
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Fig. 8 Landslide vulnerability map

weightages were processed using weighted overlay method. Given in Table 8 is the
description of vulnerability zones and amount of are fall within them (Table 9).
Table 10 represents the hazard vulnerability and total area contributed by each
subfactors. Most of the area in LULC (23,254.53 ha), slope morphometry (13,269.57
ha), and relative relief (14,140.32 ha) falls under moderate hazard, whereas lithology
(27,380.17 ha) and hydrogeology (36,284 ha) fall under very high and high category.
The Total Hazard Estimation Index (THED) is calculated by overlaying all factor
maps using weighted overlay methods. The final LHEF rating varies from 0.3 to
6.6. The output reveals that the entire Shimla Tehsil falls under four categories of



(c) ketabton.com: The Digital Library

136

Table 8 Area coverage landslide hazards

C. Prakasam et al.

Sl. no Zone Zone description | THED value | Area (ha) Percent (%)

1 1 Very low <35 9,613.20 26.10

2 11 Low 3.6-5.0 22,840.10 62.02

3 I Moderate 5.1-6.0 4,254.41 11.55

4 v High 6.1-7.5 118.00 0.32
Total 36,825.70 100.00

Table 9 It depicts the relative class for various factors and their related subfactors present in their

ground surface and the weightage assigned to them

Land use class Subclass THED value Hazard categorization
LULC Agricultural land 0.6 Very low hazard
Slope Very gentle 0.5
morphometry
Relative relief Nil
Lithology Jansaur, Khirki, and Manal | 0.2
formation
Hydrometeorology | Dry 0
LULC Built-up land 0.6 Low hazard
Slope Gentle 0.8
morphometry
Relative relief Low 0.3
Lithology NIL 0
Hydrometeorology | Damp 0.2
LULC Forest area 0.8 Moderate hazard
Slope Moderate 1.2
morphometry
Relative relief Medium 0.6
Lithology Nil 0
Hydrometeorology | Wet 0.5
LULC Slope/barren land 2 High hazard
Slope Steep slope 1.7
morphometry
Relative relief High 1
Lithology Taradevi and Panjerli 1.2
formation
Hydrometeorology | Dripping 0.8
LULC Nil Very high hazard
Slope Escarpment
morphometry
Relative relief Nil 0

(continued)
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Table 9 (continued)

Land use class Subclass THED value Hazard categorization

Lithology Bhotli, Basant, Blaini, 2
Chhaso, Sanjauli, and
Subathu formation

Hydrometeorology | Flowing 1

Table 10 Relative vulnerability classes and the factors contributing to each vulnerability class
along with their area

Hazard LULC (ha) | Slope Relative Lithology Hydrogeology
vulnerability morphometry | relief (ha) (ha) (ha)
(ha)
Very low 5,225.31 4,998.71 0 6347.46 0
Low 3,605.37 12,362.31 21,965.25 0 0
Moderate 23,354.53 13,269.57 14,140.32 0 0
High 4,639.24 5,197.73 680.82 3,096.01 36,824
Very high 0.00 995.51 37.26 27380.17 0
Total 36,824 36,824 36,824 36,824 36,824

vulnerability ranging from very low vulnerability to high vulnerability. 62.02% of
the Shimla Tehsil is prone to low hazard followed by Very low at 26.10%, moderate
at 11.55%, and high covering only 0.32%. Most of the major settlements are located
along moderately vulnerable area.

Figure 9a represents the recently occurred landslide along Dhalli tunnel in Shimla
town. It is a rainfall-induced debris slide with a running distance of about 100 m.
Figure 9b, c shows damaged buildings along the downside of the landslide. Some
buildings and nearby parked vehicles are heavily damaged. Figure 9d, e shows some
of the landslides noted along the Shimla to Jhakri National Highway 22. The rock
structure present along these NH is highly weathered and loose soil. These roads
connect some of the remote corners of villages in Shimla Tehsil. Landslide occur-
rences along these area not only possess physical problems but also great risks in
times of disaster and medical emergencies.

7 Conclusion

The present study demonstrates the application of weighted overlay model for land-
slide hazard mapping using remote sensing and GIS for Shimla Tehsil. Integration of
remote sensing and GIS datasets provides a reliable and updated database on land and
water resources, and can be used in the process of decision-making. High-resolution
satellite imageries and real-time climatic data have increased the level of accuracy
of LHZ maps in time. Increase in human population which may lead to haphazard
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(a)

Fig. 9 a Rock slide occurred along the NH 5A in Shimla town. b and ¢ settlements damaged due
to the landslide. d and e landslide occurred along a place called Luhri located in Shimla—Rampur
National Highway

settlement and uncontrolled expansion can induce the occurrence of landslides. The
landslide vulnerability can be used as a reference when constructing suitable stabi-
lization measure and can also provide an insight in determining the safest location for
the constructional activities. Even though the high hazard areas are only few percent
compared to moderate and low hazard, they can easily become prone to landslide
through unplanned anthropogenic activities. This approach of landslide hazard zona-
tion using remote sensing and GIS is advantageous for rapid assessment when the
area is not accessible. Use of high-resolution images and DEM data can increase the
accuracy of the landslide hazard assessments.
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Estimation of Groundwater Recharge m
Rate Using SWAT MODFLOW Model Qi

K. N. Loukika, K. Venkata Reddy, K. H. V. Durga Rao and Amanpreet Singh

Abstract Groundwater, which is in aquifers below the surface of the Earth, is one
of the most important natural resources. Due to the increased population, drought,
improper irrigation practices, and pollution, depletion of groundwater takes place
more rapidly. With the advent of remote sensing data and Geographical Informa-
tion Systems (GIS) and integrating SWAT with MODFLOW model, estimation of
groundwater recharge became much easier. The HRU’s in the SWAT model are
exchanged with MODFLOW cells by using SWAT-MODFLOW interface to simu-
late the groundwater head distribution and groundwater recharge rates. The study is
conducted in Chintalapudi village, which is located in West Godavari district, Andhra
Pradesh. To estimate spatiotemporal distribution of groundwater recharge, it requires
DEM, LULC map, Soil map, rainfall data, aquifer parameters such as aquifer thick-
ness, hydraulic conductivity, and specific yield. Model results are shown by month
and year to determine seasonal and decadal trends in groundwater recharge rates.
The SWAT-MODFLOW was calibrated and validated using groundwater levels and
streamflow data.
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1 Introduction

Water is precious and the most commonly used resource. Groundwater is the quan-
tity of water added to the aquifer. Water is an important natural resource which
supports life. The major source for groundwater is due to the rainfall. Other sources
for groundwater recharge include recharge from rivers, streams, irrigation water, etc.
There has been an increase in groundwater development and utilization, particularly
in developing countries, for agriculture, industry, and rural water supply. There is an
increase in population, urbanization, and it directly implies the demand for ground-
water. To maintain balanced groundwater levels, it is required to do groundwater
modeling, which includes simulation and estimation of groundwater recharge.

To optimize the utilization of groundwater and surface water, there is a need
to estimate the groundwater recharge for sustainable water management. To know
the annual, decadal changes in the groundwater recharge several techniques were
implemented to access the groundwater recharge for smaller scales like Hydrus 1D
[5]. For spatiotemporal scales, numerical modeling has been developed. In this paper,
groundwater recharge is estimated by integrating SWAT with the MODFLOW model.
The HRU’s are disaggregated, i.e., converting from multipart to single part polygons
[3]. There is a need to spatially locate the HRU’s which are generated from the
SWAT model [2]. The linking of SWAT and MODFLOW can be carried out through
SWAT MODFLOW interface if there is one soil layer. If the number of layers is
more, should have to separately run both the models and linking should be done.
For finding the recharge, the unsaturated flow package and evaporation flow package
in MODFLOW should be turned off. The outputs from SWAT are exchanged with
spatially discretized MODFLOW grid cells [7]. After exchanging, the model results
are spatially visualized in GIS.

2 Location and Extent

Chintalapudi is located in West Godavari district of Andhra Pradesh in India is taken
as a study area. The total area of the study area is 668 km?. It lies between 17°30'N
to 16°15'N latitude and 81°30'E to 80°50'E longitude. The highest elevation range is
772 m and the lowest elevation range is 20 m. It consists of clay and loamy soils. Most
of the area is covered with plantations and forests. High-capacity sets are operated
more comparatively to tube wells. Ground water circulation is limited to 100 m depth.
Ground water levels are depleted to 180 m. The entire study area is shown in Fig. 1.
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Fig. 1 Geographical area of Chintalapudi in West Godavari district

3 Methodology

The methodology for the study area is the coupling of SWAT model with MODFLOW
model. Watershed delineation is done through SWAT using Digital Elevation Model
(DEM). In SWAT the entire area is divided into subbasins and HRU’s using Land
Use and Land Cover (LULC) map and Soil map. The total study area is divided
into 430 subbasins and subbasins are then divided into HRU’s. The threshold for
creating HRU’s should be zero and 1792 HRU’s were generated. The weather data,
precipitation data, and temperature data are given to run the SWAT model to get
recharge values, i.e., percolation to shallow aquifer and deep aquifer values. The
methodology is shown in Fig. 2.

MODFLOW is the finite difference groundwater model used for subsurface flows
[6]. The spatial discretization of the two models is different. Integration of SWAT and
MODFLOW for estimating groundwater recharge based on water balance compo-
nents. The HRU’s and subbasins which are generated from SWAT model are linked
with the finite difference grid of MODFLOW model. There is a need to give the
spatial location or geolocate the HRU’s which are derived from SWAT model and to
link with the grid of MODFLOW which is spatially discretized. After linking both
the models we will get a unique spatial framework.

The interface consists of four steps (1) Spatial setup: Loading SWAT model,
specifying grid cell size, performing linking operations. (2) MODFLOW: Loading
required data to construct MODFLOW model. (3) RT3D: Loading required data to
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| SWAT | MODFLOW ]
4

Sub basin, HRU, :
River Network | Create Grid

HRU’s to DHRUs,
DHRU’s/Grid cells, p DEM, Aquifer Thickness,
Rivercells/Subbasins Aquifer parameters, K of
River bed material

A 4
Run Simulation

A 4
Visualisation of
results in GIS

Fig. 2 Methodology for the coupled SWAT-MODFLOW model

construct RT3D (optional). (4) Simulation: Specifying timing information, output
options, and running the simulation. There is a need to give the spatial location or
geolocate the HRU’s which are derived from SWAT model and to link with the grid of
MODFLOW which is spatially discretized. The exchange of recharge values which
we got through simulation from SWAT can be done with the MODFLOW grid. Then
it is linked with DHRU’s and it is spatially visualized in GIS environment.

3.1 Input Data

DIGITAL ELEVATION MODEL (DEM): The Carto DEM which has a resolution
of 2.5 m is taken for the given study area. The maximum and minimum elevations of
study area are 714 and 24 m, respectively. The soil map for the study area is clipped
from SWAT Indian datasets and the entire area has 4 types of soils, i.e., loam, clay,
sandy loam, and sandy clay. The land use and land cover map are given by NRSC,
ISRO Hyderabad. The necessary inputs to generate a SWAT model are considered
as land use and land cover map, soil map, DEM, and weather data which include the
precipitation and temperature data for the past 15 years. DEM, LULC map, and Soil
map are shown in Figs. 3, 4, and 5.
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Fig. 5 Land Use and Land Cover map of the study area

The necessary input data for SWAT-MODFLOW model are the outputs obtained
from SWAT Model are Subbasins, HRU’s and river network data, aquifer parameters
such as aquifer thickness, hydraulic conductivity, specific storage, specific yield are
taken from the literature review and textbook values based on the aquifer conditions.

The subbasins, HRU’s, and river streams are generated from SWAT model which
are used for integrating with the MODFLOW model. These are generated by the
setup of SWAT Model. A total of 431 subbasins are formed with a dominant HRU
count of 1793. The HRU’s are numbered from 1 to 1793. Each HRU has its own land
cover, soil, and its slope. For a subbasin 1, the land covers are forest and agricultural
land with soil loam. The Subbasins, HRU’s, and river network are shown in Figs. 6,

7, and 8 (Table 1).
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Kilometers

Fig. 6 Subbasins map obtained from SWAT model

From the above table, a clear understanding can be made about the land cover
distribution in the study area. The Agricultural land is occupying nearly 43.74% of
entire watershed whereas Evergreen Forests are very less occupying 0.01% of the
watershed. The study area is agriculture dominant and plantations are considered as
next dominant with 24.88%.
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Fig. 7 River network map obtained from SWAT model

4 Results and Discussions

The study area mostly consists of agriculture area. By applying the coupled SWAT-
MODFLOW model, groundwater recharge is estimated. The parameters considered
to estimate groundwater recharge are precipitation, temperature and aquifer param-
eters like hydraulic conductivity, specific storage, specific yield, aquifer thickness.
The groundwater recharge is simulated for the period of 1990—2005. The estimated
groundwater recharge in the month of January was 16.5272 mm and in the month of
February was 17.5596 mm. The simulated groundwater recharge is shown in Figs. 9
and 10.
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Fig. 8 HRU’s obtained from SWAT model

Table 1 The area of land
cover type and percent of area
occupied in the entire
watershed of study area
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Land use Area % of watershed
URLD 9900.63 2.56
AGRL 169145.01 43.74
BARR 16362.00 4.23
AGRR 96218.28 24.88
FRST 77505.66 20.04
RNGE 1301.67 0.34
WATR 13995.18 3.62
FRSE 26.73 0.01
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Fig. 9 Ground water recharge layer for the month of January

5 Conclusions

Groundwater recharge is estimated using SWAT-MODFLOW model [1]. The spatial
discretization of two models is different and we will get a unique spatial frame-
work after linking both the models. The sustainable management of groundwater is
required for future generations. Remote sensing and GIS makes work easier for the
estimation of groundwater recharge rates. The aquifer parameters such as hydraulic
conductivity, specific yield, and specific storage show the impact on groundwater
recharge [4]. The results obtained from SWAT-MODFLOW model are visualized
monthly.
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References

1. Bailey R, Rathjens H, Bieger K, Chaubey I, Arnold J (2017) SWATMOD-Prep: graphical user
interface for preparing coupled SWAT-MODFLOW simulations. J] Am Water Resour Assoc
53:400—410

2. Bailey RT, Wible TC, Arabi M, Records RM, Ditty J (2016) Assessing regional-scale spatio tem-
poral patterns of groundwater—surface water interactions using a coupled SWAT-MODFLOW
model. Hydrol Process 30:4420-4433

3. Chung IM, Kim NW, Lee J, Sophocleous M (2010) Assessing distributed groundwater recharge
rate using integrated surface water-groundwater modelling: application to Mihocheon watershed,
South Korea. Hydrogeol J 18:1253-1264

4. Ehtiat M, Mousavi SJ, Srinivasan R (2018) Groundwater modeling under variable operating
conditions using SWAT, MODFLOW and MT3DMS: a catchment scale approach to water
resources management. Water Resour Manag 1-9

5. Guzman JA, Moriasi DN, Gowda PH, Steiner JL, Starks PJ, Arnold JG, Srinivasan R (2015)
A model integration framework for linking SWAT and MODFLOW. Environ Model Softw
73:103-116



(c) ketabton.com: The Digital Library

154 K. N. Loukika et al.

6. Harbaugh AW, Banta ER, Hill MC, McDonald MG (2000) MODFLOW-2000, the U.S. geologi-
cal survey modular ground-water model-Users guide to modularization concepts and the ground-
water flow process. Open-File Report 00-92. Reston, Virginia: U.S. Geological Survey, 121

7. Kim NW, Chung IM, Won YS, Arnold JG (2008) Development and application of the integrated
SWAT-MODFLOW model. J Hydrol 356:1-16



(c) ketabton.com: The Digital Library

Flood Hazard Risk Assessment M)
and Mapping of a Sub-watershed Qi
of Imphal River Basin, Manipur, India:

A Multi-resolution Approach

Maisnam Bipinchandra, Ngangbam Romeji and Chandramani Loukrakpam

Abstract Flood is one of the major disasters that prevail in the northeastern India.
Mapping of spatial inundation patterns during flood events is regarded for environ-
mental management and disaster monitoring. This study emphasized on the assess-
ment and flood inundation mapping of sub-watershed of Imphal River Basin of
Manipur. Multispectral datasets from Landsat-8 OLI and Sentinel-2 and Digital Ele-
vation Models (DEM) from ASTER and Cartosat with 30 and 10 m resolutions,
respectively, are used for producing flood inundation maps. Hydrologic Engineering
Center’s River analysis system (HEC-RAS) and RAS mapper are used in this study
to generate flood inundation map. The study involved the assessment of flood map
derived from multi-resolution two-dimensional hydrodynamic model approach. The
result from the study provides the required assessment of impacts of flood events in
the study area and will help the policy-makers to take an effective decision-making
for mitigation and preventive measure of the region.

Keywords Flood - Inundation mapping - HEC-RAS

1 Introduction

Flood is a natural disaster. It is inevitable. It is a part of the hydrological cycle. It
causes havoc to life and properties.

It also endangers the economic development of a country. “Flooding is a general
temporary condition of partial or complete inundation of normally dry areas from
overflow of inland or tidal waters or from unusual and rapid accumulation or runoff”
[1]. Floods cannot be prevented totally but preventive measures and mitigation can
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be done. As per the Floods Directive [2], flood risk is the definition of risk as the
product of “hazard” and the “vulnerability”. It is necessary to focus on the prevention
and risk management. There should be emphasis on risk analysis, management, and
assessment so as to come up with measures to decrease the risk in the areas of interest.
The comprehensive analysis and assessment of flood risk is an essential part of the
whole risk management concept [3]. Flood risk may increase due to human activity
and may decrease by appropriate flood management and planning [4]. Flood hazard
assessment results can be adopted by land use and development planners as part of
an integrative approach to improve flood preparedness that can improve future land
developments and raise community awareness.

The Imphal River Basin, Manipur, India is subjected to frequent floods in the past
decades causing damage to human, livestock, and agricultural crops. This in turn
affects the small economy of the state of Manipur. Thus, it has become necessary
to study the different factors contributing to the frequent floods so as to assess the
flood risk in the river basin. For this purpose, a small part of the Imphal River Basin
has been considered to analyze the extent of flood in this area so as to visualize the
probable area of flood-affected areas in this basin. Apart from the causative factors
of the floods, this study mainly focuses on the effectiveness or accuracy of spatial
resolution of the satellite imagery in analyzing the inundation during floods. The
result of the analysis depends on the spatial resolution of the satellite images which
in turn affects the procedure of assessment of the flood risk in the areas likely to be
inundated during floods.

2 Study Area

The Manipur is part of the eastern extended range of Himalayas, namely, Purvan-
chal and shares the international boundary with Myanmar in the eastern front. The
state constitutes valley region in the center which is surrounded by the hill ranges
in all direction and has the Total Geographic Area (TGA) of 22,327 km?. The
states extend from 92.6019450°E to 95.1753321°E longitudes and 23.4759838°N
to 25.5746684°N latitude. The valley region comprises almost 10% of the TGA of
the state and the remaining area is covered with hill ranges. The average elevation
of the valley is about 790 m above the sea level and that of the hills ranges between
1500 m and 1800 m above mean sea level. Barak River Basin, Manipur River Basin,
and Yu and Lanye River Basin are the main river basins of the state. The southwest
monsoon climate is prevailing in the region and the region receives an average rain-
fall of 1500 mm per year and temperature ranges from subzero to 36 °C [5]. The
population of the state as per 2011 census is 2,855,794. The density of population is
130/km?. The study area is a part of the Imphal River Basin in the state of Manipur,
India. The economy of the state is primarily agriculture, forestry, cottage, and trade.

The Imphal River is a major river which originates in Senapati district at the
hills of Karong. In this study, total length of 69.28 km stretch of the river up to
Minuthong Bridge of Imphal East is considered. The Gaging station under the
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Fig.1 Study area

Minuthong Bridge is considered as the outlet point and it flows toward the southern
part of Manipur. The area of the basin under study is 374.27 km? It lies between the
latitudinal extent of 24°48'41.838” N and 25°14/34.039” N and longitudinal extent
from 93°47'22.159” E to 93°59'41.302" E (as shown in Fig. 1).

3 Dataset and Methodology

In this study, datasets of 30 and 10 m spatial resolutions are employed for the genera-
tion of flood inundation map. Landsat-8 OLI and Sentinel-2 multispectral imageries
are used for generating the LULC map. Digital elevation models of ASTER and
Cartosat with 30 and 10 m spatial resolutions are used for extracting the terrain
layers. As the study area is located in the Intertropical Convergence Zone (ITCZ),
cloud contaminations of the satellite imagery prevail. To generate cloud-free image,
Spatiotemporal Image Fusion Model (STI-FM) is employed [6] as shown in Table 1.

The DEM is preprocessed to remove the redundant values and hydrological cor-
rected DEM is used. The Landsat-8 and Sentinel-2 are processed to convert the DN
values to surface reflectance [7, 8]. The datasets after preprocessing are the input
in the Geo-RAS and the input layers are generated. After exporting the processed
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Table 1 Dataset
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Dataset Path/Row Date
MODO09A1 (Base image) H26/V06 03/12/2017
MODO09A1 (Auxiliary image) H26/V06 01/11/2017
MODO09A1 (Base image) H26/V06 27/12/2017
MODO09A1 (Auxiliary image) H26/V06 09/11/2017
Landsat-8 (Base image) 135/43 05/12/2017
Landsat-8 (Auxiliary image) 135/43 03/11/2017
Sentinel-2 (Base image) 135/43 30/12/2017
Sentinel-2 (Auxiliary image) 135/43 10/11/2017
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Fig. 2 Methodological flowchart for generating the flood inundation map of the Imphal River

Basin, Manipur
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Fig. 3 Flood inundation map (10 and 30 m)

terrain layers, the two-dimensional hydrodynamic model is executed in HEC-RAS
[9]. The output result from HEC-RAS is then employed as the input to the RAS
mapper and thus the flood-inundated area of the study area is generated as shown in

Fig. 2 (Fig. 3).

4 Results

After the generation of flood inundation map, it then overlays with the LULC class
and the area under the influence of various flood class is calculated. The intersection
table for the flood inundation from 10 to 30 m spatial resolution is given in Tables 2

and 3.

Table 2 Intersection table of flood inundated from 10 m resolution (Area in km?)

Barren Vegetation Built-ups Agriculture Water bodies
Very low 1.755699992 | 1.114869952 |2.437259912 |1.193150043 |0.524001002
Low 1.81467998 1.11401999 0.513608992 | 0.563069999 | 0.393115997
Moderate 1.773489952 | 0.774062991 |0.425680012 | 1.106549978 |0.29824999
High 2.580840111 |0.579051018 |0.316897988 | 1.660609961 |0.625528991
Extreme 2247839928 |0.414826006 | 1.329699993 |2.28008008 0.878027976
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Table 3 Intersection table of flood inundated from 30 m resolution (Area in km?)

M. Bipinchandra et al.

Barren soil Vegetation Water bodies | Built-ups Agriculture
Very low 0.79816002 0.654501021 | 0.376581997 |0.0576073 0.01575
Low 0.0198037 0.019346301 | 0.019054901 | 0.00982073 0.00037439
Moderate 0.0276049 0.0230939 0.030146301 | 0.0234037 0.00105122
High 1.83958006 0.595206022 |2.390350103 | 3.04906011 0.505913973
Extreme 3.04116988 1.299329996 |2.034389973 |1.15612996 0.453613997

This study mainly focuses on the flood inundation and its intensity on the land
use class of agriculture and built-ups. Tables 2 and 3 show the variation in the spatial
extent of the flood-affected region of the study area for the above mentioned two
land use classes.

The comparison is made in between the two results obtained from the two different
spatial resolutions. As the result of the comparison, the area under “extreme flood”
is observed to be 2.28008008 and 0.453613997 km? for 10 and 30 m, respectively.
For “high flood” and “moderate flood”, the area is found to be 1.660609961 and
1.106549978 km? from the 10 m resolution. Similarly, in case of 30 m resolution,
the extent is observed to be 0.505913973 and 0.00105122 km?, respectively.

As in case of “Agriculture class”, similar analysis is considered for the “Built-ups
class” and result is found in similar pattern. The extreme flood class is observed to
expand over more spatial extent in case of 10 m than the 30 m. In case of “High
class”, the result from 30 m has more spatial extent than of 10 m and the pattern is
vice versa in case of the “Moderate flood class”.

5 Validation

In this study, the flood inundation of a region is considered to be based on the
topography of the study area. Slope in degree and elevation in meters are classified
into five classes based on the National Remote Sensing Centre classification. The
region with low slope and low elevation is considered to have maximum risk of flood
and area with high slope and elevation is considered to have least risk of flood.

The classified slope and elevation (Figs. 4 and 5) layers of both 10 and 30 m over-
lay, respectively, after setting equal influence to both the parameters. The resultant
overlay flood hazard risk map is given in Fig. 6.

The flood inundation map generated from the RAS mapper is then intersected
with the flood hazard map generated as mentioned earlier. The accuracy assessment
is performed in the region of intersection and thus the more accurate flood inundation
map is inferred.

The intersected imageries are validated using error matrix and accuracy assess-
ment is performed. The accuracy assessments of the intersected images are done
using the flood hazard map acquired by integrating slope and elevation of the study
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Flood Hazard Risk Map
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Fig. 6 Flood hazard risk map

area. The overall accuracy and kappa coefficient of that flood inundation map gen-
erated using 10 m spatial resolution are obtained as 84.45% and 0.80, respectively.
In case of flood inundation map generated using 30 m spatial resolution, the overall
accuracy and kappa coefficient are observed to be 70.13% and 0.67, respectively.

6 Conclusion

The flood inundation map generated using 10 m spatial resolution is found to be
more accurate than that of the one with 30 m, spatial resolution. Considering the
same flood event, the value of the affected inundated area on the basis of land use
classes is found to be more accurate in case of the model result with finer spatial
resolution as compared to the coarser resolution.

From this study, considering the model result with 10 m spatial resolution irre-
spective of the flood inundation intensity class, 16.02% of the total agricultural area
and 26.13% of the total built-up area of the study area are affected by flood. It is
expected that the result of this study would help policy- and decision-makers to take
up necessary preventive and mitigation measures.
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Hydraulic Modeling of River Discharge M)
Subjected to Change in Riverbed e
Morphology

Pramodkumar Kappadi and M. K. Nagaraj

Abstract In natural channels such as rivers, the flow behavior is highly complicated
phenomenon due to unsteady and nonuniform flow. Hydraulic modeling is essen-
tial for the study of characteristics of unsteady flow in rivers. Changes in riverbed
morphology influence the increase in depth of flow in rivers. In the present study,
the roughness coefficient is varied to match the natural condition. The objective of
the paper is to study the effect of the change in riverbed morphology on the river
discharge using a hydraulic model. The study is carried out using the Hydrologic
Engineering Center—River Analysis System (HEC-RAS). A river length of 12 km
of the Nethravathi river regime, Karnataka from Uppinangadi to Bantwal is con-
sidered for the study. Daily river stage and discharge data are collected from Central
Water Commission (CWC) gaged at Bantwal station. GIS interface of HEC-GeoRAS
is also used to extract the cross section, bed slope, and length of the river channel
from Digital Elevation Model (DEM) data of resolution 30 m. The cross sections are
represented for each kilometer length of the river. Since accurate data is unavailable
in the study area, cross sections are simplified. HEC-RAS model was used for the
simulation of surface water levels and discharge values. Manning’s roughness coeffi-
cient and river cross sections were defined for the calibration of observed river stage
and discharge data. The predicted discharge was in good agreement with that of the
observed discharge value. Study results illustrated that accuracy of predicted maxi-
mum water depth, and surface water level depends upon the precise representation
of Manning’s roughness. The study is useful for the prediction of the flood dynamics
in the river regime with the change in riverbed morphology.

Keywords Hydraulic modeling + Riverbed morphology + Manning’s roughness
coefficient
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1 Introduction

Water is most precious resource in the world due to its reduction in availability.
Rivers are the veins of nature which are one of the world’s most valuable natural
resources and are important to the livelihood in many ways. In natural channels such
as rivers, the flow behavior is highly complicated phenomenon due to unsteady and
nonuniform flow [1-3]. The incessant process of unsteady flow in the rivers can result
in flooding. Unsteady flow in a river due to dynamics of rainfall discharge, modi-
fications of channel geometry, and reservoirs and sluices operation are significant
effects on river discharge [4]. The comprehension and accurate prediction of river
flow by hydraulic modeling are essential. Changes in riverbed morphology influence
the increase in depth of flow in rivers. 1D Saint-Venant equations are commonly
used in hydraulic modeling such as discharge routing [5], flood prediction [6], and
surface and subsurface runoff [7]. The Saint-Venant equations consist of mass and
momentum conservation, and it describes the gradually varied and transient flow, in
a channel with irregular cross sections.

Developed hydraulic model for floodplain mapping and flood forecasting, cal-
ibrated channel roughness for different rivers [8—12]. Using optimization method,
single channel roughness value was estimated by taking the boundary condition as
constraints [13]. In this regard, calibrated roughness of the channel was evaluated
for semiarid river of Western Australia [14].

The objective of the paper is to study the effect of the change in riverbed morphol-
ogy on the river discharge using a hydraulic model in Nethravathi River Regime.

2 Materials and Methodology

2.1 Study Area

The study area under investigation is a humid, tropical river basin of the southern
Indian peninsula [15]. Among the number of rivers, the Nethravathi River is one
of the important west flowing rivers of Western Ghats of Karnataka state in India.
In the study area, the range of altitude varies approximately 0—1,200 m from mean
sea level. The area of basin is 3,657 km?> (CWC 2006). The length of the river is
103 km. The geographical location of the Nethravathi River lies from 12°29'11” to
13°11’11” N latitudes and 74°49'08” to 75°47’53" E longitudes as shown in Fig. 1.
The annual rainfall over the area varies between 1500 and 8000 mm. Rainfall in
the Western Ghats occurs during three separate seasons, northeast monsoon (October
to December), southwest monsoon (June to September), and pre-monsoon (March
to May), and these three seasons, respectively, contribute about 6, 90 and 4%, of the
total annual rainfall. The area has an adequate rainfall and numerous streams flow
through the Western Ghats, in small meandering channels within wide valley floors.
During rain streams occupy the whole valley floors and expand their channel.
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Fig. 1 Geographic location of the Nethravathi basin

2.2 Dataset

Terrain data is downloaded from USGS National Elevation Dataset (NED) to extract
a river cross-section geometry from DEM using resolution of 30 m (1 arc), and
hydrological data (stage and discharge) are collected from Central Water Commis-
sion (CWC) India. Map and toposheet are collected from Department of Mines and
Geology Karnataka and Survey of India to delineate the river.

2.3 HEC-GeoRAS

HEC-GeoRAS has a set of procedures, tools, and utilities for processing geospatial
data in ArcGIS. The GeoRAS software helps in the preparation of input data which
can be imported to HEC-RAS. In order to create an import file, DEM of the river
system is used. GeoRAS assists in creating a series of points, lines, and polygonal
layers which are required for HEC-RAS model. The important layers which are
created are flow path centerlines, stream centerline, main channel banks, and cross-
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section cut lines as RAS layers. One can also provide the details regarding bridge,
levee, culverts, and storage area if any are present in the river course. After preparing
the input geometric file with the help of HEC-GeoRAS, data are imported to HEC-
RAS. Imported geometric data file will be saved in the format of .sdf.

2.4 HEC-RAS

HEC-RAS is ahydraulic model developed in 1964 by Hydrologic Engineering Centre
(HEC) of the U.S. Army Corps of Engineers, which is dependent on implicit finite
difference solutions of the Saint-Venant equations (Egs. 1 and 2).

Continuity equation:

—+Dp—+V-—=-=0 (D

Momentum equation:

ay ov dy
— + +g —x—Sb+Sf =0 2)

ot dx

where V is the flow velocity, D;, = % is hydraulic depth, y is the flow depth, y is
the flow depth, A is flow area, Sy is the slope of energy grade line, S, is the channel
bottom slope, x is the distance along the channel length, g is the acceleration due to
gravity, and ¢ is time.

HEC-RAS is a widely accepted tool for the floodplain determination due to its
user-friendly credibility and it is a software which requires minimum data to yield the
water spread area and works well for the case of steady flows. HEC-RAS is software
which is freely available and thereby makes it a different one compared to others. It
can also be used to perform unsteady calculations, sediment transport as well as water
quality analysis. Also, HEC-RAS can be effectively coupled with other software
to generate the maps of flood extent, depthwise, velocitywise, etc. To conduct flow
simulation through HEC-RAS, the following input data are given and they are channel
resistance, channel geometry, and upstream and downstream boundary conditions.
Extracted the cross-section data at 1 Km intervals from Uppinangadi to Bantwal over
a length of 12 km. The discharge data is used for simulation and the friction slope
is considered as boundary condition for the downstream reach. The observed flow
hydrograph at Bantwal has been used for validation. For adequate simulation of flow,
the different values of Manning’s coefficient (n) (from 0.04 to 0.020) are used.
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3 Flow Characteristic Calculation

In this study, the unsteady stateflow condition has been used. Flow hydrograph
and normal depth are used for upstream and downstream boundary conditions, and
50 m3/s for initial condition. Upstream gaging station is at Uppinangadi downstream
gaging station at Bantwal. Flow hydrograph has been fixed at upstream correspond-
ing to Uppinangady. For a given discharge, flow characteristics include top width,
energy grade line, water surface profiles, flow velocity, flow area, wetted perimeter,
water surface elevation, Froude number, shear total, specific force, slope, and power
total, which have been computed.

4 Result and Discussion

4.1 Water Surface Profiles

Water surface profiles are shown in Fig. 2 along the river, for the stream flows at the
upstream (RS 12,000). Depth of water from RS 12,000 to RS 11,000 is more due
to bed slope which is nearly flat, and it is significantly varying between RS 11,000
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Fig. 2 Water surface profiles along the river
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and RS 1000 as bed gradient varies, and these results show that the Bantwal area is
sensitive to deformation of bed slope of the river and water level fluctuations.

4.2 Wetted Cross Section

The wetted cross section is shown in Figs. 3, 4, 5, respectively, at Uppinangadi
(Section RS 11,000), Intermediate station (Section RS 4000), and Bantwal (Section
RS 1000). Result shows that the wetted cross section is wider at RS 11,000, and larger
at cross sections RS 4000 and narrow at RS 1000 and the flow is decreasing upstream
to downstream. These results show that the increase of roughness coefficient water
level profile is nonuniform and shows as a gradual variable. Thus, the water level
decreases from upstream cross sections to downstream, and this consequently leads
to the decrease of flow capacity in the floodplain.

4.3 Volume of Water

Figure 6 shows that the water of volume in upstream is more than down streams due
to the width of flow, flow velocity, and is more in upstream.
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Fig. 3 Wetted cross section at RS 11,000 (upstream section)
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Fig. 5 Wetted cross section at RS 1000 (downstream section)

4.4 Flow Velocity

Figure 7 shows the flow velocity along the river. Velocity of flow in river is less in
section RS 12,000 to RS 11,000. In section RS 1000, highest velocity was observed.
These results show that the variations in the flow velocity are due to the significant
changes in the bed morphology of Nethravathi River and the roughness coefficient

effect.
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Rating Curve

Figure 8 shows the rating curve for different Manning’s coefficient. From the figure,
it is observed that the accuracy of the result depends on accurate representation of
channel geometry and Manning’s coefficient.
Figure 9 shows comparison of predicted discharge versus observed discharge.
From the figure, it is observed that they are in good agreement.
Figure 10 shows stage discharge relationship at RS 1000.
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Conclusions

The simulation shows that the computed rating curve matches well with the observed
rating curve. Bantwal area is sensitive to deformation of bed slope of the river and
water level fluctuations. The variations in the flow velocity are due to the significant
changes in the bed morphology of Nethravathi River. The accuracy of the result
is depending on accurate representation of channel geometry and Manning’s coef-
ficient. Changes in riverbed morphology influence the increase in depth of flow in
rivers
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Effect of Temporal-Based Land )

Use-Land Cover Change Pattern e
on Rainfall Runoff

B. Aneesha Satya, M. Shashi and Deva Pratap

Abstract High-resolution satellite imagery was often used to study the spatial pat-
terns and temporal changes by analyzing Land Use—Land Cover (LULC) changes
using rapid urbanization, thereby increasing the impervious areas has an increasing
effect on runoff in urban areas. The objective was to estimate the effects of temporal
change based LULC on rainfall runoff. A LULC classified map of the year 1995
derived from the Landsat TM satellite image was used as input for a Runoff model
with the precipitation data. A similar procedure is carried out with a LULC classified
map of the year 2005 as an input into the model, along with similar precipitation
data and calibration parameters. The comparison of the outcomes shows an increase
in runoff volume and peak discharge between the times because of LULC.

Keywords LULC - Satellite imagery - Rainfall - Runoff

1 Introduction

Urban change is the result and consequence of the urbanization process. Urbanization
is a population migration from rural to urban areas and happens because of the high
natural urban population increase. In developing countries population increase as well
as immigration from the rural area toward urban area [1]. The urban change brought
severe losses for cropland, vegetation cover, and water bodies and responsible for
decreasing of air quality, increasing of local temperature, and deterioration of water
quality of ground and surface water. The world is becoming rapidly urbanized and this
process needs to be monitored so that decision makers have up-to-date information
concerning land use to make sound decisions on future development. Geographic
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Information System (GIS) combined with Remote Sensing (RS), Global Positioning
System (GPS) have been widely applied and found as powerful tools for detecting and
analyzing urban change at all scales. It can be used in inventorying the environment,
observing, and assessing the changes as well as forecasting the changes based on the
existing situation and it is a standard tool for management of natural resources [4]. RS
and GIS for urban change analysis require the acquisition of data set, classification
of images using efficient algorithm and analysis of the change. Remotely sensed data
is a useful and effective tool for urban change detection analysis because it is easily
accessible and some images are available free of cost at USGS website [5]. Change
Detection (CD) is the process of identifying differences in the state of an object
by observing it at different times and it can be applied in many areas. In general
objective, CD in RS is considered to identify the geographic location and detect the
changes, identify the nature of change, measure the area of change, and assess the
accuracy of change [6]. The objective was to estimate the effects of temporal change
based LULC on rainfall runoff. A LULC classified map of the year 1995 derived
from the Landsat TM satellite image was used as input for a Runoff model with the
precipitation data. A similar procedure is carried out with a LULC classified map
of the year 2005 as an input into the model, along with similar precipitation data
and calibration parameters. The comparison of the outcomes shows an increase in
runoff volume and peak discharge between the times because of LULC. The paper
highlights the key inputs required for simulation and assessment of the behavior of
temporal changes in LULC.

2 Materials and Method

2.1 Data Source

The Landsat data with 30 m resolution is downloaded for the study area for the
years 1995, 2005 from the website USGS. Supervised classification is carried out to
prepare the LULC map of the respective years in ERDAS IMAGINE. Soil data for
the area was collected from the irrigation department, GWMC, Warangal, Telangana
and the types of soil distribution were mapped.

2.2 Study Area

Warangal Municipal Corporation (WMC) shown in the Fig. 1, with an area of about 80
km?, lies between 17°46 and 18°13, is a tri-city comprising of the areas of Kazipet,
Hanmakonda, and Warangal. While Kazipet is the railway center with the location
of Locomotive sheds, Hanmakonda is the central part of the city with predomi-
nantly educational institutes and the new residential and commercial areas devel-
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Warangal
Urban

Warangal City

Fig. 1 Study area location map

oping around. The total population of Warangal city was 5.3 lakhs in 2001 which
increased to 6.3 lakhs in 2011, registering a decadal growth of about 19%. The pop-
ulation of the urban spread was 7,33,278 as per 2001 census while it was 8,75,242
as per 2011 census with a decadal growth of 19.36%. Average annual precipitation
is 970 mm, mainly occurs during the rainy season of the year.

3 Methodology

For the study area, the SRTM Digital Elevation Model (DEM) was downloaded from
USGS and Fig. 2 presents the elevation map of the study area. The soil map of the
area is prepared using ArcGIS. In the study area as shown in Fig. 3, three types
of soils (clay loamy, sandy clay loam, sandy loam) were present. LULC layers for
the years 1995 and 2005 were prepared. Using the SCS Curve Number method, the
respective layers as input runoff are calculated for the area. Finally, the spatial and
temporal changes were compared and produced for analysis.
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Fig. 2 DEM considered for the study area

3.1 Generation of CN Map

In order to generate the CN map of WMC, the extension of CN in ArcMap is used.
The soil raster and LULC map generated were given as inputs to intersection tool
and a hydrological soil group was noted, where we get a polygon shapefile as output
which is amerged soil-land map. Then the CN value for every polygon of the soil-land
map was allotted appropriately based on.
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Fig. 3 Soil map prepared for Warangal district

CN = (Z (CN; x Ai)> /A

where

CN weighted curve number.

CN; curve number from 1 to any no. “n”.
A; area with curve number.

CN; A the total area of the watershed.

3.2 Usage of SCS Model for the Estimation of Runoff

The Soil Conservation Service Model otherwise called the Hydrologic Soil Cover
Complex Model is an adaptable and generally utilized system for runoff estimation.
The model uses runoff-creating ability communicated by a numerical value (Curve
Number) changing between 0 and 100. Soil Conservation Service (SCS) Model is
used to assess runoff potential. LULC, soil, precipitation information were utilized
as the contribution to create yearly runoff potential and the diagrams were plotted.
The CN unadjusted value is higher in contrast with CN balanced with a slant. In this
way, the created bend numbers might be utilized for the forecast of runoff from an
ungauged watershed.
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Table 1 Percentage of the LULC classes areas in the years 1995 and 2005

Classes Percentage (%) of the area in the Percentage (%) of the area in the
year 1995 year 2005

Built-up 11.172 16.79046

Agricultural land | 82.33112 56.41422

Wastelands 4.161711 24.16947

Water bodies 2.334348 2.625852

4 Result and Discussion

Giving DEM as an input to the hydrological tool in ArcMap, WMC was delineated
into five sub-watersheds. Supervised classification is carried out on the satellite data
for the study area and is presented in Table 1. Based on supervised classification,
the classes namely water bodies (2.334%), wasteland (4.161%), agriculture land
(82.331%) and settlements (11.172%) were identified in the year 1995 as shown in
Fig. 4 while in the year 2005 it is observed as water bodies (2.6258%), wasteland
(24.169%), agriculture land (56.414%) and settlements (16.790%) as shown in the
Fig. 5. Further LULC and Soil map merged data was used for the generation of
CN. Curve Number: The USDA curve number [9] modified as per Indian conditions
was used to assign the curve number to individual polygons created based on the
hydrological soil groups and land use classes of respective areas. When the 1995
LULC was given as input for runoff modeling the surface runoff was 154 mm in the
year 1995 and 223 in the year 2005, the variations in the surface runoff during the
time periods considered from 1995 to 2005 is shown in the Fig. 6. When the 2005
LULC was given as input for runoff modeling the surface runoff was 208 mm in the
year 1995 and 294 in the year 2005, the variations in the surface runoff during the time
periods considered from 1995 to 2005 is shown in the Fig. 7 showing an increase
in the peak as Table 1 shows that there is an increase in built-up area, increasing
impervious surface.

5 Conclusions

Remote detecting and GIS technique is an incredibly strong choice or time tested tra-
ditional steady system to our standard strategy for examination, arranging, observing,
demonstrating, information putting away and basic leadership process. Satellite pic-
ture is basic for recognizable proof of the wide physical features, for stream arrange,
arrive use/arrive cover, soils surface, water bodies and so forth. LULC is a basic
parameter commitment of SCS model that could be settled accurately with the help
of this framework. With the help of remote Sensing, GIS and SCS demonstrate, it is
possible to make organization game plans for use and headway of the region.
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Effect of Land Use-Land Cover Change m
on Runoff Characteristics in Mumbai il
City
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Abstract Change in Land use and Land cover (LU/LC) impacts the runoff attributes
of a drainage basin to a huge degree, which thus, influences the surface and ground-
water accessibility of the zone, and hence prompts furthermore change in LU/LC.
Consequently, it becomes essential to survey the impact of variation in LU/LC on
the runoff characteristics of an area. Such an examination can adequately be accom-
plished by utilizing watershed simulation models with coordinated GIS framework.
In this study, the change in land use—land cover of Mumbai city is detected and ana-
lyzed. Hydrological modeling is performed by SWAT to simulate runoff from the
basin. The results of SWAT modeling were calibrated and validated using SWAT-
CUP by SUFI-2 method. It was observed that the exponential increase in urbanization
resulted in an increase in simulated runoff in Mumbeai for the past two decades (from
1995 to 2016).

Keywords Geoinformatics + RS + GIS - LU/LC - SWAT * Runoff

1 Introduction

To suit the amplified urban populace and in addition their exercises, individuals have
prompted changes in land use—land cover (LU/LC) quickly in temporal and spatial
scales. LU//LC change assumes an essential part in the runoff generation due to
adjustment in other hydrological processes. This has brought about the decrease in
peak time for the flood hydrograph. The peak discharges reach the outlet in a short
interim of time causing a surge in intensity and frequency of flooding. Hence, to
accomplish a superior planning, administration and practical improvement of the
watershed, proper understanding, learning and evaluation of the effects of LU/LC
change on the watershed hydrological process are of extraordinary significance to
foresee the flood potential, flood hazard, and flood risk. To evaluate changes in the
overflow generation at different spatial and temporal scales, LU/LC change exam-
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ination is particularly required. Land use and land cover changes may have four
noteworthy direct effects on the hydrological cycle and water quality: they can cause
floods, droughts, changes in stream and groundwater systems, and they can influ-
ence water quality [10]. The investigation of effects of land use change has fascinated
researchers [5, 9] who, through their studies, tried to comprehend land use change, its
circumstances, and end results. Ott and Uhlenbrook [8] opined that LU/LC may have
both immediate and long-lasting impacts on terrestrial hydrology, altering the bal-
ance between precipitation, evapotranspiration (ET) and the resultant runoff. Dams
[3] stated that since the era of industrialization and rapid population growth, land
use change phenomena have strongly accelerated in many regions. Coutu and Vega
[2] conducted a study on the East Branch of the Brandywine Creek Watershed and
observed that surface runoff has risen about 12.15-20.8% in the year 1992—-2000 due
to the significant increase in urban area.

The current study examines the land use and land cover change and its effect
on the hydrological regime of Mumbai, India. The fundamental goal of the present
study is to evaluate the process of urbanization with reference to the spatial and
temporal variation of the LU/LC change for the area of Mumbai in India. The satellite
image of the year 1995 through the satellite image for the year 2016 is used to
find the spatiotemporal LU/LC changes. This LU/LC change is used to generate
the hydrological model in ArcSWAT. The impact of LU/LC change on flood peak
discharges and runoff volume is assessed. The trend of land use change between
1995 and 2016 was used because during that time the effects of land use change in
Mumbai Region had been severed. Hence the objectives of the current study are (i)
To analyze the change in land use and land cover from the year 1995 to 2016. (ii) To
estimate the daily and monthly surface runoff in Mumbai City and (iii) To analyze the
impact of LU/LC change on runoff characteristics during this period (1995-2016).

2 Study Area

Mumbai city in India as shown in Fig. 1, lies at 18°55’ North and 72°54' East, consists
of four rivers such as Mithi, Poisar, Dahisar, and Oshiwara. These rivers originate
from the hilly region and flow toward west to join the Arabian Sea through creeks.
The city is surrounded by the Arabian Sea and is intercepted by creeks namely Malad,
Mahim, Mahul, and Thane creeks. The city consists of two distinct regions: Mumbai
City district and Mumbai Suburban district, which form two separate revenue districts
of Maharashtra. The city district region is also commonly referred to as the Island
City or South Mumbai. The total area of Mumbai is 603.4 km? of this, the island city
spans 69 km?, while the suburban district covers 368.1 km?, together accounting for
437.71 km? under the administration of Municipal Corporation of Greater Mumbai
(MCGM).
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Fig. 1 Location map of the study area

3 Data Collection

The following dataset is collected for the study purpose.

e Landsat imageries of spatial resolution 30 m were collected from USGS (United
States Geological Survey) for the years 1995, 1998, 2000, 2002, 2008, 2011, 2013,
and 2016.

e The SRTM (Shuttle Radar Topography Mission) 90 m Digital Elevation Model
(DEM) of the study area was obtained from Consortium for Spatial Information
(CGIAR-CSI).

e Soil data was collected from the Food and Agricultural Organisation of the United
Nation (FAO).

e Meteorological data like daily precipitation, minimum and maximum temperature
were collected from the National Climate Data Centre (NCDC).

e Thedaily discharge data at gauge station was collected from India Water Resources
Information System (WRIS).

4 Methodology

The collected imageries of Mumbiai city for the years 1995, 1998, 2000, 2002, 2008,
2011, 2013 and 2016 were processed in ArcGIS platform through the processes
like preprocessing, classification and post-processing. Preprocessing includes geo-
referencing, mosaicking, image clipping and generating the shapefile for the study
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area. False Color Composite (FCC) was produced for the collected satellite images
for different years and further analysis was carried out. Maximum likelihood classi-
fication (MXL) technique was employed to classify the study area into four different
types of land covers like vegetation, water body, barren land, and urban land. High-
density urban area, low-density urban area, roads, and airport were categorized into
one land cover, i.e., urban land. In water body class, rivers and lakes were taken into
account. Dense vegetation, light vegetation, and forest were included under vegeta-
tion land cover. Mountain, unused fields, barren lands were categorized in barren land
type. As a part of post-processing, the classification result obtained above through
the application of MXL is assessed for its accuracy. Accuracy assessment is advanta-
geous for checking the validity for the classification approach for evaluating errors.
Two sourced elements of information are then compared: the classified map and the
ground information (reference data) from Google earth. The partnership amongst
the classified map and the reference data is summarized in a mistake matrix or con-
fusion matrix or a contingency table [4, 6]. Thus, LU/LC maps for the study area
were obtained for different years by using geospatial technologies and the change in
LU/LC was also detected. Runoff is simulated by employing these LU/LC changes
through Soil and Water Assessment Tool (SWAT).

SWAT is a consistent, long term, physically based conceptual model. This model
operates at basin scale on daily time step [1]. It is a hydrologic model with ArcView
GIS interface which has been developed by the USDA-ARS and the Blackland
Research and Extension Centre. Within SWAT model, the catchment is primarily
split into sub-basins or sub-watersheds predicted on topographic criteria accompa-
nied by further division into a series of Hydrological Response Units (HRU) on
the basis of soil type, slope, and land use combinations. Generally, water enters by
means of precipitation into the SWAT watershed system. In the model, flow routing
and water quality analysis is carried out based on HRU to each sub-basin and even-
tually into the outlet of the watershed. In the current study, SWAT 2012 model is
integrated with Arc GIS software for runoff simulation in the study area.

The model was set up with the aid of ArcSWAT that runs under the ArcGIS
environment. The setup consisted of preparation of input data like delineation of
the watershed using the digital elevation model (DEM), HRU definition using soil,
slope, land use, and agricultural practice data and preparing LU/LC maps for different
years. Meteorological data like precipitation, minimum and maximum temperatures
collected from NCDC and solar radiation, humidity and wind speed obtained from
weather generator tool in ArcSWAT were fed to the model. After the input of the data,
calibration and validation are performed. The detailed methodology is explained in
terms of a flowchart shown in Fig. 2.

For SWAT simulation, a warm-up period of 2 years (1992-1994) was taken. The
model was calibrated for 7 years (1995-2002) of data and validated for 4 years
(2004-2007). The calibration and validation of the model were done using SWAT-
CUP tool using SUFI-2 (Sequential Uncertainty Fitting version 2) algorithm. Prior
to the application of SUFI-2 for calibration, the most sensitive parameters were
selected by running the sensitivity analysis. Out of all parameters considered for
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sensitivity analysis, only 24 were found effective for monthly flow simulation. 24
most sensitive parameters for the stream flow assessment were considered for the
model parameterization and calibration process.

5 Result and Discussion

Using the methods described above, LU/LC maps were prepared for the study area
over two decades. The remotely sensed data reveal that substantial changes took
place over the study area during these years i.e. from 1995 to 2016. Figure 3 and
Table 1 indicate the change in LU/LC during these years. An increase of 16.4 km?
of urban land is observed from 1995 to 2016. The average increase rate was 0.713%
annually. During this period, Mumbai City has undergone a massive expansion. The
forest area and barren land decreased from 22.16 km? and 23.07 km? in 1995 to
18.37 km? and 10.88 km?, respectively, in 2016 (Table 1). From Fig. 4 it can be
observed that the Mumbai city shows an exponential growth trend in urbanization
from the year 1995 to 2016.

It is evident from Table 1 that, there has been a significant land use and land cover
change in the area where the forest and vegetation land covered 32.11% in 1995
decreased to 28.46% in 2002 and further decreased to 26.62% in 2016. However,
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Fig. 3 LU/LC maps of Mumbai city
Table 1 LU/LC of Mumbai city from 1995 to 2016
LU/LC (%) Year
1995 1998 2000 2002 |2008 |2011 |2013 |2016
Urban 31.98 |34.01 |36.58 |38.25 |4524 4746 |51.11 |55.74
Water body 2.48 2.33 2.21 2.14 1.94 1.96 1.79 1.87
Forest and vegetation |32.11 |29.76 |28.67 |28.46 |27.22 |28.17 |27.34 |26.62
Barren land 3343 3391 |32.54 |31.16 |256 2241 |19.76 | 15.77
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Fig. 4 Urbanization growth trend of Mumbai
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the area occupied by urban land cover increased from 31.98% in 1995 to 36.58% in
2000, 45.24% in 2008 and 55.74% in 2016. The area occupied by barren land showed
a slight increase from 33.43% in 1995 t0 33.91% in 1998, then it decreased to 25.6%
in 2008 and 15.77% in 2016. The variation showed by water body land cover is very
little, it decreased from 2.48% in 1995 to 1.87% in 2016. These changes have been
attributed to the expansion and intensification of urban areas to satisfy the demands of
the increasing population. For the period covered by the study, the classified Landsat
images across the study area revealed the decrease by 5.5% of forest and vegetation
land, the built-up area increased by 23.77% while barren land decreased by 17.66%.
During this period the land cover occupied by water body decreased by 0.61%.

Figure 5 shows a comparison between calibrated and observed discharges from
1995 t0 2002. From SWAT-CUP analysis, Nash—Sutcliffe efficiency (NSE) was found
to be satisfactory for both the calibration period and validation period. NSE was
found to be 0.88 and the correlation coefficient R? was found to be 0.95 (Fig. 6)
for the calibrated data for discharge. The same was found as 0.59 and 0.77 (Fig. 7)
respectively for the validated discharge. Thus, the result is quite satisfactory [7] and
can be accepted.
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Fig. 5 Calibrated versus observed data for monthly time step

50 R=0.9499
y = 1.2806x + 0.0554

e L]

a2

40

’y-""
- ° P
@ 35 [ %
e o
Z 30 . r -~
Ic [ °
T B ° - ~
oo . -~
s 20 PR
- A
P * ®
£ 15 : 3_:_/ =
= »

10 _n2

% ®
-~y L
2 L)
"0
o e

5 10 15 20 25 30 35 40

Discharge(calibrated)

Fig. 6 Correlation between calibrated and observed discharge



(c) ketabton.com: The Digital Library

190 S. B. Manaschintan and S. S. Nalini

70 y=17603x-04005 R =0.7673

&0 L ] L ]

Discharge(observed )

0 5 10 15 20 5 30 35

Discharge(Validated)

Fig. 7 Correlation between observed and validated discharge

1400

1200

| |

Runoffimm)
g
——

400 |
200
" JUUUUULUUYUL Uul
SRR EEEEE AR R sdg8d=z83a¢
e B B T I I T S I A I I A SR e I B I I I s B I A I A B I A ]
Time(year)

Fig. 8 Simulated runoff for the study area from 1995 to 2016

From Figs. 8 and 9, it was observed that the surface runoff of the study area has
significantly increased from 1995 to 2016 although the change in precipitation inten-
sity in these years was very minimal. Due to abnormally high rainfall in 2005, the
study area witnessed a maximum surface runoff during the study period. The maxi-
mum monthly rainfall and surface runoff in 1995 was 1107.88 mm and 807.65 mm,
and for 2016 it was 1097.7 mm and 1248.7 mm, respectively. The increase in runoff
of 441 mm while rainfall quantity is almost same can be related to the variation in
land use—land cover of Mumbiai city or the rise in urban land use which promotes
impervious land that leads to less infiltration.
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6 Conclusions

In this study, the land use and land cover classification of Mumbai city were performed
by employing capabilities of RS and GIS. Then it was analyzed for variation in land
use and land cover. A hydrologic model was made in ArcSWAT for study area and
simulated for the time period spanning from 1995 to 2016. The hydrologic model
was calibrated and validated in SWAT-CUP and the effect on runoff due to land use
and land cover change was examined. The following conclusions are drawn from the
current research work:

e The urban land cover increased by 23.77%, forest or vegetation and barren land
decreased by 5.50% and 17.66%, respectively, from 1995 to 2016.

e The surface runoff of Mumbai city was increased significantly from 1995 to 2016,
although precipitation remained almost the same. It was caused by an increase in
urbanization, which leads to a surge in impervious land.
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Energy-Balance Approach e

Tripti Khanduri and Praveen K. Thakur

Abstract The energy balance of a snowpack derives the production of snowmelt
water. Proper budgeting of this energy driven processes is required for the efficient
management of water resources. The study area is a part of North-Western Himalayas,
i.e. Manali sub-watershed (area = 350 km?), situated in the Himachal Pradesh state,
India. The region experiences snowfall from December to February with January
being the coldest month. Meteorological data and remotely sensed data from Landsat
ETM+, IRS P-6 LISS-III and MODIS 8-day snow cover data product of the watershed
has been used as input. For simulation of energy-exchange process and estimation of
the amount of snowmelt generated, a physically based Utah Energy Balance model
was used. The model performances were found good and an agreement between the
observed and simulated values was obtained with few over- and under-predictions
and the coefficient of determination being 0.718 at the Manali outlet.

Keywords Snowmelt runoff - Energy balance - UEB model - NRCS-CN - VIC
routing model

1 Introduction

Computation of snowmelt from a watershed is made using either an energy bal-
ance approach or some index approaches. For energy balance approach information
regarding radiation energy, sensible and latent heat of the snowpack is required. Apart
from this, the energy transferred through rainfall over the snow and heat conduction
from the ground to the snowpack is also an important pre-requisite. On the other
hand, an index approach estimates snow cover energy exchange through an empiri-
cal formula using one or more variables. These variables include air temperature, net
radiation, vapour pressure, wind speed and solar radiation. One of the most popular
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methods for index approach is degree-day method. This method uses air temperature
for representation of energy flux. Air temperature is an easy parameter to measure,
extrapolate and forecast. It is found from the researches that vapour pressure, net
radiation and wind speed can significantly improve the snowmelt prediction [7]. A
recent advancement had been the use of the hybrid approach, which uses inputs of
both the energy balance and index methods [6].

A comparison of temperature index and energy budget method reveals that the
first approach has the advantage that air temperature is commonly observed, and its
areal variability can be easily estimated. However, being an index approach there is a
significant diversion between the index variable and snow cover heat exchange. The
advantage of this theoretical heat transfer approach is that the observed diversion can
be reduced. The disadvantage of this approach is that it relies on only one variable.
Most of the times the variables, such as solar radiation, long wave radiation and
albedo, are not observed but are estimated based on literature available and induce
errors [7]. Temperature index method simplifies the inputs required considering the
limitations of the basin in the availability of basic data. Though the temperature index
method is the most practical method for daily streamflow forecasting, the thermal
budget approach is needed for design flood determinations.

Energy-balance approach considers the actual energy exchanges taking place in
the process of snowmelt. Snow predictions can be improved using energy-balance
approach as it considers precipitation, wind, temperature, latent heats, net radiation,
albedo, energy content, water equivalent, cloudiness, vegetal cover, etc. instead of
temperature alone [7]. SEBAL is a similar energy balance approach given for evap-
otranspiration calculation, but it is applicable to agricultural fields. Variable Infiltra-
tion Capacity (VIC) model (snowmodel) also uses an energy balance approach to
represent snow accumulation and ablation on the ground. It assumes that the low-
lying vegetation is completely covered by snowfall and does not affect the ground
snowpack energy balance. Flerchinger [1] developed the SHAW model and used
it to simulate the energy and mass balance of the soil and snow cover as a single
system [7]. In this model, snowmelt functions accurately represent the energy bal-
ance processes involved but are too complicated to explicitly distribute over a grid.
Flerchinger [1] used the SHAW model in point mode, to do multiple simulations
over small drainage. This implied that if a physically-based model is distributed it
can provide detailed information on the impacts of spatially and temporally varying
snowmelt basin hydrology and soil moisture. SNTHERM model [2] can simulate
snow cover energy and mass balance accurately but requires extensive forcing and
snow cover structure data. SNTHERM also requires the input of snow structure and
conditions, during deposition events, so it has difficulty simulating the development
of the snow cover unless detailed deposition data are available.

Tarboton and Luce [8] showed that both snow deposition and ablation could be
simulated. In general, for wide applicability over mountain drainages parameterized
models are needed [4]. Utah Energy Balance (UEB) Model is used for understanding
snow processes and for runoff, erosion and water balance forecasting and modelling.
Among the various energy-balance models available, Utah Energy Balance Model
(UEB) is chosen for it being open source software, simple to operate, can be modified,
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calibrated and validated as per the requirement of the area. The model proves to be
simple in application to the area for the first time since this energy balance approach
has not been applied to the study area. Remote sensing approach, which has not been
implemented using the UEB model, is used in this study.

2 Study Area

The study area is the Manali sub-watershed (350 km?) situated at the north of Kullu
district between 32.23°-32.42°N and 77.05°-77.28°E, Himachal Pradesh (HP) in
India. The sub-watershed is a part of the Beas River, one of the major tributaries of
the Indus river system. The Beas River originates from Beas Kund glacier (elevation
of 4038 m) on the eastern slope of Rohtang pass in the Western Himalayas. It flows
in north—south direction and takes a turn near Larji (elevation of 957 m) towards the
west and then it maintains its flow again north—south and west direction. The area is
surrounded by districts of Kangra and Mandi in the east, Lahul in the north and Spiti
in the northeastern side, Kinnaur and Shimla in the southeastern part [3].

The area has a varied climate owing to its elevation difference (1800-5932 m).
The area generally experiences a normal low monthly maximum temperature due
to its altitude. The mean daily minimum temperature ranges between —15 and 0 °C
in January to mean daily maximums temperature between 20 and 30 °C in June.
June being the hottest month with a temperature above 20 °C and January being
the coldest month with temperatures below 2 °C. After the month of June, which is
the hottest month, the temperature continues to fall, and the lowest temperature is
observed in the month of January, which is the coldest month. The mean temperature
falls and goes in negative in January. The snowfall occurs in the month of December
and January [5] (Fig. 1).

The relative humidity is high in the months of May—June, which is the per-
monsoon period and July—September, which is the monsoon period and lower in
the months of October—January, which is the winter season. 70% of the annual rain-
fall occurs during monsoon season with frequent cloud burst events. Average annual
rainfall observed in the sub-watershed is 100 cm. Snowfall generally occurs in the
months of December and January at elevations above 2500 m. Heavy snowfall causes
high-altitude regions to cut off from the lower region as most of the mountain passes
are closed. August is observed the wettest month throughout the sub-watershed. The
maximum rainfall occurs during the months of July and August and minimum rainfall
occurs during the months of October—January. The maximum amount of snowfall
occurs in the months of December and January. In general, the climate is cold in the
entire watershed. The intensity of cold varies and is due to the differences in eleva-
tion and aspects. The effect of global warming is also observed from the breakout
of increasing diseases, insects and other hydro-meteorological events. Sudden cloud
burst events, heavy intensity rainfall in the monsoon season cause devastating floods
in this fan-shaped basin [3].
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Manali Sub-watershed

Fig. 1 Study area

The soils of this area are young and variable in depth, which increases from
inclined hill slopes to the valley. The categories of soil type found in the area are
rock outcrops, grasslands, forest soils and fluvial valley soil. The prevailing soil
types are categorized into three textural groups, coarse-loamy, loamy-skeletal and
rock outcrop. All these are formed according to the nature of parent rock material.
This categorization is also affected by the elevation, slope and aspect and prevailing
rainfall, temperature, vegetation covers etc. This soil classification is not based on
elevation alone but other mentioned aspects also. However, the river channel and
valley soil is mostly affected by location and elevation. Soil thickness in the valley
areas is more influenced by human activities [3] (Fig. 2).

Fig. 2 Soil texture map and drainage map
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3 Materials and Methodology

3.1 Materials Used in the Study

The remote sensing data and data products used in the study are enlisted in Table 1.
These products are available at no cost to the users worldwide. These are referenced
to the WGS84/EGM96 geoid.

Hydro-meteorological data required for the study was obtained from Automatic
Weather Stations (AWS) established by Snow and Avalanche Establishment (SASE),
DRDO in the sub-watershed. The data included information related to air tempera-
ture, precipitation, wind speed and relative humidity at three sites, namely, Dhundi,
Solang and Bahang. Table 2 enlists the software used in the study.

The overview of the methodology followed is given by Fig. 3.

4 Result and Discussions

See Tables 3 and 4, Figs. 4 and 5.

Table 1 Remote sensing data used for the study

Satellite/Sensor Date Spatial resolution (m)
ASTER GDEM 2009 30

Landsat ETM+ 2012 30

MODIS L-3 product (8-Day Snow Cover) | 2012 500

IRS P-6 LISS-III 29 October 2011 23.5

ALOS PRISM 26 September 2011 2.5

Table 2 Softwares used Softwares

Erdas Imagine
ArcMap
Envi

Utah energy balance (UEB) model

Variable infiltration capacity (VIC) routing model
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Fig. 4 Pre-calibration and post-calibration results
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Fig. 5 Validation results

5 Conclusions

In the first part of the paper, we applied an image fusion technique to improve the
LULC classification of the study area. The accuracy was found to improve by 15%
and the Kappa coefficient increased from 0.5918 to 0.8039. This was verified on field
and found to be appropriate with overall accuracy being further improved by 5% and
the kappa coefficient increased to 0.9036.

The paper also provides a technique to derive snow cover area (SCA) by incor-
porating vegetation cover (NDVI) within the NDSI approach. This has improved the
accuracy of extracted snow cover area, especially in the forested area of Manali sub-
basin. This was interpolated to compare with data products of MODIS on a weekly
basis. However, there were missing data in MODIS data product.
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In the final part of the paper, energy-balance of the snowpack was simulated
using the UEB Model. The model was improved by incorporating a variation of
snow density due to freshly fallen snow and variation of thermal conductivity of
fresh snow. Diurnal variation was obtained in the results with afternoon value being
greater than the forenoon value. These results follow the flow trends prevailing in the
sub-watershed. Further, this model needs improvement in the field of snow vegetation
interaction (detailed) and coupling with the flow routing model.
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Assessment of Reservoir Sedimentation )
and Identification of Critical Soil Erosion | @&
Zone in Kodar Reservoir Watershed

of Chhattisgarh State, India

Champat Lal Dewangan and Ishtiyaq Ahmad

Abstract Intense rainfall in a shorter span of time causes a huge amount of ero-
sion resulting in rapid deposition of sediment, consequently reducing the capacity
of reservoir. Thus, it is necessary to estimate reservoir sedimentation and identify
critical zones susceptible to erosion. With the help of RS and GIS technique, reser-
voir sedimentation and soil erosion have been assessed in Kodar river watershed.
LANDSAT-8 imagery is used to calculate the capacity at various elevations of the
reservoir. 14.39% of the reservoir capacity has been lost due to sedimentation in the
last 36 years when compared to the designed storage. RUSLE model is being applied
to estimate erosion. Thematic maps were prepared for various factors and overlaid
in GIS resulting in computation of erosion. The estimated average soil erosion is
5.50 tons/hectare/year. To identify the critical zones, watershed is isolated into 11
sub-watersheds out of which 5 are under critical zone which needs best management
practices.

Keywords RS and GIS - Sedimentation * Erosion - RUSLE

1 Introduction

In the current scenario, there are water crises particularly in the agricultural sector
as the rainfall intensity and rainy days are not uniform, resulting in maximum runoff
within a short period of time. It also causes the erosion of topsoil when the water
enters a reservoir, its velocity starts decreasing as the cross-sectional area of the river
increases toward the dam. Sediments from muddy water and bed load from the river
settle down in the bed of the reservoir, consequently reducing the storage capacity of
the reservoir and nowadays, there is a constraint for the construction of new major
reservoirs as feasible sites are not easily available. In such a condition, we need to
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enhance resiliency, reliability, and efficiency of the existing reservoir for the supply
of water at right time to the users. In order to assess the reservoir sedimentation, RS
and GIS-based method has been applied by many researchers [1-4]. Jain et al. [1]
determined the sedimentation in the Bhakhara reservoir with the help of multi-date
remote sensing data IRS-1B, LISS II and found that the average rate of sedimentation
is 25.23 Mm?/year, which is closer to the result obtained from Hydrographic survey.
Tiwari et al. [4] estimated the sedimentation rate of the Tehri reservoir with the help of
LANDSAT-5 TM imagery and SRTM DEM and found that the average sedimentation
rate is 12.52 Mm?/year. Pandey et al. [3] with the help of IRSP6/LISS III imagery
and NDWI method has used to identify open water feature and to enhance the water
pixels in the satellite imagery and found that 11.76% capacity has been lost by Patratu
reservoir in the life span of 44 years. Similarly, Narasayya [2] has carried out reservoir
sedimentation of Srisailam reservoir with the help of multispectral data from IRS
1C, 1D, and P6 for LISS III sensor. The sediment index computed including total
sediment deposition of 1960.842 Mm? in the last 28 years. Soil erosion is a process of
detachment, transportation, and deposition of soil particle from one place to another
[5], and sedimentation is the result of erosion of soil in the watershed area of the
reservoir. If erosion is less, sedimentation is less else sedimentation will be more if
erosion is more. Soil erosion from the watershed is determined by Ahmad et al. [6]
using RUSLE model and factor maps are prepared from remote sensing data for the
calculation of soil erosion in Tandula watershed. Pandey et al. [7, 8] used MUSLE
model and remote sensing data for the calculation of soil erosion in Karso watershed.
In this paper, the eroded soil of Kodar watershed has been evaluated and estimated
by using similar techniques and is found to be very effective.

2 Materials and Methods

2.1 Study Area

Kodar reservoir watershed covers the area of Mahasamund district, of Chhattisgarh
state, which is located in between latitude of 21° 01’ 00” N-21° 14’ 30” N and
longitude of 82° 10’ 30” E-82° 23’ 30" E. Kodar watershed have catchment area of
326.45 km? and the average annual rainfall is 1066.8 mm. The main river that flows
across the Kodar watershed is Kodar River, which is a tributary of Mahanadi River.
The Kodar reservoir was commissioned in the year 1980-81. The gross, net, and
dead storage capacities are 160.35 Mm?, 149.02 Mm?, and 11.33 Mm?, respectively,
and dead, minimum drawdown, and full reservoir levels are 286.04 m, 288.49 m,
and 295.336 m, respectively. Figure 1 shows the location map of the study area.
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Fig.1 Location map of the study area

2.2 Data Used

For the computation of sediment volume deposited in the reservoir, the satellite
imagery LANDSAT 8 OLI and LANDSAT 7 ETM are used which are downloaded
from USGS earth explorer from the year 2013 to 2017. The imagery was used to
extract the water spread area at different elevations of the reservoir. Data for the
water level, original area-elevation-capacity table of reservoir, rainfall data from the
year 1994 to 2016 and soil, and C and P-factor data is taken from the State Water
Resources Department, Chhattisgarh. DEM is downloaded from Alaska satellite
facilities of NASA and ESA.

2.3 Methodology

2.3.1 Estimation of Sediment and Revised Reservoir Volume

For estimation of sediment volume and revised reservoir volume, Normalized Dif-
ferential Water Index (NDWI) method is used which identifies and enhances water
pixel in the Remote Sensing Imagery. The equation given by Mcfeeters is used for
NDWI calculation is
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Fig. 2 Extracted water spread area at different dates

Green — NIR

NDWI = ———M—
Green + NIR

(D

where NIR is digital number in near-infrared band and green is digital number in
green band. This wavelength maximizes the reflectance properties of the water. The
index value lies between —1 and 1 having a threshold value of zero [9]. If NDWI
is greater than zero, then cover in the imagery is water and if equals to or less
than zero, the type of cover is other than water. McFeeters [9] states that “if digital
number value in near infra-red spectral region then digital number value of the water
pixel is comparatively less than the digital number value of the band blue and red,
then it should be classified as water otherwise not”. Then, water pixel boundary has
been digitized and water spread/submergence area at various levels of the reservoir
and storage is computed correspondingly with the help of trapezoidal formula. The
computation of water spread/submergence area and revised volume from imagery is
shown in Fig. 2 and Table 1.

2.3.2 Identification of Critical Soil Erosion Zone

For the identification of critical soil erosion zone, Revised Universal Soil Loss Equa-
tion (RUSLE) model, established by the Agriculture Research Service scientists
Wischmeier and Smith is used in which annual soil loss (A) of the area in tons per
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Table 1 Computation of water spread/submergence area and revised volume from imagery

S.no | Date R.L.in Submergence | Designed Revised Volume lost
meters area in km? | volume in volume in in
MCM MCM percentage
1 LSL 286.04 4.15 0 0 0
2 26/6/2016 | 287.27 5.67 7.42 6.01 0.94
3 1/5/2016 288.18 7.92 15.41 12.17 2.17
4 23/4/2016 | 288.52 7.98 18.79 14.87 2.63
5 3/2/2016 288.85 9.04 22.41 17.68 3.18
6 1/5/2013 289.56 10.9 30.76 24.74 4.04
7 23/4/2013 | 290.07 11.89 37.58 30.55 4.72
8 20/5/2014 | 290.59 13.24 44.94 37.08 5.27
9 217212017 | 291.05 13.28 51.86 43.18 5.82
10 1/11/2016 | 291.54 15.58 59.86 50.25 6.45
11 12/3/2015 | 292.05 17.14 69.06 58.59 7.02
12 4/3/2015 292.27 17.67 73.06 62.42 7.15
13 16/2/2015 | 292.72 18.81 82.14 70.62 7.73
14 31/1/2015 | 293.09 19.04 89.78 77.62 8.16
15 15/1/2015 | 293.43 19.46 97.04 84.17 8.64
16 30/12/2014 | 293.73 19.5 103.85 90.01 9.29
17 28/1/2014 | 294.07 20.47 111.63 96.81 9.95
18 20/1/2014 | 294.31 22.76 117.58 101.99 10.46
19 27/12/2013 | 294.61 23.85 125.67 108.99 11.19
20 25/11/2013 | 294.71 24.08 130.99 111.38 13.16
21 9/11/2013 | 294.89 25.82 133.78 115.87 12.01
22 14/9/2013 | 295.19 26.32 143.7 123.7 13.42
23 FRL 295.336 26.83 149.02 127.58 14.39
24 25/9/2014 | 295.47 27.29 - - -

hectare can be computed by the multiplication of the six factors, which affect the
soil erosion in GIS platform methodology as shown in Fig. 3. The formula used is

Rainfall Erosivity Factor (R)

A=RxKxLxSxCxP

@)

It refers to the Rainfall Erosivity index, which expresses the capability of rainfall
to erode the soil surface open in the atmosphere. From the various field studies, it
is found that Rainfall Erosivity index is a numerical value, which is proportional to
the product of kinetic energy of rainfall event and 30 minute maximum intensity
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[5]. For Indian condition in the wake of analyzing the information gathered from 45
stations conveyed in various zones all through India, a simple connection among the
Rainfall Erosivity index (R) and annual/seasonal rainfall (X) has been established
by Singh et al. [10] is

R, =79 +0.363 x X, 3)
R, =50 +0.363 x X, 4)

Accordingly, the computation of R-factor for Kodar watershed has been done in
Table 2.
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Table 2 Computation of R-factor for Kodar watershed

Station Rain gauge name | Longitude | Latitude | Mean annual Annual R-factor
rainfall (mm) (MJ mm ha~!
h1)
1 2 3 4 5 6
1 Kodar 82.18 21.2 1283.37 544.86
2 Bagbahara 82.43 21.05 985.26 436.65
3 Pithora 82.52 21.26 1022.49 450.16

R factor map of the investigation region is shown in Fig. 4

Soil Erodibility Factor (K)

It refers to the various soil properties on which a soil becomes susceptible to get
eroded by water/wind. It is essentially the rate of a vulnerability of soil particles to
the erosion per unit of Rainfall Erosivity index (R) for a predetermined soil in a unit
plot having 9% uniform slope and length of 22 m. The value of K depends upon
the particle size parameter (M) of soil, which can be calculated by summation of
percentage of silt and percentage of fine sand multiplied by 100 minus percentage of
clay, percentage of organic matter (a), soil structure code (b), and permeability class
(c) [11]. The formula used for computation of K is

K=28x107"xM"12—-a)+43x1072(b—-2)+33x107(c—3) (5)

Accordingly, the computation of K-factor for Kodar watershed has been done in
Table 3.

Topographic Factor (LS)

The erosive potential of a particular soil with slope length and slope steepness is
represented by Topographic Factor (LS). Transportation of detached soil particle due
to rainfall and surface runoff is affected by this factor. On steep ground, erosion is
more as compared to flat region due to flow velocity is more in steep ground and less in
flat ground. Due to the accumulation of runoff from larger area in longer slope, erosion
is more as compared to shorter slope. The degree of slope (S) factor is the connection
of soil loss in real slope to the form having 9% slope under the indistinguishable
circumstance [6]. With the help of Digital Elevation Model, LS factor has been
prepared in GIS. The formula used for the computation of Topographic Factor LS
factor is

2 0.5
LxS= (m> x (0.065 + 0.045 x S +0.0065 x $2) 6)
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Table 3 Computation of K-factor for Kodar watershed

Location | Soil % of % of silt | % of M a b c K-factor
no code fine clay
sand

1 2 4 5 6 7 8 9 10 |11
1 657 11.03 11.32 1.80 2668.59 |1.62|3 1 0.15
2 670 11.03 11.32 1.80 2668.59 |1.62|3 1 0.15
3 670 11.03 11.32 1.80 2668.59 |1.62|3 1 0.15
4 746 3.20 26.87 3.22 2910.32 197 |3 2 0.20
5 746 3.20 26.87 3.22 2910.32 197 |3 2 0.20
6 746 3.20 26.87 322 2910.32 197 |3 2 0.20
7 689 8.60 23.87 12.22 2850.38 [2.03 |3 1 0.20
8 689 8.60 23.87 12.22 2850.38 [2.03 |3 1 0.20
9 733 4.47 14.12 2.14 1819.22 | 1.21|3 3 0.15
10 747 10.03 19.83 0.00 3086.00 |0.86|3 2 0.24
11 747 10.03 19.83 0.00 3086.00 |0.86|3 2 0.24

K factor map of the investigation region is shown in Fig. 4

where A is flow accumulation in each raster cell, and LS factor map of the investigation
region is shown in Fig. 4

Crop Management Factor (C)

The proportion of soil loss from ground under particular crop to the soil loss from
a continuous uncultivated land, provided that the rainfall conditions, soil type, and
slope are identical is known as Crop Management Factor. The cropping pattern
influences the soil erosion in many ways by their various features like the type
of crop, cover quality, root growth, and water used by rising plants [5]. C-factor
modifies the volume of runoff, drop size distribution, and kinetic energy of rainfall
also reduce the velocity of the runoff. C-factor value is shown in Table 4 and the map
of the investigation region is shown in Fig. 4.

Conservation Practice Factor (P)

The proportion of soil loss under a given conservation practice to the soil loss from
up and down the slope. The conservation practice mainly consists of bunding, strip
cropping, contouring, and terracing in which the most effective practice in medium
slope range of 2—7% is contouring. Generally when land slope decrease from medium
to zero, the effectiveness of contour tillage to reduce the soil loss get reduced as
compared to the non-contoured tillage form. Similarly when land slopes increases
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S. no Land use Area (km?) Percentage area | C-factor P-factor
1 2 3 4 5 6

1 Agricultural Land | 235.23 72.06 0.28 1

2 Forest 6.23 1.91 0.011 0.8

3 Scrubland 3.57 1.09 0.21 1

4 Water bodies 27.72 8.49 0.009 0

5 Build up 0.11 0.03 0.024 1

6 Deg. forest 47.00 14.40 0.011 0.8

7 Other wasteland 6.57 2.01 0.28 1

from medium to steep, the contour row diminishes its capacity to reduce the soil
erosion as it is having a very few capacities to retain the water on the soil surface
[5]. P-factor value is shown in Table 4 and map of the investigation region is shown

in Fig. 4.

The raster layer of the above parameters is prepared in GIS platform and by
overlay operation, the average annual soil erosion is computed sub-watershed wise.
Sediment rate of the Kodar watershed is 164,164 tons/year. Sub-watershed which is
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having maximum erosion is taken as critical of soil erosion where catchment area
treatment is required at the earliest. Annual soil loss and critical soil erosion zone
map of the investigation region is shown in Fig. 4.

2.3.3 Validation of the Result

Joglekar analyzed the data from various reservoirs in India and abroad and observed
that the sediment yield rates are as follows:

0.00597 3 2

Ao = — 521 Mm’/Km~/Year @)
where A is Watershed area in km? [12].

By applying the Joglekar’s formula, the annual sediment yield rate of Kodar
watershed was found to be 178,583 tons/year.

Along these lines, the assessed soil loss from the Kodar watershed utilizing USLE
contrasted and sediment yield using Joglekar’s formula is 0.92 times assuming sed-
iment density 1.10 tons/m? which is a good result.

3 Result and Discussion

In remote sensing and GIS-based method, the revised capacity of reservoir and sedi-
ment volume has been computed with the help of LANDSAT imagery. It is available
free in the recycle period of every 16 days. In this study, the imageries are taken at
approximately each 5% capacity of reservoir so that the capacity can be computed
precisely. Total sediment deposited in the reservoir is 21.44 MCM at various ele-
vations of the reservoir, which is 14.39% of the total capacity in the last 36 years
(1981-2016) when compared with the original designed capacity. The compara-
tive graph is shown in Fig. 5. With the help of RUSLE model, annual soil loss of
the watershed has been calculated in which 80% area is having soil loss of 0-5
Tons/hectare/year, 8% area is having soil loss of 5—15 Tons/hectare/year, 10% area
is having soil loss of 15-50 Tons/hectare/year, and 2% area is having more than
50 Tons/hectare/year soil loss. The average annual soil loss in the study area is 5.5
Tons/hectare/year. The model is validated using empirical relation and result is 0.92
time of the calculated value. For identifying the critical soil erosion zone, the whole
watershed is divided into 11 sub-watersheds in which five, namely 4, 5, 7, 9, and 10
are coming under critical zone as they are having average annual soil loss more than
6.0 Tons/hectare/year. Thus, requiring catchment area treatment on priority basis.
The method used is widely accepted, effective, time, resource, and cost saving
for the reservoir sediment assessment and prioritization of the erosion prone area for
catchment treatment so that we can manage the reservoir system within the limited
time and resources. Water Resources Department can perform this type of study time
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to time in the office itself and can monitor and manage the sediment and water storage
requirement for the various demands in their juridiction area. Also, the farmers of the
catchment area will have awareness about the erosion of their agricultural land, how
the fertility of land can be protected so that we will have control over the reservoir
sedimentation and volume of water stored in the reservoir for effective and efficient
use of the soil and water resources of the nation. In the current scenario of climate
change, the rainfall pattern is totally affected, and in such a situation, we will have to
secure our water storage in the reservoir to fulfill the demand of various users, i.e.,

farmers for irrigation, drinking water, industrial water, daily purpose, etc.
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Application of Geographic Information m
System and HEC-RAS in Flood Risk Qi
Mapping of a Catchment

Swarnadeepa Chakraborty and Sujata Biswas

Abstract Flood is one of the catastrophic outbreaks, which ravages the normal
functioning of a society whose aftermath is experienced by more or less throughout
the world. In this context, the present study has been focussed to analyse the flood risk
based on flood hazard and vulnerability using HEC-RAS model in GIS environment
for a portion of Ajay River catchment lying in the states of Bihar, Jharkhand and
West Bengal. Flood hazard map has been obtained using a multi-criteria evaluation
technique. Steady flow analysis has been carried out using one-dimensional hydraulic
model HEC-RAS in conjunction with GIS to generate inundation area and classify
the hazard map based on the depth of inundation for 10 years, 50 years and 100 years
return period. Land use characteristics and population density of the study area have
been taken into account for vulnerability analysis. The risk analysis classifies the
area into different categories of flood hazard zones for various return periods. The
study will help in preparing the strategies for flood preparedness and in turn flood
mitigation of the area.

Keywords Flood risk - Vulnerability - HEC-RAS - GIS

1 Introduction

Floods are the most recurring, unpredictable devastating natural hazards in the world,
unfortunately, experienced almost every year by some parts of the world of varying
magnitude. As a result, the floods are responsible for claiming more lives and caus-
ing more property damage than any other natural phenomena. Overtopping of banks,
topographical and hydrological frailty, failure of the existing dams, excessive rain-
fall in short duration are not the only factors affecting the flood. Considering the
rapid urbanization assisted by deforestation, encroachment of floodplain and several
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human activities leading to the environmental conflict has stood liable for various
natural hazards.

Although most of the parts of India are affected by monsoons, it varies from heavy
to scanty on different parts, therefore, there exists a great regional and temporal
variation in the rainfall distribution. India is one of the worst-affected flood country
in the world where millions of lives are lost due to flood. About 40 million hectares
or nearly one-eighth of India’s geographical area is flood-prone [1]. The worst state
is West Bengal where 55.43% of the total geographical area is flood-prone [2].

River Ajay appears as a wide, sand-filled channel in dry season but eventually
grows voluptuous in monsoon due to excessive rainfall. Two remarkable floods in
the year 1978 and 2000 marked the historic presence of the river in the downstream
areas. As the river passes through the rural areas and agricultural land, flooding
causes havoc losses both in terms of crops and lives.

Flood risk zoning aims at demarcating areas are likely to be affected by floods of
different magnitudes, probability levels and risks associated with living and economic
activities. The preparation of a flood hazard map for any region would be one of the
most crucial steps for implementing non-structural remedial measures to diminish the
risk of flood. The ‘Flood Hazard Map’ is a map that graphically provides information
on inundation (predicted inundation areas, inundation depth, etc.), in an easy-to-
understand format. This map delineates the flood hazard areas and also creates easily
read, rapidly accessible charts and maps, which facilitates the administrators and
planners to identify areas of risk and prioritize their mitigation or response efforts
[3]. The goal is to quickly evacuate local residents in a safe and proper manner in
the event of floods.

Remote sensing technology along with Geographic Information System (GIS)
has emerged as the key tool for flood monitoring in recent years for the benefit of
mankind. Satellite images can provide some information on flood inundated areas
for different magnitudes of floods for the last 10 years or so. The development in
this field has evolved from optical to radar remote sensing, which has provided all-
weather capability compared to the optical sensors for the purpose of flood mapping.
The main advantage of using GIS for flood management is that it not only generates
a visualization of flooding but also creates the potential to estimate probable damage
due to flood. Based on the flood extent, flood hazard maps for different return periods
have been prepared using remote sensing data and HEC-RAS, with an objective
of flood management programme that consists of flood forecasting, flood hazard
mapping and vulnerability analysis [4]. Utilizing the available database and software
tools, thematic maps has been ranked on the basis of the estimated significance in
causing flooding, thereby integrating the data layers in GIS environment by Weighted
Overlay Analysis using Raster calculator to prepare flood hazard risk zone map [5].
In recent years, risk-based approaches have drawn attention as a means of flood
management. The extent of flood hazard areas in Sindh Province and procuring
flood shelters have been modelled and mapped with the aid of object-based image
analysis (OBIA) along with remote sensing and GIS database [6]. The spatial extent
of a flood event in the Awash River basin has been portrayed in the inundation map
for 5% exceedance highest flows for various return periods through GIS and HEC-
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GeoRAS [7]. The hazard map thus prepared showed the total areas subjected to the
hazards as very low, low, moderate, high and very high-risk zones.

In the present study, an attempt has been made to analyse the inundation area in
part of the Ajay River catchment along with a flood hazard risk map, which has been
generated employing geomorphic, topographic and hydrological data using GIS and
HEC-RAS. This study specially aims at performing flood hazard and vulnerability
analysis for different return periods. Subsequently, combining both of them flood
risk analysis has been carried out. This analysis helps to classify different flood risk
zones which will help to take appropriate mitigation measures.

2 Study Area

A portion of the catchment of River Ajay was adopted as the study area (Fig. 1). It
originates from the eastern fringe of Chota Nagpur Plateau in the Munger district of
Bihar, flowing through the states of Bihar, Jharkhand and West Bengal. The upper
reach of the river passes through the hilly terrain with lateritic soil. It is only from
Ausgram in Bardhaman district, the Ajay River flows through alluvial plains. The
catchment area lies in the path of tropical depressions or cyclonic storms that originate
in the Bay of Bengal, which ends up with heavy rain spells during monsoon. The
average annual rainfall in the river catchment varies from 1280 to 1380 mm, with
75—-80% of the rainfall occurs during the four monsoon months of June—September.
The Ajay valley was densely forested with sal, piyasal and palash trees till recent
times, which is gradually reducing in numbers due to the developmental activities.
The extent of the study area is 5504 km?. The study area latitudinally extends from
23° 30" N to 24° 45’ N and longitudinally between 86° 18" E and 87° 57" E.

India

Wamates

Fig. 1 Map showing the study area
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3 Materials and Methods

Satellite images of IRS-P6 LISS-III (Date of Pass: 21 January, 2006) were procured
from NRSC, Hyderabad, which was utilized to prepare the land use map in this
present study with the aid of ERDAS IMAGINE 9.1 software. The Digital Elevation
Model (DEM) is prepared from contour data, which is digitized from the Survey
of India (SOI) topographical maps of 1:50,000 and 1:2,50000 scale. The population
density map was prepared by utilizing the census data of 2011 obtained from the
Directorate of Census Operations, West Bengal. The soil map was prepared from
District Planning Map Series collected from the National Bureau of Soil Survey
and Land use Planning, Kolkata. The rainfall data which is 0.5° gridded is obtained
from the India Meteorological Department, Pune from 1995 to 2005 was utilized to
develop the rainfall distribution map.

HEC-RAS is a Hydrologic Modelling System, which is mostly used to efficiently
carry out inundation analysis using energy equations to generate flood extent and
depth. HEC-GeoRAS is an interface between ArcGIS and HEC-RAS that enables
to create geometric data for importing it into HEC-RAS and again processes the
simulation results exported from HEC-RAS.

The Digital Elevation Model (DEM) was processed to create the Triangulated
Irregular Network (TIN). TIN is an essential prerequisite for preparing all the required
data sets as input for HEC-RAS simulation. Stream centerline, main channel banks
(left and right), flow paths and cross section were extracted from TIN in HEC-
GeoRAS interface prepared as an import file for HEC-RAS as its main input. The
annual maximum discharge data of River Ajay has been utilized to carry out flood
frequency analysis by Gumbel Extreme Value Type-I distribution to estimate the
peak discharge of River Ajay for different return periods. Manning’s n values, flood
discharge for various return periods and the boundary conditions in steady flow
analysis serve as major input for successful computation of water surface profiles.
After post-processing of HEC-RAS results in HEC-GeoRAS, the flood hazard and
vulnerability analysis has been carried out. Flood risk has been analysed subsequently
combining the both.

4 Results and Discussion

4.1 Flood Hazard Map

Multi-criterion evaluation technique AHP has been applied to assign the normalized
weights to the seven thematic layers (rainfall distribution, size of sub-watershed,
slope, drainage density, soil, land use classes and population density) by solving pair-
wise comparison matrix after determining their importance in case of flood hazard
mapping, and Arithmetic Overlay Analysis has been carried out in GIS environment
to classify the flood hazard risk zones. The flood hazard map shown in Fig. 2 has
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Fig. 2 Flood hazard zones

been categorized into five hazard zones, namely very low, low, moderate, high and
very high enclosing an area of 38.06 km?, 2254.95 km?, 1418.45 km?, 1335.66 km?
and 103.73 km?, respectively.

4.2 Water Surface Generation and Floodplain Delineation

Water surface profiles have been generated for individual cross sections by solving
the energy equations for subcritical flow regime with an iterative process. The water
surface profiles have been automatically generated within HEC-GeoRAS, which con-
tains stream network, cross section data, bank station data and bounding polygon.
Bounding polygon defines the extent of inundation mapping by connecting the end-
points of XS Cut Lines (Fig. 3). Based on water surface elevations of cross-sectional
cut lines and bounding polygon layer, water surface TIN is generated, delineating
a zone that connect the outer points of the bounding polygon. For each individual
water surface profile, floodplain extent (depth grid) and floodplain polygon feature
class was created that lead to the delineation of the floodplain. Figure 4 represents
the delineated floodplain over the water surface TIN.

4.3 Flood Hazard Analysis

Both hydraulic and hydrologic parameters are responsible for flood hazard. The
flood hazard analysis of the study area has been carried out for 10 years, 50 years
and 100 years return period by overlaying flood depth grid with the TIN which are
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Fig. 3 Streamline, cross sections and the bounding polygon

Fig. 4 Water surface TIN and floodplain delineation

shown in Fig. Sa—c, respectively. The subsequent maps show that the percentage
of inundated area in the downstream is much more compared to upstream and the
middle portion of the river. The percentage of total inundated area in these various
return periods are graphically represented Table 1.

The above Table 1 illustrates that the percentage of total inundated area under
the risk category of high and very high has increased considerably for 100 years
return period with respect to 10 years and 50 years. This shows that the increased
probability of flood hazard is augmented with the increase in the return period.
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:;l:gaie dpggf?;?gleOO;ears, Risk category | Percentage of inundated area

50 years and 100 years 10 years 50 years 100 years
Very low 61.88 61.73 37.75
Low 26.21 26.30 26.71
Moderate 10.29 10.33 17.82
High 1.38 1.39 12.10
Very high 0.24 0.25 5.62

Table 2 Vulnerable areas for Land use classes | Area (ha)

10 years, 50 years and

100 years return period 10 years 50 years 100 years
Sand 1302.71 1336.57 1350.04
Fallow land 3348.05 3487.96 3545.45
Open forest 55.16 58.49 59.71
Dense forest 60.82 63.63 64.55
Agriculture 955.21 975.7 983.22
Settlement 2547.16 2609.06 2632.77

4.4 Flood Vulnerability Analysis

Vulnerability analysis acts as a forecast tool to enable the residents in the flood-
plain for evacuating them from the floodplain and relocating to a safer place. The
estimation of vulnerability due to flood is mainly carried out in terms of affected
area and population catering that area. The present study was focused to prepare
two sets of vulnerability maps by overlaying flood area polygon with land use map
and population density map of the study area. The statistics in Table 2 shows that
fallow land is affected the most followed by the settlement for various return periods
in comparison to agricultural land and dense forest. The graphical representation in
Fig. 6 shows much of the area of Illambazar block in Bardhaman district is inun-
dated. Some portions of both Ausgram II block in Bardhaman district and Deoghar
district also shows considerable inundation as compared to the others. These results
communicate about the increasing intensity of flooding with return periods.

4.5 Flood Risk Analysis

The flood risk analysis is the integration of both the vulnerability assessment and
hazard assessment. It is identified by an interrelationship between the vulnerability
classes and flood depth hazard classes for a particular area. Flood risk analysis has
been carried out by reclassifying the flood depth grid, and then intersecting with the
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Table 3 Area inundated with Flood hazard Area (ha)
respect to flood risk classes classes
for defined return periods 10 years 50 years 100 years
Very low 6406.61 6574.68 4063.43
Low 2713.56 2801.77 2874.54
Moderate 1065.32 1100.35 1917.7
High 143.14 148.39 1302.38
Very high 25.15 26.09 605.51

floodplain polygons for different return periods. The resulting attribute table reveals
the portion of area inundated under the various flood hazard classes for different
return periods. Table 3 shows the inundated area for flood risk classes in different
return periods. Figure 7 shows the various flood risk classes with the respective
inundated area along the defined return periods.

5 Conclusion

Remote sensing and GIS along with AHP has successfully created a flood hazard
map for a portion of Ajay River catchment from the available database. The resulting
flood hazard map of the study area obtained from the analysis has been categorized
into five hazard zones, namely very low, low, moderate, high and very high enclosing
an area of 38.06 km?, 2254.95 km?, 1418.45 km?, 1335.66 km? and 103.73 km?,
respectively. With the aid of stream flow data and the inputs prepared in HEC-
GeoRAS, water surface generation and floodplain delineation were successful from
the simulation of HEC-RAS model for 10 years, 50 years and 100 years return period.
The results were interpreted to conduct flood hazard and vulnerability analysis to
quantify the extent of damage caused to the land use and population of the study area.
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Areas inundated in various return periods
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Fig. 7 Flood risk classes and its respective inundated area for various return periods

Subsequently, flood risk analysis was performed which gives a probable estimate of
inundated area. The study will be helpful for taking appropriate mitigation measures
in the areas susceptible to high risk, thereby reducing damages due to devastating
effect of flood.
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Drought Vulnerability Assessment Using m
GIS: Case of Sangli District, e
Maharashtra

Dhanashree Raut, Nandita Mukherjee, Zoheb Sheikh and Alolika Basu

Abstract Dry season is a crawling circumstance of shortage without energizing of
assets. 66% is under dry season inclined land in Sangli. GIS is a decent apparatus for
enhancing basic leadership in a fiasco administration. The point of this activity is to
plan dry season memoranda, dry spell affirmation, and appraisal of the extent and help
required. Number of factors is responsible in land degradation which leads to rainfall
study, population and water demand and supply chain. To examine existing agrarian
land utilize and its circulation in the area. We have considered the climatic state of
Sangli area and its impact on the farming creation. To analyse existing agrarian land
and its circulation in the area. We have also studied the climatic and topographical
state of Sangli area and its impact on farming.

Keywords Mitigation - Decision-making + Drought assessment - Vulnerability
analysis * Disaster management scheme

1 Introduction

Sangli is a city and the district headquarters of Sangli sistrict in the state of Maha-
rashtra, in Western India. It is known as the Turmeric city of Maharashtra due to its
production and trade of the spice.

Sangli is situated on the banks of river Krishna and Warna. The physical set-
tings of Sangli show the contrast of immense dimensions of climate and vegetation.
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The main crops cultivated in Sangli district are rice, jowar, bajra, groundnut, turmeric,
soybean, sugarcane, wheat, grapes, and pomegranate. Drought is a creeping situa-
tion of scarcity without recharging of resources. 66% is under drought-prone area
in Sangli. GIS helps in interpreting the results and improving decision making in
disaster management and the contribution of agricultural sector to the overall econ-
omy of Sangli district. This paper also presents percentage of population engaged
in the agriculture sector, cropping pattern, and production of crops. So that decision
makers can undertake the studies to procure disaster management with the help of
surveys, to suggest disaster management schemes, frame policies of the government
and NGOs for effective implementation.

1.1 Location, Tradition and Cultural Highlights

In Sangli-Miraj region, one can see an epitome of whole Maharashtra except for
seashore. This region has a strong martial tradition, which has formed an integral
part of our national army. The cooperative sugar factory at Sangli has the honor
of being the largest such ventures in Asia. Sangli is, therefore, known as “Sakhar
Pandhari” (Table 1).

1.2 Topography Study

The area of the district is 8572 km?. It is situated in the river basin Warna and Krishna
River. According to soil, climate, and rainfall, the district could be divided into (i)
Western Mountain/Hilly area with maximum rainfall, (ii) Plain land in the basins of
rivers with medium-range rainfall, and (iii) Eastern plateau with inferior quality soil
and minimum rainfall (drought-prone area).

Table 1 Basic information of Sangli district [1]

Area in km? 8572

Population 28,22,149

Literacy rate 76.9

Number of municipal corporations 1, Sangli-Miraj-Kupwad Corporation
Number of municipal councils 4, Vita, Astha, Islampur, Tasgaon
Number of statutory towns 5

Number of census towns 2

Number of villages 728
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1.3 Climate and Rainfall

The rainfall ranges from the rainiest in the Chandoli (Shirala) region, which has an
average annual of over 4000 mm to the driest in Atpadi and Jat taluka where the
average annual rainfall is about 500 ml. Sangli has a semiarid climate with three
seasons, a hot, dry summer from the middle of February to the middle of June, a
monsoon from the middle of June to late October, and a mild cool season from early
November to early February (Map 1) [2].

Soil formation in Sangli district has been predominantly influenced by the climate.
The western zone, which receives very heavy rainfall, has lateritic soils on up-ghats
and reddish brown soil on hill slopes, the latter being developed on parent material of
trap rock. The third is the eastern drier zone, which consists largely of regular black
soils and poor shallow soils. The major type of soil found in Sangli is medium deep
black soil. And, deep black soil is found near the river banks of Krishna, Varna, and
Yerala. As per agro-climatic regional plan report, Sangli district comes under zone
9, which is eastern plateau and hill region. The region requires planning to maximize
the use of rainwater and increase in groundwater potential. The rainfall in this region
is nearly 1,300 mm but because of sloppy topography, rainwater is lost due to runoff
(Table 2) [4].

Legend
B i black

deep black

- —_—
o 5 W0 20 0 40
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Map 1 Shows soil typology of Sangli region [3]

Table 2 The type of soil

Maj il Area (h
available in Sangli district or sot rea (ha)
Medium deep black soil 389.4
Shallow black soil 142.7
Deep black soil 63.4
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2 Methodology

Literature Review of Drought Vulnerability Study.

Secondary Data Collection

(Agriculture, Water, Soil Conservation, Irrigation, Forestry, Rural Development,
Survey of India, Google Earth, Satellite Imagery for thematic mapping, urban
local bodies/village panchayats, type of Droughts—Metrological, Hydrological
and Agricultural. Enhance Capacity Building, Integrated Planning to achieve
drought management).

3. Analysis of datasets.

N =

2.1 General Distribution of Rainfall

Rainfall is a very important factor, which influences the agricultural activities as well
as the daily activities in the Sangli district. The region lies in the rain shadow region
of Sahyadri. The important aspects of rainfall which are to be studied are general
distribution of rainfall and seasonal distribution of rainfall.

The general distribution of rainfall in the Sangli district is very uneven. Shirala
has the highest average yearly rainfall, whereas Palus has the lowest yearly rainfall
as presented in the below map.

Seasonality is an important characteristic of the rainfall of the region other than
uneven distribution and uncertainty. The principal rainy season is from June to
September, and quite a large percentage above 52-54% of the mean annual rain-
fall of the region is received during southwest monsoon as shown in Map 2. July and
August are the rainiest months throughout the region. Rainfall decreases from west

Legend
AVERAGE YEARLY RAINFALL
[ 2o6.429593 - 342.609%5
[ 342 609305 - 275000000
B 75.000001 - 54352000
B 550001 - 65320009
I ss5.200020- 917543968

A

Map 2 Average yearly rainfall
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to east. From the second half of September, southwest monsoon loses its strength and
northeastern monsoon takes its place. Rainfall during this period is maximum (30%)
in the Agrani valleys and low (26%) in Yerala valley. At the close of November,
northeastern monsoon decreases its influence and cool season starts. From Decem-
ber to February, the rainfall is very meager through the region. The rainfall below
2% is received in eastern region [5].

2.2 Groundwater Level

Groundwater is the water present beneath the Earth’s surface in soil pore spaces and
in the fractures of rock formations. The depth at which soil pore spaces or fractures
and voids in rock become completely saturated with water is called the water table.
Groundwater is also often withdrawn for agricultural, municipal, and industrial use
by constructing and operating extraction wells. Sangli district geology authority has
created zones based on the water testing centers locations in the district. The naming
of these zones are from KR-22 to KR-53, BM-103 to BM-105, and BM-112 to
BM123, which comes to a total of 45 watershed zones In the following maps, the
groundwater level in different zones during the start of different agricultural seasons
are depicted by the presenter. The seasons selected are Kharif, Rabi, and Zaid season,
which can also be named as monsoon, post-monsoon, and pre-monsoon, respectively.

July is the start of Kharif season when crops like millets, paddy, moong, cotton,
and sugarcane are sown. Sangli plays a big role in sugarcane production. This is also
called as monsoon season of India.

During which the season’s highest rainfall is received. This rainfall replenishes
the groundwater tables but it can be seen in Map 3 that even during this season Jat
taluka has the lowest water table, which is due to its porous soil structure and low
rainfall achieved due to its plain surface as compared vice versa to western part of
the region, which receives high rainfall and is at a higher elevation than other parts,
therefore, Kharif crops are more favored in eastern part of Sangli than other parts.

Rabi or winter crops are the one which includes wheat, barley, mustard, and
sesame. These crops require less water as compared to Kharif crops as it can be seen
that the eastern and central region still has a low water table level, therefore, Rabi
crops are more attractive to farmers of these region (Map 4).

Zaid or pre-monsoon is commonly known as summer in the Indian context. This
season consists of watermelon, muskmelons, and vegetables of cucurbitaceae family.
Crops grown during this season are not very profitable as compared to other seasons,
and also farming in this season requires a high level of irrigation which is now present
in Sangli. The highest amount of rainfall is received in the Shirala area, i.e., 670 mm
as compared to other talukas. The lowest amount of rainfall received is in Atpadi,
i.e., 414 mm. The average rainfall received in other areas is approximately on an
average of 550 mm (Map 5).
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Map 3 Groundwater level in July month, Sangli 1991-2015
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Map 4 Groundwater level in October month, Sangli 1991-2015

2.3 Sangli Crops

Kharif: The autumn crop is sown at the beginning of the summer rains. Rabi: The
grain crop is sown in September. The size of the Jat taluka is more so the fallow
land is also more as compared to other talukas followed by Tasgaon and Islampur
(Map 6).
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Map 6 Fallow land in Sangli district

2.4 Irrigation

Sangli has a total area of 857,200 ha of which total area under cultivation is 645,376 ha
which is 74.06% of total area. Krishna River is the main river which flows through
the western part of Sangli district. Eight watershed areas identified by water and
agriculture development department are shown in Table 3 [5].

These watershed areas result in River Man in Atpadi taluka, Bore in Jat taluka,
Agrani in Tasgaon and Kavthemahakal, Yerala, and Krishna in Khanapur. Even
after having five rivers flowing from inside of region and one (Warna) from western
boundary, there many drought-prone areas in Sangli is due to the presence of high
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Table 3 Watershed areas

Sr. no Watershed areas (types) | Types
1 Ghanand Atpadi
2 Nelkaranji Atpadi
3 Sordi Jat
4 Belunkhi Jat
5 Kuchi Kavthemahakal
6 Khanapur Khanapur
7 Manjarde Tasgaon
Tals)le 41, ]jroqght—prone areas  sr no Drought-prone | Taluka total % of
m Sangli district area area (km?) drought-prone
area
Atapadi full 872 10.12
2 Jat full 2247 26.09
Kavthemahakal 707 8.2
full
4 Khanapur part 1326 8.83
5 Tasgaon part 1101 6.56
6 Miraj part 926 6.19
Total 7128 65.99
’.I‘a.ble ,5 Large ongoing . Sr. no Ongoing irrigation Projects coverage area
irrigation projects in Sangli projects
district
1 Krishna-Koyna lift 117320
irrigation
2 Tembhu lift irrigation 83222
3 Warna project 83932
4 Krishna project 16758
Total 301232

amount of shallow black soil. Probable drought-prone area under Sangli District is
shown in Table 4.

Sangli being pro-agro region many irrigation projects were implemented in these
regions. These irrigation projects were divided on the basis of coverage area. The
large stone being built on rivers is present in Sangli by dams or canal system. All the
large irrigation projects in Sangli district are completed to their final stage as listed
in Table 5 [5].

Through Table 5, it can be easily depicted that Krishna-Koyna project is the largest
serving irrigation in Sangli in terms of coverage area as major part of Krishna River
flows directly through the western part of Sangli region. Medium-sized irrigated pro-
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jected area the one which obtained their water source from groundwater or rainwater
harvesting. Jat taluka has the highest area coverage under medium irrigation projects
because of the reason that Jat taluka is largely depended on these types of projects
as there are no major rivers flowing through this region.

3 Proposals and Key Findings

“Water shed Management in Jat Taluka”
As seen through the analysis, Jat taluka has the lowest groundwater table level in
Sangli of up to 10 m and in summer season, it was decided to identify potential areas
where watershed management can be practiced in Jat taluka. The first step toward
watershed management starts from analyzing topography of the selected area as seen
from Map 7 Jat taluka has a very high altitude of 759 m in the central region.

There is a slope of up to 459 m in the northeastern part of Taluka. Elevation results
in waterflow outside the area. Therefore, there is a need for halting this runoff in the
taluka itself so that it can be absorbed by soil and help in groundwater recharge. 11
watershed areas had been identified by the Geological Department in Jat taluka that
are shown in Map 8 based on the direction of flow of runoff.

Itis inferred through map that watershed zone BM-123 has the lowest groundwater
level during summer season. Therefore, it is going to be our target zone for watershed
management. Jat taluka has no major water irrigation projects implemented by any

Legend
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KARNATAKA Low : 450.975

Map 7 Topography of Jat taluka
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Map 8 Watershed zones and groundwater level in May of Jat taluka

agency, therefore, major usage is through groundwater level, which leads to over-
exploitation of groundwater even in summer season and government has to provide
water through tankers.

But when we look at the soil typology of the area in Map 9, we can infer that the
area having shallow black soil have low groundwater level as compared to area having
deep black soil because of the reason that shallow black soil has low percolation rate
of 7 ml per minute as compared to deep black soil, which is 13 ml per minute. Due
to this property, shallow black soil requires more time to allow water to seep through
it, which is not happening because of the absence of any watershed management
techniques. In the last step to find the areas suitable for watershed management in Jat
taluka, we overlaid all the layers of analysis with land cover on the top and it was found
out from the Map 10 that areas where techniques like check dams and farm ponds were
in the watershed region BM-123 along the existing river and extending up to BM-121
watershed zone. Another area identified watershed management by contour bunding
was the central area with highest elevation, which was one of the reasons water was



(c) ketabton.com: The Digital Library

Drought Vulnerability Assessment Using GIS ... 235

" Legend b
Maharashira State Boundary
Sangli Districl Boundary
Taluka Boundary

_ Shallow black soil

[ Deep Black soil

/ \ KARNATAKA

Map 9 Soil typology of Jat taluka Source Sangli geological department [6]

not staying in the region long enough to allow significant recharge of groundwater.
By implementing suggested schemes in the identified areas, groundwater table of the
Jat taluka can be brought up and helps it to grow economically and environmentally.

3.1 Schemes

Tembhu lift irrigation scheme—it has been proposed to irrigate drought-prone area
above the command area of Takari lift irrigation scheme. The scheme envisages lifting
of 22000 million cubic feet (TMC) water from Krishna River to irrigate 80,472 ha of
lands from Karad, Kadegaon, Tasgaon, Khanapur, Atpadi, Kavthemahakal, Sangola
Talukas of Satara, Sangli, and Solapur districts. Jat being one of the largest drought-
prone areas occupying 26.09% of total Sangli drought-prone area, preservation, and
revitalization of rivers to be done under the DPAP (Drought-prone area program
1973) [7]. YASHADA, State Apex Organization looks after the Integrated Watershed
Development Program at district level under Zilla Parishad and at block level under
Panchayat Samitii. The program will ensure the effective functioning of government-
aided schemes as a major source of funds in watershed development activities.
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Estimation of Urban Area Surface )
Temperature with Landsat 8 Thermal e
Band Using GIS: A Case Study of Jaipur

City

Lakhwinder Singh and Deepak Khare

Abstract Surface temperature is depending upon type of surface if surface is hard
or made from concrete or harder matter than the temperature will be more, so it
is important to study surface temperature of an urban area, with increasing urban
area temperature in the central part of the city cause more air temperature, and if
humidity is present, then it creates very uncomfort situation to live without any
cooling system. So, the study of urban heat is mandatory to know about these types
of situations in city and identify area are being in this situation [1]. This heat zone in
a city center which will present in both seasons summer and winter. This situation is
only uncomfort to humans in the area of earth below 32° of latitude and not in other
part of world. Landsat 8 provides this facility to investigate the surface temperature
using its thermal band [2]. Data collected from the thermal band is easily possible
to convert into surface temperature in degree [3]. So, in this study, only year 2017
images are investigated by developing the surface temperature model in GIS. The
results will show that the temperature is distributed over the surface. So, the hot
area is very hot in summer. So, changing land use also have a direct connection
with surface temperature if the more urban area will increase the more the surface
temperature rise will increase in city [3]. If there is too much urbanization distance to
increase more surface temperature. So, this study becomes important in this aspect

[4].
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1 Materials and Methods

1.1 Study Area

Jaipur is city of Rajasthan situated in the state of India, and is located in the limits
of 26° 45’ 8.7" N-27° 1’ 55.42” N and 75° 41” 40.86" E-75° 51” 14.80" E as shown
in Fig. 1. The city area as per city boundary is considered as 316 km?.

1.2 Data Sources

This study uses landsat satellite data for surface temperature estimation. The satellite
dataused is shown in Table 1 which is obtained using USGS Earth Explorer of NASA.
December and January images of landsat have been used for the estimation patterns
of temperature. Landsat 8 image of January as shown in Fig. 2 are considered as
urban area.

Location Map of Study Area

Fig. 1 Study area

Table1 Details of satellite Satellite Sensor Date taken Resolution (m)
data used
L8 OLI and TIRS |May 15, 2017 30
L8 OLI and TIRS |January 10, 30
2018
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Fig. 2 Landsat 8 January 2018 visible band image with urban extent

1.3 Methodology

Standard Landsat 8 digital data provided by the USGS EROS Centre that contain
quantized and calibrated scaled Digital Numbers (DN) representing multispectral
image data are acquired by both the Operational Land Imager (OLI) and Thermal
Infrared Sensor (TIRS) [4]. The products are delivered in 16-bit unsigned integer
format, and can be rescaled to the Top of Atmosphere (TOA) reflectance and/or
radiance using radiometric rescaling coefficients provided in the product metadata
file (MTL file) [5]. The MTL file also contains the thermal constants needed to
convert TIRS data to the top of atmosphere brightness temperature. Band 10 is more
recommended then band 11 to use for surface temperature analysis [6] (Source:
Landsat Site).

1.3.1 Conversion to TOA Radiance

OLIand TIRS band data can be converted to TOA spectral radiance using the radiance
rescaling factors provided in the metadata file.

Ly =M;Qca +AL (1)

where

L,  TOA spectral radiance (Watts/(m? * srad * pm))
M  Band-specific multiplicative rescaling factor from the metadata
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AL Band-specific additive rescaling factor from the metadata
Qcai  Quantized and calibrated standard product pixel values

1.3.2 Conversion to Top of Atmosphere Brightness Temperature

IRS band data can be converted from spectral radiance to top of atmosphere brightness
temperature using the thermal constants provided in the metadata file.

K>

T=— "> _ 2
In(£ + 1) @

where

T  Top of atmosphere brightness temperature (K)

L, TOA spectral radiance (Watts/(m> * srad * wm))

K; Band-specific thermal conversion constant from the metadata
K> Band-specific thermal conversion constant from the metadata

1.3.3 Model Development

Based on Egs. (1) and (2), an ArcGIS-based model has been developed and integrated
into the toolbox of ArcGIS. This model gets input from the data, as Band 10 and all
other parameters are acquired from the equations to convert to surface temperature
and generate output image with value in degrees. Actual Landsat thermal equation is
giving output in kelvin. But we converted kelvin to degree for better understanding
purpose and integrated into the model. This independent model can be run on any
PC having ArcGIS. Figure 3 shows graphical user interface of the model. All tem-
perature classifications used in study used Natural brake interval. It considered more
effective then equal interval. Because it uses distribution on spatial trend, pattern,
and histogram. It means more variation has more class less variation has large class.
So, this represents data better than tradition equal interval method (Fig. 3).

2 Results and Discussion

Our results show that a large difference between temperatures for both seasons has
different patterns also. The results show that hard surface and cluster of settlement
of industries has more heat up during summer. It also impacts the nearby area also.
Landsat 8 mostly cross form India in daytime during 10:00-10:30 a.m. for better
angle of viewing and reflectance. Surface temperature also make above air hot and
cluster of settlement become urban heat island. In this heat island, during summer,
living condition is worst if there is no cooling system. On other side, if there is cooling
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Fig. 4 Showing land surface temperature of summer and winter

system, it also generates heat in the air. The condition becomes very worst for poor
people living in this heat land who does not have cooling systems. Figure 4a, b show
the surface temperature pattern during summer and winter. Considered January and

May months.

From Fig. 4, it is clear that temperature is following almost the same spatial trend.
But difference is between the values. If we investigate in zoomed map, we can see the
impact of surface temperature more clearly. As shown in Fig. 5, Jaipur airport is hot
up to 49 °C. Runway and road toward airport is clearly showing more temperature
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Surface temperature pattern as on May 15 -2017 Around 10:30. AM around
airport area of Jaipur. (Summer)

Landsat 8
Visible band
Image.
Surface
Temperature in
Degrees
W 29.26 - 35.71
I 35.72 - 40.46
14047 -41.94
[0 41.95 - 43.57
I 43.58 - 49.09

Fig. 5 Zoomed to airport

than by the surrounding area. This area is hard surface which absorb more heat also
east part of city with barren/mixed land is hotter. Its more dangers condition in urban
heat land for human who surviving without cooling system in these areas.

In Fig. 6, we can see temperature variation is between 29° and 49° at morning.
This figure also showing both images visible and thermal. It is clearly visible how
temperature creates an urban heat island. This urban heat land tends us to make good
plan for these areas to prevent from being hot. Figure 6 shows the heat of industrial
area and how it impacts the nearby hospital that is present on the edge of heat island.
Temperature around the hospital is approaching to 43° due to heat generated by the
industrial area. So, it must be away from its heat region. Its also shows a hard surface
empty land near to industrial are at east of city getting hotter than surroundings.
Both hot region almost merged to each other and creating one hot region. But the
temperature of water body is around 29 °C.

As shown in both Images 5 and 6, heat is more effective in summer. But as shown in
Fig. 8 heat is less effective in winter as image taken on January 2018. Air circulation
pattern around heat island is shown in Fig. 7 Air circulation also impact on nearby
area. But it follows the same spatial pattern at different temperatures.
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Surface temperature pattern as on May 15 -2017 Around 10:30. AM
Around airport area of Jaipur (Summer)
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Fig. 8 Land surface temperature in January

As shown in Fig. 8, just the area of headland is reduced, and rest of the pattern is
the same. Temperature ranges from 15° to 27° which is favorable for most of human
being. As from results if more heat is generated in center of heat island, then it has
more possibility to spread over the surroundings, less heat has less possibility. If the
surface is much hot, then air just above the surface become hotter and circulation of
air is beginning in horizontal and vertical direction of heat land thus this increase
area of heat land. But in winter, the surface is not much hot enough to speed out this
circulation and radiation amount is also low. So, the heat lands have smaller area in
winter.

3 Conclusion

As per our study by using two satellite images of two different seasons, it is clear that
temperature follows the same trend but the values change. Heat land also increases
if more radiation from the sun in received. As per study, the surface temperature in
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the month of May is reaching around 43 °C morning while satellite cross over the
city. But in daytime condition will be more worst conditions while near industrial
area. It heats up and also spread heat to surroundings. As per in our study, it shows
the impact of heat is also on the nearby hospital. It lies near to heat zone of the
industrial area. So, a good cooling system is required for the people living in this
zone, otherwise, this heat wave are not good for human being. This type of condition
is at places which are between 30° of latitude where the sun wave hits at lower
angle and produce more heat on the surface. On the other side, this area lies near the
desert. GIS tools helps wide to investigate a wide region within limited time extent
and provide more information about it.
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Estimation of PMj3 5 from MODIS M)
Aerosol Optical Depth Over the Indian e
Subcontinent

S. L. Kesav Unnithan and L. Gnanappazham

Abstract Daily estimation of ground-level PM, 5 (g/m?) at high spatial resolu-
tion is a requisite for carrying out epidemiological studies with respect to air pol-
lution. This can be made possible by exploiting the relationship between Aerosol
Optical Depth and PM to provide high spatiotemporal predictions. We have used
MODIS-derived Aerosol Optical Depth (AOD) measurement for the Indian sub-
continent region in Mixed-Effect Model (MEM) to calibrate the AOD-PM rela-
tionship. Ground-level PM, 5 pollution data averaged daily were collected from 34
monitoring stations spread across the country. The MEM considers a fixed and ran-
dom component, where the random components model the daily variations of the
PM, 5—AOQOD relationship and also derives site-specific adjustment parameters. Com-
parison between the observed and predicted concentrations of the PM, 5 levels at the
monitoring stations show R? values ranging between 0.25 and 0.667 depending upon
the effect of site bias on the PM; s—AOD relationship.

Keywords PM,; s + Aerosol optical depth (AOD) - Mixed-effect model (MEM)

1 Introduction

Particulate Matter (PM) often referred to as aerosols in general, denote a collection
of solid and liquid particles, of varying size, complexity, and origin suspended in air.
PM which is smaller in size is most lethal in nature. It represents the most hazardous
form of air pollution as these particles can easily penetrate the human lungs and
bloodstream, causing lung cancer and other respiratory diseases.
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According to a report by Global Burden of Diseases (GBD) [1], a total of 4.2
million deaths globally were attributed to causes relating to outdoor PM, s (par-
ticulate matter with size less than 2.5 pm in aerodynamic diameter) emissions
in 2015, of which India alone accounted for 1.091 million deaths resulting in a
net 3% Gross Domestic Product (GDP) loss. In addition, the Burden of Disease
Attributable to Major Air pollution sources in India [2] finds that 75% of the number
of deaths relating to air pollution is associated with rural areas. Also in recent years
in Delhi, National Capital Region (NCR) has witnessed prolonged episodes lasting
several days during the winter season where the PM, 5 levels have been greater than
500 jLg/m? signifying more than hazardous effect on human health according to the
Air Quality Index (AQI) [3]. It is thus imperative to accurately map the population
exposure to PM, s with high spatial and temporal resolution. However, the PM; 5
monitoring stations are limited in number, unequally distributed, and have different
sampling ranges which impede the ability to accurately assess the health impact upon
exposure to PM; s pollution levels.

Satellite remote sensing with capabilities of high spatial coverage and resolution,
in addition to repeated reliable observations, have been used to relate the Aerosol
Optical Depth (AOD) with PM, 5 measured at ground monitoring stations [4, 5]. AOD
is a measure of the solar extinction coefficient over a vertical column of atmosphere.
It represents the amount of sunlight that is absorbed or scattered by the aerosol
particles suspended within the vertical column. AOD thus reflects as a measure to
estimate PM, 5 particle concentration at any spatial location.

Earlier studies [6] have used satellite-based AOD retrieval for PM, 5 estimation
using MODIS AOD through simple linear regression model at global and continental
scale. This model assumed that AOD-PM relationship was constant with time and
location and the R? values, which show the goodness of fit of the linear relationship,
were reported from 0.3 to 0.6. This model was extended into Multiple Linear Regres-
sion [7] by considering additional meteorological parameters including humidity,
temperature, wind speed, and wind direction. The corresponding R? values were
obtained from 0.42 to 0.59 for the city to whole area spatial scales. Further, based on
the vertical distribution and transmission of aerosol particles, Chemistry Transport
Models (CTM) such as the Global Atmospheric Chemistry Model (GEOS—CHEM)
were employed. This model reported R? values of 0.68 for Northern Italy, 0.41 for
Canada during 2010-2012 [8]. However, Wang et al. employed CTM over urban
spatial scale and obtained a daily R? value of 0.86 and monthly R? of 0.93 over the
city of Montreal, Canada. Several studies have also included land use information in
the form of geographically weighted regression indicating population density, urban
built-up all indicative of higher probability of PM, s emissions. It is thus logical to
infer that the AOD—PM, 5 relationship varies every day, and it is erroneous to assume
that it remains constant throughout the study period for any given study region.

This study proposes the implementation of Linear Mixed-Effect Model (MEM)
to model the AOD-PM, 5 relationship over the Indian subcontinent. A MEM is a
statistical model comprising of fixed and random parts, which allow for repeatable
observations for variables under consideration. Since daily AOD—PM, s relationship
is modeled, similar cases have been reported as in [9, 10], this method thus offers an
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opportunity to assess severe pollution events within the given study region. The arti-
cle is organized as follows: ‘Methodology’, first describes the study region detailing
the geography and atmospheric conditions relevant to India, then PM; s and AOD
datasets used for this study domain, and the subsequent development and implemen-
tation of the Linear Mixed-Effect Model, and ‘Results and Discussion’ examines
the trends in AOD over India, the model estimation results, the trends in estimated
values of PM; 5 and concludes with the limitations present.

2 Methodology

2.1 Study Domain

The spatial domain of our study included the Indian subcontinent landmass is between
8°44’ N and 37° 6’ N latitude, 68° 7' E and 97° 25’ E longitude. It includes 3.2 million
km? in area and land boundary length of 15,200 km and coastline of 7517 km. India
is home to the Indo-Gangetic plain (IGP), one of the largest river basins and also
to highly air polluted place in the world. At 81 million h,a India’s irrigated area is
the largest in the world. The total forest and tree cover stands at 79.42 million ha
[11] while the population density is at 382 persons per km?. All these factors in
combination are major determinants in the quality of air for human survival. The
country has four seasons, winter (January—March), summer (April-June), monsoon
(July—September), post monsoon (October—December), with winter recording high
air pollution levels. During winter, because of low temperature and shallow boundary
layer, there is the presence of large amount of aerosol concentrations near the surface
and in the vertical column. Also, there is strong presence of mineral dust and sea salt
during premonsoon and monsoon seasons, respectively [12].

2.2 Datasets Used

Ground-level PM, ; Monitoring Data. Daily PM, s mass concentrations were
obtained across 33 site locations as shown in Fig. 1. These monitoring stations
at the site locations are maintained by the Central Pollution Control Board, under
the National Air Quality Monitoring Programme (NAMP) in compliance with the
National Ambient Air Quality Standard (NAAQS). These site locations are spread
across 12 states, with 16 monitors in urban locales and 17 monitors in rural areas.
The PM; 5 concentrations have been estimated under the gravimetric method, where
the mass concentrations in ambient air are calculated as the total mass of collected
particles in PM, 5 size ranges divided by the total volume of ambient air sampled,
expressed in g/m3 [13]. The PM; 5 data was collected from January to August 2017,
the study period, totaling to 238 days.
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Fig. 1 PM; 5 monitoring stations across India for the study period January—August 2017

AOD Data. Moderate Resolution Imaging Spectroradiometer (MODIS) instru-
ment aboard the Terra satellite, part of NASA Earth Observation System (EOS) was
launched in May 1999. It has a sun-synchronous, near-polar, and circular orbit of
705 km. It has a ground swath of 2330 and 10 km along the track at nadir view-
ing angle. The Terra satellite crosses the equator at 10.30 a.m. (descending node).
It has 36 spectral bands, of which bands between 0.412 and 2.155 wm are used for
retrieving aerosol properties. The Combined Deep Blue Dark Target Aerosol Optical
Depth subproduct has been used from the Collection 6 MODIS Aerosol products.
This subproduct is the combined result of the output of the Deep Blue and Dark
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Target algorithms to estimate AOD. It is difficult to differentiate between the surface
and aerosol particles in many wavelengths of the visible spectral band. In Deep Blue
algorithm, the 412 nm spectral band (known as the blue band) can clearly distinguish
between the bright aerosol particles and the dark surface background. The Dark Tar-
get algorithm retrieval algorithm is used for land surfaces which are mostly vegetated
and not over bright surfaces like desert area. The combined product thus has more
retrieval coverage over land surfaces with a 10 km-by-10 km spatial resolution [14].

2.3 Statistical Model

Model calibration was performed using AOD values of sites where PM, 5 values
are recorded. Daily data within the study period where more than two collocated
observations for AOD and PM values across the entire study region were taken
into consideration. A linear regression model was first employed to check the linear
relationship between AOD and PM values across 33 sites of the form,

PM,s = o+ B * AOD (1)

where o and P represent fixed intercept and fixed slope, respectively. In this linear
regression model, the underlying assumption is that the relationship between AOD
and PM; 5 does not change throughout the study period. In effect, it is assumed that
AOD and PM; s have very little spatial and temporal variation. Log-transformed
values for AOD were also taken for modeling with the linear regression. However,
nothing substantial can be inferred from taking these log-transformed values.

In reality, AOD and PM, 5 exhibit day-to-day variation relating to change in mete-
orological variables including boundary layer height, relative humidity, and also
changes with surface topology and PM, 5 pollution sources. Therefore to quanti-
tatively model the daily variations in AOD-PM, s relationship, the Mixed-Effect
Model (MEM) was utilized [13]. This was implemented in the following form:

PM2_5 G,j) = (OL + UJ) + (B + Vj) * AOD(i,j) + Si + €3, j) (2)
(UjV;) ~ N[00, x]

where o and B denote the fixed intercept and fixed slope, U; and V; represent random
intercept and random slope, respectively, AODy; ;) represent AOD value in site i on
day j, S; represents site adjustment parameter specific to each PM; 5 monitoring site,
PM, 5, j) represents PM, 5 value in site i on day j, and & ;) represents the error term
associated with collocated AOD and PM, 5 values for site i and day j. The random
intercept and random slope model the daily variations in the AOD-PM relationship.
The random slope and random intercept are applied uniformly across all 10 * 10 km
grid cells across the study region for a given day in the study period, represented by
subscript j in the above equation. The S; (~N [00, o]) accounts for the difference in
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AOD-PM relationship due to spatial variation with respect to each PM; s monitoring
site location. The mixed-effect model estimation with and without site bias shows
the sensitivity of spatial variation affecting AOD-PM relationship. Similarly, in the
implementation of this model, daily data where more than two pairs of collocated
AOD-PM values are available are taken for model estimation.

3 Results and Discussion

3.1 MODIS Aerosol Optical Depth Data

The MODIS Level 2 (Collection 6) Combined Dark Target Deep Blue Retrieved
AOD product was obtained for each day and Fig. 2 maps show the average month
wise AOD value for a 10 * 10 km grid cell from January to August 2017. It can be
observed from the maps that the Indo-Gangetic Plain (IGP) is most polluted with
large presence of aerosol particles confirmed by the average AOD value of 0.8-1.6
across the states of Haryana, Delhi, Uttar Pradesh, Bihar, and northern Madhya
Pradesh. There is a gradual drop in the concentration of aerosol particles across the
entire region from January to March 2017. Also, there is a slight dip in concentration
during May—June coinciding with the beginning of the farming season.

It can also be observed from the map that from March to May 2017, there is
comparatively higher concentration of AOD (>0.6) around West Bengal, coastal
Odisha, Andhra Pradesh, while the southern states of Kerala, Tamil Nadu exhibit
AOQOD values as high as 3.23-3.42 for April 2017.

The minimum AOD concentration map shows that central part of Tamil Nadu,
Karnataka record the least amount of suspended aerosol particles within the study
period. It is also interesting to note that central part of Rajasthan also records AOD
values in the range 0.1-0.5, even though the terrain is a desert region. Central India
including parts of Maharashtra, Chhattisgarh, and Telangana record AOD values
in the range 0.7-1.8 on an average daily basis. IGP constantly records alarming
levels of AOD values reaching as high as 3.5, which results in hazardous conditions
affecting human health. Even parts of Punjab and Haryana are prone to high aerosol
loading because of the practice of burning harvested croplands in preparation for the
next sowing season. This exercise even though carried out as labor-saving endeavor,
ultimately ends up affecting the health of the population at large.

This daily MODIS Level 2 (Collection 6) Combined Dark Target Deep Blue
Aerosol product over the Indian subcontinent is taken as input for the MEM, where
corresponding PM; s monitors record the PM; s values against each AOD measure-
ment.
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Fig. 2 Maps a-h each show average monthly AOD concentration from January to August 2017,
while i and j depict the minimum and maximum AOD concentration, respectively, for a given 10 *

10 km grid cell over the entire study period
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3.2 Model Estimation

The linear regression model was first used to analyze the direct relationship between
AOD values and PM; 5 concentrations. This resulted in a skewed graph (Fig. 3a) with
a slope value of 0.31 and intercept value of 70. No tangible information regarding
the association between the two variables can be derived as is evident from the R?
correlation coefficient giving a value of 0.27. This confirms our conjecture that it is
incorrect to assume that the AOD-PM, 5 relationship remains constant throughout
the entire study period.
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Table 1 Description of mixed-effect model variables

Mixed-effect model parameters Value

Number of observations 885

Number of stations (i) 33

Number of days (j) 168

Number of fixed coefficients 2 (Slope and Intercept)

Number of random coefficients 369 (Random slope, Random intercept and Site bias)

Table 2 Statistics of random parameters of mixed-effect model with fixed slope = 2 * 10~4 and
fixed intercept = 4.1474

Statistical measure Random intercept Random slope Site bias
Mean 0.16936 0.00023965 0.39095
Minimum 0.07956 0.00008093 0.30092
Maximum 0.36054 0.00070962 0.50791

To overcome this deficiency, the Mixed-Effect Model was employed, which allows
for the variability in AOD values throughout the epoch and the corresponding change
in the resulting PM, 5 values are observed. Here, we obtain AOD-PM, 5 correlation
separately for each day in the study period where there are two or more collocated
AOD and PM; 5 values across the region of interest. Also to be noted is that the daily
intercepts and slopes were independent of the number of collocated AOD and PM; 5
observations available for a given day across the region. Table 1 describes the different
parameters associated with MEM and the corresponding values observed against each
parameter. Further, the effect of spatial variation affecting the relationship between
the two variables can be examined with the help of the site-specific adjustment
parameter that is taken as a random intercept in the MEM. The corresponding values
of fixed slope and fixed intercept obtained were statistically significant with p <
0.0001 and SE = 1.23 for slope and p = 0.0023 and SE = 1.78 for intercept. The
corresponding performance of estimation was analyzed both without including the
site-specific adjustment parameter and also by including it (Table 2).

The MEM estimation without site-specific adjustment parameter results in a corre-
lation coefficient R? value of 0.250 (Fig. 3b), while the estimation accuracy improves
when site bias is included with a higher correlation coefficient R? value of 0.667
(Fig. 3c). Similar R? values have been reported in the range 0.77-0.84 over Balti-
more region, USA as in [9].

3.3 Estimated Surface PM; 5 Layers

The PM, s layers were generated based on the assumption that a given AOD-PMj 5
relationship obtained for each day in the epoch would be valid for across the entire
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spatial extent of the region, with only the site-specific adjustment parameter account-
ing for deviation in correlation due to spatial variation.

From the estimated PM; 5 layers, it is observed that the PM; s trend goes through
a gradual decrease in concentration across the entire study region from an average
81.24 pwg/m? in January to 66.64 pg/m? in April 2017. The winter season in January
results in heavy accumulation of fine particles within the country because of the
shallow boundary layer as evident from [12—15]. However, there is a high incidence
of estimated PM, 5 concentration with several regions having greater than 70 pwg/m?
during May. As evident from AOD monthly maps, higher incidence of aerosol loading
over IGP also resulted in higher PM, 5 concentrations in the range 90—110 pg/m? on
an average from January to August 2017. This is, in turn, collaborated by the average
PM, 5 concentrations greater than 100 pwg/m?® during the study period reported by
PM, s ground monitoring stations across Haryana, Delhi, Uttar Pradesh, and Bihar
(Fig. 1).

Although the World Health Organization (WHO) standard for permissible con-
centration of PM; 5 in ambient air is 10 g/m3, India’s average PM, 5 for the study
period is much higher at 70.73 jLg/m?. Figure 4i shows that the higher extreme value
of the minimum PM, 5 concentration map ranges from 60 to 80 pwg/m? for parts of
the country including Maharashtra, Uttar Pradesh, Bihar, Jharkhand, and West Ben-
gal, with a mean value of 63 jLg/m? across India. These values of minimum PMj s
concentrations itself is recognized as unhealthy for people suffering from respiratory
illness. Figure 4j depicts proximate grid cells around the IGP and central parts of
Madhya Pradesh, Odisha, Chhattisgarh, and Telangana with mean value of the maxi-
mum PM, 5 concentration of 100.17 pwg/m? which has been known to have unhealthy
to hazardous impact on healthy human according to the Air Quality Index (AQI),
while the average of maximum PM, 5 concentration stands at 82 pg/m? for the entire
country.

However, it is visible in the maps for July and August 2017, there are large gaps
in the estimated PM, 5 values throughout Central India. This is mostly related to the
corresponding gaps in AOD retrieval due to the onset of monsoon climate associated
with the months of July to September. This limitation inhibits the model capac-
ity to gainfully predict ground-level PM, 5 concentration during these time periods
which needs more input computations to be involved. In addition, the corresponding
effect of temporal variables including temperature, relative humidity, wind speed
and direction, and spatial variables like road features, percentage of open spaces,
industries, and the interactions between these variables all impact the estimation
accuracy. Therefore, upon such several auxiliary data being available, the estimation
accuracy can be further improved and also the gaps in AOD retrieval can be filled by
em