
Ketabton.com



Salvatore fdedi.tex V2 - 11/10/2012 9:37 A.M. Page iv

(c) ketabton.com: The Digital Library



International Economics

Eleventh Edition

Dominick Salvatore
Fordham University

(c) ketabton.com: The Digital Library



VICE PRESIDENT & EXECUTIVE PUBLISHER George Hoffman
EXECUTIVE EDITOR Joel Hollenbeck
OPERATIONS MANAGER Yana Mermel
CONTENT EDITOR Jennifer Manias
SENIOR EDITORIAL ASSISTANT Erica Horowitz
CONTENT MANAGER Lucille Buonocore
SENIOR PRODUCTION EDITOR Sujin Hong
ASSOCIATE DIRECTOR OF MARKETING Amy Scholz
MARKETING MANAGER Jesse Cruz
LEAD PRODUCT DESIGNER Allison Morris
SENIOR MEDIA SPECIALIST Elena Santa Maria
DESIGN DIRECTOR Harry Nolan
SENIOR DESIGNER Madelyn Lesure
COVER PHOTO CREDIT ©lightkey/iStockphoto

This book was set in 10/12 Times Roman by Laserwords and printed and bound by R. R. Donnelley-JC. The
cover was printed by R. R. Donnelley-JC.

Copyright © 2013, 2010, 2007, 2004 John Wiley & Sons, Inc. All rights reserved. No part of this publication
may be reproduced, stored in a retrieval system or transmitted in any form or by any means, electronic,
mechanical, photocopying, recording, scanning or otherwise, except as permitted under Sections 107 or 108 of
the 1976 United States Copyright Act, without either the prior written permission of the Publisher, or
authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center, Inc. 222
Rosewood Drive, Danvers, MA 01923, website www.copyright.com. Requests to the Publisher for permission
should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ
07030-5774, (201)748-6011, fax (201)748-6008, website http://www.wiley.com/go/permissions.

Founded in 1807, John Wiley & Sons, Inc. has been a valued source of knowledge and understanding for more
than 200 years, helping people around the world meet their needs and fulfill their aspirations. Our company is
built on a foundation of principles that include responsibility to the communities we serve and where we live and
work. In 2008, we launched a Corporate Citizenship Initiative, a global effort to address the environmental,
social, economic, and ethical challenges we face in our business. Among the issues we are addressing are carbon
impact, paper specifications and procurement, ethical conduct within our business and among our vendors, and
community and charitable support. For more information, please visit our website: www.wiley.com/go/citizenship.

Evaluation copies are provided to qualified academics and professionals for review purposes only, for use in their
courses during the next academic year. These copies are licensed and may not be sold or transferred to a third
party. Upon completion of the review period, please return the evaluation copy to Wiley. Return instructions and
a free of charge return shipping label are available at www.wiley.com/go/returnlabel. Outside of the United
States, please contact your local representative.

Library of Congress Cataloging in Publication Data:

Salvatore, Dominick.
International economics [electronic resource] / Dominick Salvatore. – 11th ed.

1 online resource.
Includes index.

Description based on print version record and CIP data provided by publisher;
resource not viewed.

ISBN 978-1-118-17793-8 (cloth)
1. International economic relations. I. Title.
HF1411 337–dc23

2012044493

Printed in the United States of America

10 9 8 7 6 5 4 3 2 1

(c) ketabton.com: The Digital Library



Salvatore fdedi.tex V2 - 11/10/2012 9:37 A.M. Page iii

To Lucille

(c) ketabton.com: The Digital Library



Salvatore fdedi.tex V2 - 11/10/2012 9:37 A.M. Page iv

(c) ketabton.com: The Digital Library



Salvatore fpref.tex V2 - 11/10/2012 7:35 A.M. Page v

Preface

This is the eleventh edition of a text that has enjoyed a flattering market success,
having been adopted by more than 600 colleges and universities throughout
the United States, Canada, and other English-speaking countries and more
than 1,000 in other countries around the world. The text has been translated
into Chinese, French, Greek, Indonesian, Italian, Korean, Polish, Portuguese
(Brazilian), Spanish, Russian, and other languages. All the features that have
made the previous editions of this text one of the leading texts of International
Economics in the United States and around the world have been retained in the
eleventh edition. However, the content has been thoroughly updated and expanded
to include many new significant topics and important recent developments.

Significant International Developments

The main objective of the eleventh edition of International Ecconomics is to present
a comprehensive, up-to-date, and clear exposition of the theory and principles
of international economics that are essential for understanding, evaluating, and
suggesting solutions to the important international economic problems and issues
facing the United States and the rest of the world today, and that countries are
likely to face in the coming years. These are:

1. Slow growth and high unemployment in advanced economies after the
“Great Recession”—the deepest financial and economic crisis since the Great
Depression of 1929.

2. Rising protectionism in the United States and in other advanced countries in
the context of a rapidly globalizing world reduces the level of specialization
and trade, and it raises the specter of trade wars that would be very detrimental
to the welfare of all nations.

3. Excessive volatility and large and persistent misalignments of exchange rates
discourage the international flow of trade and investments and could lead to
international financial and monetary crises.

4. Deep structural imbalances in the United States, slow growth in Europe and
Japan, and insufficient restructuring in the transition economies of Central and
Eastern Europe reduce the volume of international trade and could cause the
collapse of the dollar and/or the euro.

v
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5. The deep poverty in many developing countries and the widening international inequal-
ities pose serious moral, political, and developmental problems for the United States
and other advanced countries.

6. Resource scarcity, environmental degradation, and climate change put at risk contin-
ued growth in the United States and other advanced countries, as well as sustainable
development in emerging markets.

These events significantly affect the well-being of the United States and the rest of the world
but are, to a large extent, beyond U.S. control.

New to the Eleventh Edition
Chapter 1 has been thoroughly revised and updated to reflect the dramatic economic and
financial changes that have taken place in the world economy since the last edition of this
text. Section 1.6 has been thoroughly revised to identify the major international economic
(trade and financial) problems facing the United States and the world today, and so has the
discussion in Chapter 21 (Section 21.6), which examines how they can be resolved.

The rapid globalization of the world economy is providing major benefits to most coun-
tries, but it is also presenting many challenges to poor countries that are unable to take
advantage of globalization, as well as to the United States and other advanced countries that
face increasing competition from some emerging markets, especially China. These topics are
discussed in several new sections and case studies in the trade and finance part of the text.

The dollar–euro exchange rate is as much in the news these days as the huge and
unsustainable trade deficits of the United States and sovereign debts in the Eurozone. The
relationship between U.S trade deficits, trade protectionism and misaligned exchange rates,
as well as the crisis in the Euro Area are examined, both theoretically and empirically, and
in all of their ramifications, in several trade and finance sections and case studies in this
new edition of the text.

Besides their effect on international trade and international competitiveness, the contin-
uing globalization of the world economy and liberalization of international capital markets
have further eroded governments’ control over national economic and financial matters.
Exchange rates exhibit great volatility and large misalignments, both of which interfere
with the flow of international trade and investments and distort the comparative advan-
tage of nations. At the same time, international macroeconomic policy coordination has not
progressed sufficiently to deal adequately with the potential problems and challenges that
increased interdependence in world financial markets create.

The eleventh edition of this book also presents an in-depth analysis of the dangerous
structural imbalances in the world economy and provides an evolution of the policy options
available to deal with them. The major imbalances in the world economy today are the
huge trade and budget (twin) deficits of the United States, the slow growth and high
unemployment in Europe, the decade-long stagnation in Japan, the serious competitive
challenge for both advanced and developing countries provided by the competition from
China, the danger of financial and economic crises in emerging market economies, world
poverty, resource scarcity, and environmental degradation. All of these topics are addressed
in this edition of the text.

There are 122 case studies in the text. Many are new, and the others have been thoroughly
revised.
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The extended annotated Selected Bibliography at the end of each chapter has been thor-
oughly updated and extended, and it represents a major resource for further study and
research on various topics.

The Internet section at the end of each chapter has been updated and expanded and
gives the most important Internet site addresses or links to data sources, information, and
analyses for the topics presented in each chapter to show how to access and use the wealth
of information available on the Internet.

The Companion Web Site for the Text has also been thoroughly updated and expanded,
and it presents for each chapter additional examples, cases, and theoretical points, as well
as questions and problems that can be answered or solved using the Internet.

New, extended, and revised sections and case studies in the trade theory and policy
parts of the text include benefits and challenges of globalization; the gravity model; the
changing pattern of comparative advantage; variety gains from international trade; EU–US
trade disputes and protectionism; the pervasiveness of nontariff trade barriers; strategic
trade and industrial policies; the emergence of new economic giants; job losses in high
U.S. import-competing industries; international trade and de-industrialization of the United
States and other advanced countries; international trade and U.S. wage inequalities; benefits
and costs of NAFTA; international trade and environmental sustainability; globalization and
world poverty; trade and growth in developing countries; the collapse of the Doha Round;
and the debate over U.S. immigration policy.

New sections and case studies in international finance include size, currency, and
geographical distribution of the foreign exchange market; the carry trade; fundamental
forces and “news” in exchange rate forecasting; the exploding U.S. trade deficit with
China; the euro–dollar exchange rate defies forecasting; the Balassa–Samuelson effect in
transition economies; structural imbalances and exchange rate misalignments; the effective
exchange rate of the dollar and U.S. current account deficits; exchange-rate pass-through
to import prices; petroleum prices and growth; inflation targeting and exchange rates;
the global financial crisis and the Great Recession; slow recovery and growth after the
Great Recession; the Eurozone crisis and the future of the euro; internationalization of
the renminbi (yuan); exchange rate arrangements of IMF members; and reforms of the
international monetary system.

More international trade and finance data are included throughout the text.

Audience and Level
The text presents all the principles and theories essential for a thorough understanding of
international economics. It does so on an intuitive level in the text itself, and more rigorously
in the appendices at the end of most chapters. In addition, partial equilibrium analysis is
presented before the more difficult general equilibrium analysis (which is optional). Thus,
the book is designed for flexibility. It also overcomes the shortcomings of other international
economics texts in which the level of analysis is either too complicated or too simplistic.

Organization of the Book
The book is organized into four parts. Part One (Chapters 2–7) deals with trade theory (i.e.,
the basis and the gains from trade). Part Two (Chapters 8–12) deals with trade policy (i.e.,
obstructions to the flow of trade). Part Three (Chapter 13–15) deals with the measurement of
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a nation’s balance of payments, foreign exchange markets, and exchange rate determination.
Part Four (Chapters 16–21) examines open-economy macroeconomics or the macro rela-
tionships between the domestic economy and the rest of the world, as well as the operation
of the present international monetary system.

In the typical one-semester undergraduate course in international economics, instructors
may wish to cover the 11 core chapters (1, 2–3, 5, 9, 13–17, 21) as well as the few other
asterisked sections in other chapters, and exclude the appendices. Undergraduate courses in
international trade could cover Chapters 1 to 12 and 21, whereas undergraduate courses in
international finance could cover Chapters 1 and 13 to 21. The many examples and real-world
case studies presented also make the text very suitable for international economics courses
in business programs. In first-year graduate courses in international economics and business,
instructors may want to cover the appendices also and assign readings from the extensive
annotated bibliography at the end of each chapter.

For the Student

• The same example is utilized in all the chapters dealing with the same basic concept .
This feature is unique to this text. For example, the same graphical and numerical model
is used in every chapter, from Chapters 2 through 11 (the chapters that deal with trade
theory and policy). This greatly reduces the burden on the student, who does not have
to start fresh with a new example each time. It also shows more clearly the relationship
among the different topics examined.

• Actual numbers are used in the examples and the graphs are presented on scales . This
makes the various concepts and theories presented more concrete, accessible, and per-
tinent to the student, and the graphs easier to read and understand.

• There are 122 case studies (from 4 to 9 per chapter). These real-world case studies are
generally short and to the point and serve to reinforce understanding and highlight the
most important topics presented in the chapter.

• The sections of each chapter are numbered for easy reference. Longer sections are broken
into two or more numbered subsections. All of the graphs and diagrams are carefully
explained in the text and then summarized briefly in the captions.

• The judicious use of color and shading enhances the readability of the text and aids
student understanding .

• Each chapter ends with the following teaching aids:

• Summary—A paragraph reviews each section of the text.

• A Look Ahead—Describes what follows in the subsequent chapter.

• Key Terms—Lists the important terms introduced in bold face type in the chapter.
A glossary of all these terms is provided at the end of the book.

• Questions for Review—Fourteen review questions are presented (two or more for
each section in the chapter).

• Problems—Fourteen to fifteen problems are provided for each chapter. These
ask the student to calculate a specific measure or explain a particular event.
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Brief answers to selected problems (those marked by an asterisk) are provided at
www.wiley.com/college/salvatore for feedback.

• Appendices—These develop in a more rigorous but careful and clear fashion certain
material that is presented on an intuitive level in the chapter.

• Selected Bibliography—The most important references are included, along with
specific notes indicating the topic they cover. A separate Author Index is included
at the end of the book.

• Internet—A section at the end of each chapter provides relevant Internet site
addresses or links to data sources, information, and analyses to show the student
how to access and use the wealth of information available on the Internet.

• Accompanying the text, there are also:

• A Web Site—Each chapter presents additional examples, cases, and theoretical
points and questions as well as problems that can be answered or solved using the
Internet. The web site is continuously updated to reflect important new developments
in the international economy as they unfold.

• An Online Study Guide prepared by Professor Arthur Raymond of Muhlenberg
College is available for students. This provides extensive review of key concepts,
numerous additional illustrative examples, and practice problems and exercise sets.

• A Schaum Outline on the Theory and Problems of International Economics (4th
edition, 1996), prepared by the author, can be purchased at a very low price in most
bookstores. This provides a problem-solving approach to the topics presented in the
traditional way in this and other international economics texts.

For the Instructor
• An Instructor’s Manual prepared by the author is available. It includes chapter objec-

tives and lecture suggestions, answers to the end-of-chapter problems, a set of 15 to 20
multiple-choice questions, with answers, and additional problems and essays for each
chapter.

• PowerPoint Presentations, prepared by Professor Leonie L. Stone of the State Univer-
sity of New York at Geneseo, provide brief outline notes of the chapter and also contain
all the figures and tables in the text. These are available on the Instructor Companion Site.

• A Test Bank, also prepared by Professor Stone, contains at least 25 multiple-choice
questions per chapter and is available on the Instructor Companion Site. A computerized
version for easy test preparation is also available.

Acknowledgments
This text grew out of the undergraduate and graduate courses in international economics that
I have been teaching at Fordham University during the past 30 years. I was very fortunate
to have had many excellent students who, with their questions and comments, contributed
much to the clarity of exposition of this text.

(c) ketabton.com: The Digital Library



Salvatore fpref.tex V2 - 11/10/2012 7:35 A.M. Page x

x Preface

I have received much useful advice in writing this text by Professors Robert Bald-
win (University of Wisconsin), Jagdish Bhagwati (Columbia University), Alan Blinder
(Princeton University), William Branson (Princeton University), Phillip Cagan (Columbia
University), Richard Cooper (Harvard University), W. M. Corden (Johns Hopkins Uni-
versity), Rudi Dornbusch (MIT), Martin Feldstein (Harvard University), Ronald Findlay
(Columbia University), Gerald Helleiner (University of Toronto), Lawrence Klein (Univer-
sity of Pennsylvania), Ronald McKinnon (Stanford University), Robert Mundell (Columbia
University), Edmund Phelps (Columbia University), Jeffrey Sachs (Columbia University),
Amartya Sen (Harvard University), T. N. Srinivasan (Yale University), Robert Stern (Univer-
sity of Michigan), Joseph Stiglitz (Columbia University), and Lawrence Summers (Harvard
University).

I greatly appreciate the feedback provided by reviewers of the eleventh edition: Werner
Baer (University of Illinois), Stefania Garetto (Boston University), Guoqiang Li (University
of Macao), Steven J. Matusz (Michigan State University), Leonie Stone (State University
of New York at Geneseo), and Elizabeth Wheaton (Southern Methodist University).

The following professors read through previous editions of the text and made many
valuable suggestions for improvement: Adelina Ardelean (Santa Clara University), Sven
Arndt (Claremont McKenna College), Taeho Bark (Georgetown University), Harry Bowen
(New York University), Joseph C. Brada (Arizona State University), Janice Boucher Breur
(University of South Carolina, Columbia), Francis Casas (University of Toronto), Bas-
anta Chaudhuri (Rutgers–State University of New Jersey), Menzie Chinn (University of
California—Santa Cruz), Nora Colton (Drew University), Manjira Datta (Arizona State Uni-
versity), Denise Dimon (University of San Diego), Martine Duchatelet (Barry University),
Liam P. Ebril (Cornell University), Zaki Eusufazai (Loyola Marymount University—Los
Angeles), Phillip Fanchon (California Polytechnic State University), Khosrow Fatemi (Cali-
fornia Imperial Valley), Michele Fratianni (Indiana University), Stephen Galub (Swarthmore
College), Ira Gang (Rutgers University), Darrin Gulla (University of Kentucky), Harish C.
Gupta (University of Nebraska), John W. Handy (Morehouse College), Roy J. Hensley
(University of Miami), David Hudgins (University of Oklahoma), Geoffrey A. Jehle (Vas-
sar College), Robert T. Jerome Jr. (Madison University), Mitsuhiro Kaneda (Georgetown
University), Evert Kostner (Gotenberg University in Sweden), W. E. Kuhn (University of
Nebraska–Lincoln), Stanley Lawson (St. John’s University), Robert Lipsey (Queens Col-
lege), Craig MacPhee (University of Nebraska, Lincoln), Margaret Malixi (California State
University at Bakersfield), Daniel W. Marsh (University of Dallas), Jerome L. McElroy
(Saint Mary’s College of Indiana), Patrick O’Sullivan (State University of New York),
Michael Plummer (Brandeis University), David Raker (University of California at San
Diego), Silke Reeves (George Washington University), Rupert Rhodd (Florida Atlantic Uni-
versity), Donald Richards (Indiana State University), Don J. Roussland (George Washington
University), Sunil Sapra (California State University, Los Angeles), Stefania Scandizzo
(Texas A&M University), Siamack Shojai (Marcy College), Michael Szenberg (Pace Univer-
sity), Wendy Takacs (University of Maryland), C. Richard Torrisi (University of Hartford),
Joseph L. Tryon (Georgetown University), Hendrik van den Berg (University of Nebraska,
Lincoln), Jim Wang (Eureka College), Frank Weiss (Johns Hopkins University), and Harold
R. Williams (Kent State University).

Other professors and economists who provided valuable comments are Richard Baltz
(Millsaps College), Reza Barazesh (Director of Research at Equifax), Andrew Blair (Univer-
sity of Pittsburgh), Luca Bonardi (partner at KPMG), Roger Bove (West Chester University),

(c) ketabton.com: The Digital Library



Salvatore fpref.tex V2 - 11/10/2012 7:35 A.M. Page xi

Preface xi

Francis Colella (Simpson College), Evangelos Djinopolos (Fairleigh Dickinson University),
Ali Ebrahimi (Pace University), Dawn Elliott (Texas Christian University), Holger Engberg
(New York University), Marcel Fulop (Kean College), George Georgiou (Towson State Uni-
versity), Reza Ghorashi (Stockton College), Fred Glahe (University of Colorado), Henry
Golstein (University of Oregon), Michael Halloran (partner at Ernst & Young), Sunil Gulati
(Columbia University), Francis J. Hilton (Loyola of Baltimore), Syed Hussain (University of
Wisconsin), William Kaempfer (University of Colorado), Demetrius Karantelis (Assumption
College), Samuel Katz (Georgetown University), James Kokoris (Northeastern Illinois Uni-
versity), Kishore Kulkarni (Metropolitan State College in Denver), J. S. LaCascia (Marshall
University), Leroy Laney (Federal Reserve Bank of Dallas), Mary Lesser (Iona College),
Cho Kin Leung (William Patterson College), Richard Levich (New York University), Farhad
Mirhady (San Francisco State University), Kee-Jim Ngiam (Carleton University), Shreekant
Palekar (University of Mexico), Anthony Pavlick (University of Wisconsin), Ruppert Rhodd
(Florida Atlantic University), T. S. Saini (Bloomburg University), Vedat Sayar (Brooklyn
College), Gerald Scott (Florida Atlantic University), Jeffrey R. Shafer (Managing Director
of Salomon Smith Barney), Lezcek Stachow (St. Anselm College), Stanislaw Wasowski
(Georgetown University), Bernard Wolf (York University in Canada), Behzad Yaghmaian
(Ramapo College of New Jersey), Darrel Young (University of Texas), Helen Youngelson
(Portland State University), and Eden Yu (University of Oklahoma).

Mary Burke, Fred Campano, Edward Dowling, Ralf Hepp, Baybars Karacaovali,
Darryl McLeod, Subha Mani, Erick Rengifo, Henry Schwalbenberg, Booi Themeli, and
Greg Winczewski, my colleagues at Fordham University, read through the entire manuscript
and provided much useful advice. Joseph Mauro, Michael Mebane, and Shannon Pullaro
my graduate assistants, provided much help with many aspects of the project.

Finally, I express my gratitude to George Hoffman, vice president and executive publisher
at Wiley; Joel Hollenbeck, executive editor; Jennifer Manias, content editor; Jesse Cruz,
marketing manager; Erica Horowitz, editorial assistant; and the entire staff at Wiley for
their kind and skillful assistance. And my thanks to Angela Bates and Josephine Cannariato
(department secretaries) for their efficiency and cheerful disposition.

Dominick Salvatore
Distinguished Professor of Economics

Fordham University

New York 10458

Tel. 718-817-4045

Fax 718-817-3518

e-mail: salvatore@fordham.edu

(c) ketabton.com: The Digital Library



Salvatore fpref.tex V2 - 11/10/2012 7:35 A.M. Page xii

(c) ketabton.com: The Digital Library



Brief Contents

Preface v

1 Introduction 1

Part 1 International Trade Theory

2 The Law of Comparative Advantage 31
3 The Standard Theory of International Trade 57
4 Demand and Supply, Offer Curves, and the Terms of Trade 85
5 Factor Endowments and the Heckscher–Ohlin Theory 109
6 Economies of Scale, Imperfect Competition, and International Trade 157
7 Economic Growth and International Trade 189

Part 2 International Trade Policy

8 Trade Restrictions: Tariffs 221
9 Nontariff Trade Barriers and the New Protectionism 257

10 Economic Integration: Customs Unions and Free Trade Areas 301
11 International Trade and Economic Development 331
12 International Resource Movements and Multinational Corporations 367

Part 3 The Balance of Payments, Foreign Exchange Markets,
and Exchange Rates

13 Balance of Payments 397
14 Foreign Exchange Markets and Exchange Rates 423
15 Exchange Rate Determination 463

Part 4 Open-Economy Macroeconomics and the International
Monetary System

16 The Price Adjustment Mechanism with Flexible and Fixed Exchange Rates 507
17 The Income Adjustment Mechanism and Synthesis of Automatic Adjustments 541
18 Open-Economy Macroeconomics: Adjustment Policies 573
19 Prices and Output in an Open Economy: Aggregate Demand and Aggregate Supply 617
20 Flexible versus Fixed Exchange Rates, the European Monetary System, and

Macroeconomic Policy Coordination 645
21 The International Monetary System: Past, Present, and Future 687

Glossary of Key Terms 729
Name Index 743
Subject Index 751

xiii

(c) ketabton.com: The Digital Library



(c) ketabton.com: The Digital Library



Contents

1 Introduction 1

1.1 The Globalization of the World Economy 1

1.1A We Live in a Global Economy 1

� Case Study 1-1 The Dell PCs, iPhones, and iPads Sold in the
United States Are Anything but American! 2

� Case Study 1-2 What Is an “American” Car? 3

1.1B The Globalization Challenge 3

� Case Study 1-3 Is India’s Globalization Harming the United States? 5

1.2 International Trade and the Nation’s Standard of Living 6

� Case Study 1-4 Rising Importance of International Trade to the
United States 8

1.3 The International Flow of Goods, Services, Labor, and Capital 9

1.3A The International Flow of Goods and Services: The Gravity Model 9

1.3B The International Flow of Labor and Capital 10

� Case Study 1-5 Major Net Exporters and Importers of Capital 11

1.4 International Economic Theories and Policies 11

1.4A Purpose of International Economic Theories and Policies 11

1.4B The Subject Matter of International Economics 12

1.5 Current International Economic Problems and Challenges 13

1.6 Organization and Methodology of the Text 15

1.6A Organization of the Text 15

1.6B Methodology of the Text 16

Summary 17

A Look Ahead 18

Key Terms 18

Questions for Review 18

Problems 19

A1.1 Basic International Trade Data 20

A1.2 Sources of Additional International Data and Information 24

Selected Bibliography 26

INTERNet 28

xv

(c) ketabton.com: The Digital Library



xvi Contents

Part 1 International Trade Theory

2 The Law of Comparative Advantage 31

2.1 Introduction 31

2.2 The Mercantilists’ Views on Trade 32

� Case Study 2-1 Munn’s Mercantilistic Views on Trade 33
� Case Study 2-2 Mercantilism Is Alive and Well in the

Twenty-first Century 33

2.3 Trade Based on Absolute Advantage: Adam Smith 34

2.3A Absolute Advantage 34

2.3B Illustration of Absolute Advantage 35

2.4 Trade Based on Comparative Advantage: David Ricardo 36

2.4A The Law of Comparative Advantage 36

2.4B The Gains from Trade 37

2.4C The Case of No Comparative Advantage 39

2.4D Comparative Advantage with Money 39

� Case Study 2-3 The Petition of the Candlemakers 41

2.5 Comparative Advantage and Opportunity Costs 41

2.5A Comparative Advantage and the Labor Theory of Value 41

2.5B The Opportunity Cost Theory 42

2.5C The Production Possibility Frontier under Constant Costs 42

2.5D Opportunity Costs and Relative Commodity Prices 44

2.6 The Basis for and the Gains from Trade under Constant Costs 45

2.6A Illustration of the Gains from Trade 45

2.6B Relative Commodity Prices with Trade 46

2.7 Empirical Tests of the Ricardian Model 47

� Case Study 2-4 Relative Unit Labor Costs and Relative
Exports—United States and Japan 49

Summary 50

A Look Ahead 51

Key Terms 51

Questions for Review 51

Problems 52

A2.1 Comparative Advantage with More Than Two Commodities 54

A2.2 Comparative Advantage with More Than Two Nations 55

Selected Bibliography 56

INTERNet 56

(c) ketabton.com: The Digital Library



Contents xvii

3 The Standard Theory of International Trade 57

3.1 Introduction 57

3.2 The Production Frontier with Increasing Costs 58

3.2A Illustration of Increasing Costs 58

3.2B The Marginal Rate of Transformation 59

3.2C Reasons for Increasing Opportunity Costs and Different
Production Frontiers 59

3.3 Community Indifference Curves 60

3.3A Illustration of Community Indifference Curves 60

3.3B The Marginal Rate of Substitution 61

3.3C Some Difficulties with Community Indifference Curves 61

3.4 Equilibrium in Isolation 62

3.4A Illustration of Equilibrium in Isolation 62

3.4B Equilibrium-Relative Commodity Prices and Comparative Advantage 63
� Case Study 3-1 Comparative Advantage of the Largest Advanced and

Emerging Economies 64

3.5 The Basis for and the Gains from Trade with
Increasing Costs 64

3.5A Illustrations of the Basis for and the Gains from Trade with
Increasing Costs 65

3.5B Equilibrium-Relative Commodity Prices with Trade 66

3.5C Incomplete Specialization 67
� Case Study 3-2 Specialization and Export Concentration in

Selected Countries 67

3.5D Small-Country Case with Increasing Costs 69

3.5E The Gains from Exchange and from Specialization 69
� Case Study 3-3 Job Losses in High U.S. Import-Competing

Industries 70
� Case Study 3-4 International Trade and Deindustrialization in the

United States, the European Union, and Japan 71

3.6 Trade Based on Differences in Tastes 72

3.6A Illustration of Trade Based on Differences in Tastes 72
Summary 73
A Look Ahead 74
Key Terms 74
Questions for Review 74
Problems 75
A3.1 Production Functions, Isoquants, Isocosts, and Equilibrium 76
A3.2 Production Theory with Two Nations, Two Commodities, and

Two Factors 78

(c) ketabton.com: The Digital Library



xviii Contents

A3.3 Derivation of the Edgeworth Box Diagram and Production Frontiers 79

A3.4 Some Important Conclusions 82

Selected Bibliography 83

INTERNet 84

4 Demand and Supply, Offer Curves, and the Terms of Trade 85

4.1 Introduction 85

4.2 The Equilibrium-Relative Commodity Price with Trade—Partial
Equilibrium Analysis 86

� Case Study 4-1 Demand, Supply, and the International
Price of Petroleum 87

� Case Study 4-2 The Index of Export to Import Prices for the
United States 88

4.3 Offer Curves 89

4.3A Origin and Definition of Offer Curves 89

4.3B Derivation and Shape of the Offer Curve of Nation 1 89

4.3C Derivation and Shape of the Offer Curve of Nation 2 90

4.4 The Equilibrium-Relative Commodity Price with Trade—General
Equilibrium Analysis 91

4.5 Relationship between General and Partial Equilibrium Analyses 93

4.6 The Terms of Trade 94

4.6A Definition and Measurement of the Terms of Trade 94

4.6B Illustration of the Terms of Trade 95

� Case Study 4-3 The Terms of Trade of the G-7 Countries 95

� Case Study 4-4 The Terms of Trade of Advanced and
Developing Countries 96

4.6C Usefulness of the Model 96

Summary 97

A Look Ahead 98

Key Terms 98

Questions for Review 98

Problems 98

A4.1 Derivation of a Trade Indifference Curve for Nation 1 100

A4.2 Derivation of Nation 1’s Trade Indifference Map 100

A4.3 Formal Derivation of Nation 1’s Offer Curve 101

A4.4 Outline of the Formal Derivation of Nation 2’s Offer Curve 104

A4.5 General Equilibrium of Production, Consumption, and Trade 104

A4.6 Multiple and Unstable Equilibria 107

Selected Bibliography 108

INTERNet 108

(c) ketabton.com: The Digital Library



Contents xix

5 Factor Endowments and the Heckscher–Ohlin Theory 109

5.1 Introduction 109

5.2 Assumptions of the Theory 110

5.2A The Assumptions 110

5.2B Meaning of the Assumptions 110

5.3 Factor Intensity, Factor Abundance, and the Shape of the
Production Frontier 112

5.3A Factor Intensity 112

5.3B Factor Abundance 114

5.3C Factor Abundance and the Shape of the Production Frontier 115

� Case Study 5-1 Relative Resource Endowments of Various Countries
116

� Case Study 5-2 Capital–Labor Ratios of Selected Countries 117

5.4 Factor Endowments and the Heckscher–Ohlin Theory 118

5.4A The Heckscher–Ohlin Theorem 118

5.4B General Equilibrium Framework of the Heckscher–Ohlin Theory 119

5.4C Illustration of the Heckscher–Ohlin Theory 120

� Case Study 5-3 Classification of Major Product Categories in Terms of
Factor Intensity 122

� Case Study 5-4 The Factor Intensity of Trade of Various Countries
122

5.5 Factor–Price Equalization and Income Distribution 123

5.5A The Factor–Price Equalization Theorem 124

5.5B Relative and Absolute Factor–Price Equalization 125

5.5C Effect of Trade on the Distribution of Income 126

� Case Study 5-5 Has International Trade Increased U.S. Wage
Inequalities? 127

5.5D The Specific-Factors Model 128

5.5E Empirical Relevance 129

� Case Study 5-6 Convergence of Real Wages among Industrial
Countries 130

5.6 Empirical Tests of the Heckscher–Ohlin Model 131

5.6A Empirical Results—The Leontief Paradox 131

� Case Study 5-7 Capital and Labor Requirements in U.S. Trade 132

5.6B Explanations of the Leontief Paradox and Other Empirical Tests of the
H–O Model 133

� Case Study 5-8 The H–O Model with Skills and Land 135

5.6C Factor-Intensity Reversal 137

Summary 138

(c) ketabton.com: The Digital Library



xx Contents

A Look Ahead 139

Key Terms 139

Questions for Review 139

Problems 140

A5.1 The Edgeworth Box Diagram for Nation 1 and Nation 2 142

A5.2 Relative Factor–Price Equalization 142

A5.3 Absolute Factor–Price Equalization 145

A5.4 Effect of Trade on the Short-Run Distribution of Income:
The Specific-Factors Model 146

A5.5 Illustration of Factor-Intensity Reversal 148

A5.6 The Elasticity of Substitution and Factor-Intensity Reversal 150

A5.7 Empirical Tests of Factor-Intensity Reversal 151

Selected Bibliography 151

INTERNet 155

6 Economies of Scale, Imperfect Competition, and International Trade157

6.1 Introduction 157

6.2 The Heckscher–Ohlin Model and New Trade Theories 158

6.3 Economies of Scale and International Trade 159

� Case Study 6-1 The New International Economies of Scale 161

� Case Study 6-2 Job Loss Rates in U.S. Industries and Globalization
162

6.4 Imperfect Competition and International Trade 163

6.4A Trade Based on Product Differentiation 163

� Case Study 6-3 U.S. Intra-Industry Trade in Automotive Products 163

� Case Study 6-4 Variety Gains with International Trade 165

6.4B Measuring Intra-Industry Trade 167

� Case Study 6-5 Growth of Intra-Industry Trade 167

� Case Study 6-6 Intra-Industry Trade Indexes for G-20 Countries 168

6.4C Formal Model of Intra-Industry Trade 169

6.4D Another Version of the Intra-Industry Trade Model 170

6.5 Trade Based on Dynamic Technological Differences 172

6.5A Technological Gap and Product Cycle Models 172

6.5B Illustration of the Product Cycle Model 173

� Case Study 6-7 The United States as the Most Competitive Economy
175

6.6 Costs of Transportation, Environmental Standards, and International Trade 175

6.6A Costs of Transportation and Nontraded Commodities 175

6.6B Costs of Transportation and the Location of Industry 177

(c) ketabton.com: The Digital Library



Contents xxi

6.6C Environmental Standards, Industry Location, and International Trade 178
� Case Study 6-8 Environmental Performance Index 179

Summary 179
A Look Ahead 180
Key Terms 180
Questions for Review 181
Problems 181
A6.1 External Economies and the Pattern of Trade 182
A6.2 Dynamic External Economies and Specialization 184
Selected Bibliography 185
INTERNet 187

7 Economic Growth and International Trade 189

7.1 Introduction 189

7.2 Growth of Factors of Production 190

7.2A Labor Growth and Capital Accumulation over Time 190

7.2B The Rybczynski Theorem 192

7.3 Technical Progress 193

7.3A Neutral, Labor-Saving, and Capital-Saving Technical Progress 193

7.3B Technical Progress and the Nation’s Production Frontier 194
� Case Study 7-1 Growth in the Capital Stock per Worker of Selected

Countries 195

7.4 Growth and Trade: The Small-Country Case 196

7.4A The Effect of Growth on Trade 196

7.4B Illustration of Factor Growth, Trade, and Welfare 197

7.4C Technical Progress, Trade, and Welfare 199
� Case Study 7-2 Growth in Output per Worker from Capital Deepening,

Technological Change, and Improvements in Efficiency
200

7.5 Growth and Trade: The Large-Country Case 201

7.5A Growth and the Nation’s Terms of Trade and Welfare 201

7.5B Immiserizing Growth 202

7.5C Illustration of Beneficial Growth and Trade 203
� Case Study 7-3 Growth and the Emergence of New Economic Giants

205
7.6 Growth, Change in Tastes, and Trade in Both Nations 206

7.6A Growth and Trade in Both Nations 206

7.6B Change in Tastes and Trade in Both Nations 208
� Case Study 7-4 Growth, Trade, and Welfare in the Leading Industrial

Countries 208

(c) ketabton.com: The Digital Library



xxii Contents

Summary 209
A Look Ahead 210

Key Terms 210

Questions for Review 211
Problems 211

A7.1 Formal Proof of the Rybczynski Theorem 212

A7.2 Growth with Factor Immobility 214

A7.3 Graphical Analysis of Hicksian Technical Progress 216
Selected Bibliography 217

INTERNet 218

Part 2 International Trade Policy

8 Trade Restrictions: Tariffs 221

8.1 Introduction 221
� Case Study 8-1 Average Tariff on Nonagricultural Products in Major

Developed Countries 222

� Case Study 8-2 Average Tariffs on Nonagricultural Products in Some
Major Developing Countries 223

8.2 Partial Equilibrium Analysis of a Tariff 223

8.2A Partial Equilibrium Effects of a Tariff 224

8.2B Effect of a Tariff on Consumer and Producer Surplus 225

8.2C Costs and Benefits of a Tariff 226

� Case Study 8-3 The Welfare Effect of Liberalizing Trade on Some
U.S. Products 227

� Case Study 8-4 The Welfare Effect of Liberalizing Trade on Some
EU Products 228

8.3 The Theory of Tariff Structure 229

8.3A The Rate of Effective Protection 229

8.3B Generalization and Evaluation of the Theory of Effective Protection 231

� Case Study 8-5 Rising Tariff Rates with Degree of Domestic Processing
232

� Case Study 8-6 Structure of Tariffs on Industrial Products in the
United States, the European Union, Japan,
and Canada 232

8.4 General Equilibrium Analysis of a Tariff in a Small Country 234

8.4A General Equilibrium Effects of a Tariff in a Small Country 234

8.4B Illustration of the Effects of a Tariff in a Small Country 235

8.4C The Stolper–Samuelson Theorem 236

8.5 General Equilibrium Analysis of a Tariff in a Large Country 237

(c) ketabton.com: The Digital Library



Contents xxiii

8.5A General Equilibrium Effects of a Tariff in a Large Country 237

8.5B Illustration of the Effects of a Tariff in a Large Country 238

8.6 The Optimum Tariff 239

8.6A The Meaning of the Concept of Optimum Tariff and Retaliation 239

8.6B Illustration of the Optimum Tariff and Retaliation 240

Summary 241

A Look Ahead 242

Key Terms 242

Questions for Review 243

Problems 243

A8.1 Partial Equilibrium Effects of a Tariff in a Large Nation 244

A8.2 Derivation of the Formula for the Rate of Effective Protection 247

A8.3 The Stolper–Samuelson Theorem Graphically 248

A8.4 Exception to the Stolper–Samuelson Theorem—The Metzler Paradox 250

A8.5 Short-Run Effect of a Tariff on Factors’ Income 251

A8.6 Measurement of the Optimum Tariff 252

Selected Bibliography 254

INTERNet 256

9 Nontariff Trade Barriers and the New Protectionism 257

9.1 Introduction 257

9.2 Import Quotas 258

9.2A Effects of an Import Quota 258

� Case Study 9-1 The Economic Effects of the U.S. Quota on
Sugar Imports 259

9.2B Comparison of an Import Quota to an Import Tariff 260

9.3 Other Nontariff Barriers and the New Protectionism 260

9.3A Voluntary Export Restraints 261

� Case Study 9-2 Voluntary Export Restraints (VERs) on Japanese
Automobiles to the United States and Europe 261

9.3B Technical, Administrative, and Other Regulations 262

9.3C International Cartels 263

9.3D Dumping 264

9.3E Export Subsidies 266

� Case Study 9-3 Antidumping Investigations by G20 Members 266

� Case Study 9-4 Agricultural Subsidies in OECD Countries 267

� Case Study 9-5 Pervasiveness of Nontariff Barriers 268

9.3F Analysis of Export Subsidies 269

9.4 The Political Economy of Protectionism 270

(c) ketabton.com: The Digital Library



xxiv Contents

9.4A Fallacious and Questionable Arguments for Protection 270

9.4B The Infant-Industry and Other Qualified Arguments for Protection 271

9.4C Who Gets Protected? 272

� Case Study 9-6 Benefits to the World Economy from Complete Trade
Liberalization 273

9.5 Strategic Trade and Industrial Policies 274

9.5A Strategic Trade Policy 274

9.5B Strategic Trade and Industrial Policies with Game Theory 275

9.5C The U.S. Response to Foreign Industrial Targeting and
Strategic Trade Policies 277

9.6 History of U.S. Commercial Policy 278

9.6A The Trade Agreements Act of 1934 278

9.6B The General Agreement on Tariffs and Trade (GATT) 279

9.6C The 1962 Trade Expansion Act and the Kennedy Round 280

9.6D The Trade Reform Act of 1974 and the Tokyo Round 280

9.6E The 1984 and 1988 Trade Acts 281

9.7 The Uruguay Round, Outstanding Trade Problems, and the Doha Round 282

9.7A The Uruguay Round 283

� Case Study 9-7 Gains from the Uruguay Round 285

� Case Study 9-8 The Multilateral Rounds of Trade Negotiations 286

9.7B Outstanding Trade Problems and the Doha Round 286

� Case Study 9-9 Benefits from a Likely Doha Scenario 288

Summary 288

A Look Ahead 290

Key Terms 290

Questions for Review 290

Problems 291

A9.1 Centralized Cartels 292

A9.2 International Price Discrimination 293

A9.3 Tariffs, Subsidies, and Domestic Goals 294

Selected Bibliography 295

INTERNet 299

10 Economic Integration: Customs Unions and Free Trade Areas 301

10.1 Introduction 301

10.2 Trade-Creating Customs Union 302

10.2A Trade Creation 302

10.2B Illustration of a Trade-Creating Customs Union 303

10.3 Trade-Diverting Customs Unions 304

(c) ketabton.com: The Digital Library



Contents xxv

10.3A Trade Diversion 304

10.3B Illustration of a Trade-Diverting Customs Union 304

10.4 The Theory of the Second Best and Other Static Welfare Effects of
Customs Unions 306

10.4A The Theory of the Second Best 306

10.4B Conditions More Likely to Lead to Increased Welfare 307

10.4C Other Static Welfare Effects of Customs Unions 307

10.5 Dynamic Benefits from Customs Unions 308

10.6 History of Attempts at Economic Integration 309

10.6A The European Union 309

� Case Study 10-1 Economic Profile of the EU, NAFTA, and Japan
310

� Case Study 10-2 Gains from the Single EU Market 311

10.6B The European Free Trade Association 312

10.6C The North American and Other Free Trade Agreements 313

� Case Study 10-3 Mexico’s Gains from NAFTA—Expectations and
Outcome 315

10.6D Attempts at Economic Integration among Developing Countries 316

� Case Study 10-4 Economic Profile of Mercosur 317

10.6E Economic Integration in Central and Eastern Europe and in the Former
Soviet Republics 318

� Case Study 10-5 Changes in Trade Patterns with Economic
Integration 319

Summary 321

A Look Ahead 322

Key Terms 322

Questions for Review 322

Problems 323

A10.1 General Equilibrium Analysis of the Static Effects of a Trade-Diverting
Customs Union 324

A10.2 Regional Trade Agreements Around the World 325

Selected Bibliography 327

INTERNet 330

11 International Trade and Economic Development 331

11.1 Introduction 331

11.2 The Importance of Trade to Development 332

11.2A Trade Theory and Economic Development 332

11.2B Trade as an Engine of Growth 333

11.2C The Contributions of Trade to Development 335

(c) ketabton.com: The Digital Library



xxvi Contents

11.2D International Trade and Endogenous Growth Theory 336

� Case Study 11-1 The East Asian Miracle of Growth and Trade
337

11.3 The Terms of Trade and Economic Development 338

11.3A The Various Terms of Trade 338

11.3B Alleged Reasons for Deterioration in the Commodity
Terms of Trade 339

11.3C Historical Movement in the Commodity and Income
Terms of Trade 340

� Case Study 11-2 Change in Commodity Prices over Time 342

11.4 Export Instability and Economic Development 343

11.4A Cause and Effects of Export Instability 343

11.4B Measurements of Export Instability and Its Effect on Development 344

11.4C International Commodity Agreements 345

11.5 Import Substitution versus Export Orientation 346

11.5A Development through Import Substitution versus Exports 346

11.5B Experience with Import Substitution 348

� Case Study 11-3 The Growth of GDP of Rich Countries,
Globalizers, and Nonglobalizers 348

11.5C Trade Liberalization and Growth in Developing Countries 349

� Case Study 11-4 Manufactures in Total Exports of Selected
Developing Countries 350

11.6 Current Problems Facing Developing Countries 351

11.6A Poverty in Developing Countries 351

11.6B The Foreign Debt Problem of Developing Countries 353

� Case Study 11-5 The Foreign Debt Burden of Developing Countries
353

11.6C Trade Problems of Developing Countries 354

� Case Study 11-6 Globalization and World Poverty 355

Summary 356

A Look Ahead 357

Key Terms 357

Questions for Review 357

Problems 358

A11.1 Income Inequalities by Traditional and Purchasing-Power Parity (PPP)
Measures 359

Selected Bibliography 360

INTERNet 365

(c) ketabton.com: The Digital Library



Contents xxvii

12 International Resource Movements and
Multinational Corporations 367

12.1 Introduction 367

12.2 Some Data on International Capital Flows 368

� Case Study 12-1 Fluctuations in Foreign Direct Investment Flows
to the United States 370

12.3 Motives for International Capital Flows 371

12.3A Motives for International Portfolio Investments 371

12.3B Motives for Direct Foreign Investments 373

12.4 Welfare Effects of International Capital Flows 374

� Case Study 12-2 The Stock of Foreign Direct Investments Around
the World 374

12.4A Effects on the Investing and Host Countries 375

12.4B Other Effects on the Investing and Host Countries 377

12.5 Multinational Corporations 378

12.5A Reasons for the Existence of Multinational Corporations 378

12.5B Problems Created by Multinational Corporations in the Home
Country 379

� Case Study 12-3 The World’s Largest Nonpetroleum, Industrial
Corporations 380

� Case Study 12-4 Employment of U.S. MNCs Abroad 381

12.5C Problems Created by Multinational Corporations in the
Host Country 382

12.6 Motives for and Welfare Effects of International Labor Migration 383

12.6A Motives for International Labor Migration 383

12.6B Welfare Effects of International Labor Migration 384

12.6C Other Welfare Effects of International Labor Migration 385

� Case Study 12-5 U.S. Immigration and Debate over
Immigration Policy 387

Summary 388

A Look Ahead 389

Key Terms 389

Questions for Review 389

Problems 390

A12.1 The Transfer Problem 390

Selected Bibliography 391

INTERNet 393

(c) ketabton.com: The Digital Library



xxviii Contents

Part 3 The Balance of Payments, Foreign Exchange
Markets, and Exchange Rates

13 Balance of Payments 397

13.1 Introduction 397

13.2 Balance-of-Payments Accounting Principles 398

13.2A Credits and Debits 398

13.2B Double-Entry Bookkeeping 399

13.3 The International Transactions of the United States 401

� Case Study 13-1 The Major Goods Exports and Imports of the
United States 403

13.4 Accounting Balances and the Balance of Payments 405

13.5 The Postwar Balance of Payments of the United States 407

� Case Study 13-2 The Major Trade Partners of the United States
409

� Case Study 13-3 The U.S. Trade Deficit with Japan 410

� Case Study 13-4 The Exploding U.S. Trade Deficit with China
411

13.6 The International Investment Position of the United States 412

� Case Study 13-5 The United States as a Debtor Nation 414
Summary 415

A Look Ahead 415

Key Terms 416

Questions for Review 416

Problems 417

A13.1 The IMF Method of Reporting International Transactions 418

Selected Bibliography 421

INTERNet 422

14 Foreign Exchange Markets and Exchange Rates 423

14.1 Introduction 423

14.2 Functions of the Foreign Exchange Markets 423

� Case Study 14-1 The U.S. Dollar as the Dominant International
Currency 425

� Case Study 14-2 The Birth of a New Currency: The Euro 427

14.3 Foreign Exchange Rates 427

14.3A Equilibrium Foreign Exchange Rates 427

� Case Study 14-3 Foreign Exchange Quotations 430

14.3B Arbitrage 431

(c) ketabton.com: The Digital Library



Contents xxix

14.3C The Exchange Rate and the Balance of Payments 432

14.4 Spot and Forward Rates, Currency Swaps, Futures, and Options 434

14.4A Spot and Forward Rates 434

14.4B Foreign Exchange Swaps 435

14.4C Foreign Exchange Futures and Options 436

� Case Study 14-4 Size, Currency, and Geographic Distribution
of the Foreign Exchange Market 437

14.5 Foreign Exchange Risks, Hedging, and Speculation 438

14.5A Foreign Exchange Risks 438

14.5B Hedging 441

14.5C Speculation 442

14.6 Interest Arbitrage and the Efficiency of Foreign Exchange Markets 444

14.6A Uncovered Interest Arbitrage 444

� Case Study 14-5 Carry Trade 445

14.6B Covered Interest Arbitrage 446

14.6C Covered Interest Arbitrage Parity 447

14.6D Covered Interest Arbitrage Margin 449

14.6E Efficiency of Foreign Exchange Markets 450

14.7 Eurocurrency or Offshore Financial Markets 451

14.7A Description and Size of the Eurocurrency Market 451

14.7B Reasons for the Development and Growth of the
Eurocurrency Market 452

� Case Study 14-6 Size and Growth of Eurocurrency Market 453

14.7C Operation and Effects of the Eurocurrency Market 454

14.7D Eurobond and Euronote Markets 455

Summary 456

A Look Ahead 457

Key Terms 457

Questions for Review 457

Problems 458

A14.1 Derivation of the Formula for the Covered Interest
Arbitrage Margin 459

Selected Bibliography 461

INTERNet 462

15 Exchange Rate Determination 463

15.1 Introduction 463

15.2 Purchasing-Power Parity Theory 464

15.2A Absolute Purchasing-Power Parity Theory 464

(c) ketabton.com: The Digital Library



xxx Contents

15.2B Relative Purchasing-Power Parity Theory 465

� Case Study 15-1 Absolute Purchasing-Power Parity in the
Real World 466

� Case Study 15-2 The Big Mac Index and the Law of One Price
467

� Case Study 15-3 Relative Purchasing-Power Parity in the
Real World 469

15.2C Empirical Tests of the Purchasing-Power Parity Theory 470

15.3 Monetary Approach to the Balance of Payments and Exchange Rates 471

15.3A Monetary Approach under Fixed Exchange Rates 471

15.3B Monetary Approach under Flexible Exchange Rates 473

15.3C Monetary Approach to Exchange Rate Determination 475

� Case Study 15-4 Monetary Growth and Inflation 476

� Case Study 15-5 Nominal and Real Exchange Rates, and the
Monetary Approach 477

15.3D Expectations, Interest Differentials, and Exchange Rates 478

� Case Study 15-6 Interest Differentials, Exchange Rates, and the
Monetary Approach 480

15.4 Portfolio Balance Model and Exchange Rates 480

15.4A Portfolio Balance Model 481

15.4B Extended Portfolio Balance Model 482

15.4C Portfolio Adjustments and Exchange Rates 484

15.5 Exchange Rate Dynamics 486

15.5A Exchange Rate Overshooting 486

15.5B Time Path to a New Equilibrium Exchange Rate 487

15.6 Empirical Tests of the Monetary and Portfolio Balance Models and
Exchange Rate Forecasting 489

� Case Study 15-7 Exchange Rate Overshooting of the U.S. Dollar
490

� Case Study 15-8 The Euro Exchange Rate Defies Forecasts 491

Summary 493

A Look Ahead 494

Key Terms 494

Questions for Review 494

Problems 495

A15.1 Formal Monetary Approach Model 497

A15.2 Formal Portfolio Balance Model and Exchange Rates 498

Selected Bibliography 500

INTERNet 503

(c) ketabton.com: The Digital Library



Contents xxxi

Part 4 Open-Economy Macroeconomics and the
International Monetary System

16 The Price Adjustment Mechanism with Flexible and
Fixed Exchange Rates 507

16.1 Introduction 507

16.2 Adjustment with Flexible Exchange Rates 508

16.2A Balance-of-Payments Adjustments with Exchange Rate Changes 508

16.2B Derivation of the Demand Curve for Foreign Exchange 509

16.2C Derivation of the Supply Curve for Foreign Exchange 511

16.3 Effect of Exchange Rate Changes on Domestic Prices and the
Terms of Trade 512

� Case Study 16-1 Currency Depreciation and Inflation in
Developing Countries during the 1997–1998
East Asian Crisis 513

16.4 Stability of Foreign Exchange Markets 514

16.4A Stable and Unstable Foreign Exchange Markets 514

16.4B The Marshall–Lerner Condition 516

16.5 Elasticities in the Real World 517

16.5A Elasticity Estimates 517

16.5B The J-Curve Effect and Revised Elasticity Estimates 519

� Case Study 16-2 Estimated Price Elasticities in International Trade
520

� Case Study 16-3 Other Estimated Price Elasticities in International
Trade 521

� Case Study 16-4 Effective Exchange Rate of the Dollar and
U.S. Current Account Balance 521

� Case Study 16-5 Dollar Depreciation and the U.S. Current
Account Balance 523

� Case Study 16-6 Exchange Rates and Current Account Balances
during the European Financial Crisis of the
Early 1990s 524

16.5C Currency Pass-Through 524

� Case Study 16-7 Exchange Rate Pass-Through to Import Prices in
Industrial Countries 525

16.6 Adjustment under the Gold Standard 526

16.6A The Gold Standard 526

16.6B The Price-Specie-Flow Mechanism 527

(c) ketabton.com: The Digital Library



xxxii Contents

Summary 529
A Look Ahead 529
Key Terms 530
Questions for Review 530
Problems 530
A16.1 The Effect of Exchange Rate Changes on Domestic Prices 531
A16.2 Derivation of the Marshall–Lerner Condition 534
A16.3 Derivation of the Gold Points and Gold Flows under the Gold Standard 536
Selected Bibliography 537
INTERNet 539

17 The Income Adjustment Mechanism and Synthesis of
Automatic Adjustments 541

17.1 Introduction 541

17.2 Income Determination in a Closed Economy 542

17.2A Determination of the Equilibrium National Income in a
Closed Economy 542

17.2B Multiplier in a Closed Economy 545

17.3 Income Determination in a
Small Open Economy 546

17.3A Import Function 546
� Case Study 17-1 Income Elasticity of Imports 547

17.3B Determination of the Equilibrium National Income in a
Small Open Economy 548
� Case Study 17-2 Private Sector and Current Account

Balances 549

17.3C Graphical Determination of the Equilibrium National Income 549

17.3D Foreign Trade Multiplier 551
� Case Study 17-3 Growth in the United States and the World and

U.S. Current Account Deficits 553

� Case Study 17-4 Growth and Current Account Balance in
Developing Economies 554

17.4 Foreign Repercussions 555
� Case Study 17-5 Effect of the Asian Financial Crisis of the Late

1990s on OECD Countries 557

17.5 Absorption Approach 558

17.6 Monetary Adjustments and Synthesis of the Automatic Adjustments 559

17.6A Monetary Adjustments 559

17.6B Synthesis of Automatic Adjustments 560
� Case Study 17-6 Interdependence in the World Economy 561

17.6C Disadvantages of Automatic Adjustments 562

(c) ketabton.com: The Digital Library



Contents xxxiii

Summary 563

A Look Ahead 564

Key Terms 564

Questions for Review 565

Problems 565

A17.1 Derivation of Foreign Trade Multipliers with Foreign Repercussions 566

A17.2 The Transfer Problem Once Again 568

Selected Bibliography 570

INTERNet 572

18 Open-Economy Macroeconomics: Adjustment Policies 573

18.1 Introduction 573

� Case Study 18-1 Government, Private-Sector, and Current Account
Balances in the G-7 Countries 574

18.2 Internal and External Balance with Expenditure-Changing and
Expenditure-Switching Policies 576

18.3 Equilibrium in the Goods Market, in the Money Market, and in the
Balance of Payments 578

18.4 Fiscal and Monetary Policies for Internal and External Balance with
Fixed Exchange Rates 581

18.4A Fiscal and Monetary Policies from External Balance and
Unemployment 581

18.4B Fiscal and Monetary Policies from External Deficit and
Unemployment 583

18.4C Fiscal and Monetary Policies with Elastic Capital Flows 584

� Case Study 18-2 Relationship between U.S. Current Account and
Budget Deficits 585

18.4D Fiscal and Monetary Policies with Perfect Capital Mobility 586

� Case Study 18-3 Effect of U.S. Fiscal Policy in the United States
and Abroad 588

18.5 The IS–LM–BP Model with Flexible Exchange Rates 589

18.5A The IS–LM–BP Model with Flexible Exchange Rates and
Imperfect Capital Mobility 589

18.5B The IS–LM–BP Model with Flexible Exchange Rates and
Perfect Capital Mobility 591

� Case Study 18-4 Effect of Monetary Policy in the United States and
Other OECD Countries 592

18.6 Policy Mix and Price Changes 594

18.6A Policy Mix and Internal and External Balance 594

18.6B Evaluation of the Policy Mix with Price Changes 596

18.6C Policy Mix in the Real World 597

(c) ketabton.com: The Digital Library



xxxiv Contents

� Case Study 18-5 U.S. Monetary and Fiscal Policies during the
Past Decade 599

� Case Study 18-6 Deeper U.S. Recession without Strong Fiscal and
Monetary Measures 600

18.7 Direct Controls 600

18.7A Trade Controls 601

18.7B Exchange Controls 601

18.7C Other Direct Controls and International Cooperation 602

� Case Study 18-7 Direct Controls on International Transactions
Around the World 603

Summary 604

A Look Ahead 605

Key Terms 605

Questions for Review 605

Problems 606

A18.1 Derivation of the IS Curve 608

A18.2 Derivation of the LM Curve 609

A18.3 Derivation of the BP Curve 611

A18.4 Mathematical Summary 611

Selected Bibliography 613

INTERNet 615

19 Prices and Output in an Open Economy: Aggregate Demand and
Aggregate Supply 617

19.1 Introduction 617

19.2 Aggregate Demand, Aggregate Supply, and Equilibrium in a
Closed Economy 618

19.2A Aggregate Demand in a Closed Economy 618

19.2B Aggregate Supply in the Long Run and in the Short Run 619

19.2C Short-Run and Long-Run Equilibrium in a Closed Economy 621

� Case Study 19-1 Deviations of Short-Run Outputs from the Natural
Level in the United States 623

19.3 Aggregate Demand in an Open Economy under Fixed and Flexible
Exchange Rates 623

19.3A Aggregate Demand in an Open Economy under Fixed
Exchange Rates 624

19.3B Aggregate Demand in an Open Economy under Flexible
Exchange Rates 625

19.4 Effect of Economic Shocks and Macroeconomic Policies on Aggregate
Demand in Open Economies with Flexible Prices 626

19.4A Real-Sector Shocks and Aggregate Demand 627

(c) ketabton.com: The Digital Library



Contents xxxv

19.4B Monetary Shocks and Aggregate Demand 628

19.4C Fiscal and Monetary Policies and Aggregate Demand in
Open Economies 629

19.5 Effect of Fiscal and Monetary Policies in Open Economies with
Flexible Prices 630

� Case Study 19-2 Central Bank Independence and Inflation in
Industrial Countries 632

� Case Study 19-3 Inflation Targeting—A New Approach to
Monetary Policy 633

19.6 Macroeconomic Policies to Stimulate Growth and Adjust to
Supply Shocks 634

19.6A Macroeconomic Policies for Growth 634

19.6B Macroeconomic Policies to Adjust to Supply Shocks 635

� Case Study 19-4 Petroleum Shocks and Stagflation in the
United States 637

� Case Study 19-5 Impact of an Increase in the Price of Petroleum
638

� Case Study 19-6 Actual and Natural Unemployment Rates and
Inflation in the United States 639

Summary 640

A Look Ahead 641

Key Terms 641

Questions for Review 641

Problems 642

Selected Bibliography 642

INTERNet 644

20 Flexible versus Fixed Exchange Rates, the European Monetary
System, and Macroeconomic Policy Coordination 645

20.1 Introduction 645

20.2 The Case for Flexible Exchange Rates 646

20.2A Market Efficiency 647

20.2B Policy Advantages 647

20.3 The Case for Fixed Exchange Rates 649

20.3A Less Uncertainty 649

20.3B Stabilizing Speculation 650

20.3C Price Discipline 652

� Case Study 20-1 Macroeconomic Performance under Fixed and
Flexible Exchange Rate Regimes 653

20.3D The Open-Economy Trilemma 654

(c) ketabton.com: The Digital Library



xxxvi Contents

20.4 Optimum Currency Areas, the European Monetary System, and the
European Monetary Union 655

20.4A Optimum Currency Areas 656

20.4B European Monetary System (1979–1998) 657

� Case Study 20-2 The 1992–1993 Currency Crisis in the
European Monetary System 658

20.4C Transition to Monetary Union 658

20.4D Creation of the Euro 660

� Case Study 20-3 Maastricht Convergence Indicators 660

� Case Study 20-4 Benefits and Costs of the Euro 663

20.4E The European Central Bank and the Common Monetary Policy 663

� Case Study 20-5 The Eurozone Crisis 664

20.5 Currency Boards Arrangements and Dollarization 665

20.5A Currency Board Arrangements 665

20.5B Dollarization 666

� Case Study 20-6 Argentina’s Currency Board Arrangements
and Crisis 666

20.6 Exchange Rate Bands, Adjustable Pegs, Crawling Pegs, and
Managed Floating 667

20.6A Exchange Rate Bands 667

20.6B Adjustable Peg Systems 668

20.6C Crawling Pegs 670

20.6D Managed Floating 670

� Case Study 20-7 Exchange Rate Arrangements of IMF Members
672

20.7 International Macroeconomic Policy Coordination 673

Summary 675

A Look Ahead 676

Key Terms 676

Questions for Review 676

Problems 677

A20.1 Exchange Rate Arrangements 678

Selected Bibliography 683

INTERNet 686

21 The International Monetary System: Past, Present, and Future 687

21.1 Introduction 687

21.2 The Gold Standard and the Interwar Experience 688

21.2A The Gold Standard Period (1880–1914) 689

21.2B The Interwar Experience 690

(c) ketabton.com: The Digital Library



Contents xxxvii

21.3 The Bretton Woods System 691

21.3A The Gold-Exchange Standard (1947–1971) 692

21.3B Borrowing from the International Monetary Fund 693

21.4 Operation and Evolution of the Bretton Woods System 694

21.4A Operation of the Bretton Woods System 694

21.4B Evolution of the Bretton Woods System 695

� Case Study 21-1 Macroeconomic Performance under Different
Exchange Rate Regimes 697

21.5 U.S. Balance-of-Payments Deficits and Collapse of the Bretton
Woods System 698

21.5A U.S. Balance-of-Payments Deficits 698

21.5B Collapse of the Bretton Woods System 700

21.6 The International Monetary System: Present and Future 702

21.6A Operation of the Present System 702

21.6B Current IMF Operation 703

21.6C Problems with Present Exchange Rate Arrangements 706

21.6D Proposals for Reforming Present Exchange Rate Arrangements 707

21.6E Financial Crises in Emerging Market Economies 709

� Case Study 21-2 The Anatomy of a Currency Crisis: The Collapse
of the Mexican Peso 709

� Case Study 21-3 Chronology of Economic Crises in Emerging
Markets: From Asia to Argentina 710

� Case Study 21-4 The Financial Crisis in the United States and
Other Advanced Economies 713

21.6F Other Current International Economic Problems 714

� Case Study 21-5 Trade Imbalances of the Leading Industrial
Nations 716

Summary 718

Key Terms 720

Questions for Review 720

Problems 721

A21.1 International Reserves: 1950–2011 722

Selected Bibliography 724

INTERNet 728

Glossary of Key Terms 729
Name Index 743
Subject Index 751

(c) ketabton.com: The Digital Library



(c) ketabton.com: The Digital Library



Case Studies

Case Study 1-1 The Dell PCs, iPhones, and iPads Sold in the United States
Are Anything but American! 2

Case Study 1-2 What Is an ‘‘American’’ Car? 3

Case Study 1-3 Is India’s Globalization Harming the United States? 5

Case Study 1-4 Rising Importance of International Trade to the
United States 8

Case Study 1-5 Major Net Exporters and Importers of Capital 11

Case Study 2-1 Munn’s Mercantilistic Views on Trade 33

Case Study 2-2 Mercantilism Is Alive and Well in the Twenty-first Century 33

Case Study 2-3 The Petition of the Candlemakers 41

Case Study 2-4 Relative Unit Labor Costs and Relative Exports—United States
and Japan 49

Case Study 3-1 Comparative Advantage of the Largest Advanced and
Emerging Economies 64

Case Study 3-2 Specialization and Export Concentration in
Selected Countries 67

Case Study 3-3 Job Losses in High U.S. Import-Competing Industries 70

Case Study 3-4 International Trade and Deindustrialization in the United States,
the European Union, and Japan 71

Case Study 4-1 Demand, Supply, and the International Price of Petroleum 87

Case Study 4-2 The Index of Export to Import Prices for the United States 88

Case Study 4-3 The Terms of Trade of the G-7 Countries 95

Case Study 4-4 The Terms of Trade of Advanced and Developing Countries 96

Case Study 5-1 Relative Resource Endowments of Various Countries 116

Case Study 5-2 Capital–Labor Ratios of Selected Countries 117

Case Study 5-3 Classification of Major Product Categories in Terms of
Factor Intensity 122

Case Study 5-4 The Factor Intensity of Trade of Various Countries 122

Case Study 5-5 Has International Trade Increased U.S. Wage Inequalities? 127

xxxix

(c) ketabton.com: The Digital Library



xl Case Studies

Case Study 5-6 Convergence of Real Wages among Industrial Countries 130

Case Study 5-7 Capital and Labor Requirements in U.S. Trade 132

Case Study 5-8 The H–O Model with Skills and Land 135

Case Study 6-1 The New International Economies of Scale 161

Case Study 6-2 Job Loss Rates in U.S. Industries and Globalization 162

Case Study 6-3 U.S. Intra-Industry Trade in Automotive Products 163

Case Study 6-4 Variety Gains with International Trade 165

Case Study 6-5 Growth of Intra-Industry Trade 167

Case Study 6-6 Intra-Industry Trade Indexes for G-20 Countries 168

Case Study 6-7 The United States as the Most Competitive Economy 175

Case Study 6-8 Environmental Performance Index 179

Case Study 7-1 Growth in the Capital Stock per Worker of
Selected Countries 195

Case Study 7-2 Growth in Output per Worker from Capital Deepening,
Technological Change, and Improvements in Efficiency 200

Case Study 7-3 Growth and the Emergence of New Economic Giants 205

Case Study 7-4 Growth, Trade, and Welfare in the Leading
Industrial Countries 208

Case Study 8-1 Average Tariff on Nonagricultural Products in Major
Developed Countries 222

Case Study 8-2 Average Tariffs on Nonagricultural Products in Some Major
Developing Countries 223

Case Study 8-3 The Welfare Effect of Liberalizing Trade on Some
U.S. Products 227

Case Study 8-4 The Welfare Effect of Liberalizing Trade on Some
EU Products 228

Case Study 8-5 Rising Tariff Rates with Degree of Domestic Processing 232

Case Study 8-6 Structure of Tariffs on Industrial Products in the United States,
the European Union, Japan, and Canada 232

Case Study 9-1 The Economic Effects of the U.S. Quota on Sugar Imports 259

Case Study 9-2 Voluntary Export Restraints (VERs) on Japanese
Automobiles to the United States and Europe 261

Case Study 9-3 Antidumping Investigations by G20 Members 266

Case Study 9-4 Agricultural Subsidies in OECD Countries 267

Case Study 9-5 Pervasiveness of Nontariff Barriers 268

(c) ketabton.com: The Digital Library



Case Studies xli

Case Study 9-6 Benefits to the World Economy from Complete

Trade Liberalization 273
Case Study 9-7 Gains from the Uruguay Round 285

Case Study 9-8 The Multilateral Rounds of Trade Negotiations 286

Case Study 9-9 Benefits from a Likely Doha Scenario 288

Case Study 10-1 Economic Profile of the EU, NAFTA, and Japan 310

Case Study 10-2 Gains from the Single EU Market 311

Case Study 10-3 Mexico’s Gains from NAFTA—Expectations and Outcome 315

Case Study 10-4 Economic Profile of Mercosur 317

Case Study 10-5 Changes in Trade Patterns with Economic Integration 319

Case Study 11-1 The East Asian Miracle of Growth and Trade 337

Case Study 11-2 Change in Commodity Prices over Time 342

Case Study 11-3 The Growth of GDP of Rich Countries, Globalizers,

and Nonglobalizers 348

Case Study 11-4 Manufactures in Total Exports of Selected Developing

Countries 350
Case Study 11-5 The Foreign Debt Burden of Developing Countries 353

Case Study 11-6 Globalization and World Poverty 355

Case Study 12-1 Fluctuations in Foreign Direct Investment Flows to the

United States 370
Case Study 12-2 The Stock of Foreign Direct Investments Around the World 374

Case Study 12-3 The World’s Largest Nonpetroleum, Industrial

Corporations 380

Case Study 12-4 Employment of U.S. MNCs Abroad 381

Case Study 12-5 U.S. Immigration and Debate over Immigration Policy 387

Case Study 13-1 The Major Goods Exports and Imports of the United States 403

Case Study 13-2 The Major Trade Partners of the United States 409

Case Study 13-3 The U.S. Trade Deficit with Japan 410

Case Study 13-4 The Exploding U.S. Trade Deficit with China 411

Case Study 13-5 The United States as a Debtor Nation 414

Case Study 14-1 The U.S. Dollar as the Dominant International Currency 425

Case Study 14-2 The Birth of a New Currency: The Euro 427

Case Study 14-3 Foreign Exchange Quotations 430

(c) ketabton.com: The Digital Library



xlii Case Studies

Case Study 14-4 Size, Currency, and Geographic Distribution of the Foreign
Exchange Market 437

Case Study 14-5 Carry Trade 445

Case Study 14-6 Size and Growth of Eurocurrency Market 453

Case Study 15-1 Absolute Purchasing-Power Parity in the Real World 466

Case Study 15-2 The Big Mac Index and the Law of One Price 467

Case Study 15-3 Relative Purchasing-Power Parity in the Real World 469

Case Study 15-4 Monetary Growth and Inflation 476

Case Study 15-5 Nominal and Real Exchange Rates, and the
Monetary Approach 477

Case Study 15-6 Interest Differentials, Exchange Rates, and the
Monetary Approach 480

Case Study 15-7 Exchange Rate Overshooting of the U.S. Dollar 490

Case Study 15-8 The Euro Exchange Rate Defies Forecasts 491

Case Study 16-1 Currency Depreciation and Inflation in Developing Countries
during the 1997–1998 East Asian Crisis 513

Case Study 16-2 Estimated Price Elasticities in International Trade 520

Case Study 16-3 Other Estimated Price Elasticities in International Trade 521

Case Study 16-4 Effective Exchange Rate of the Dollar and U.S. Current
Account Balance 521

Case Study 16-5 Dollar Depreciation and the U.S. Current Account Balance 523

Case Study 16-6 Exchange Rates and Current Account Balances during the
European Financial Crisis of the Early 1990s 524

Case Study 16-7 Exchange Rate Pass-Through to Import Prices in
Industrial Countries 525

Case Study 17-1 Income Elasticity of Imports 547

Case Study 17-2 Private Sector and Current Account Balances 549

Case Study 17-3 Growth in the United States and the World and U.S. Current
Account Deficits 553

Case Study 17-4 Growth and Current Account Balance in Developing
Economies 554

Case Study 17-5 Effect of the Asian Financial Crisis of the Late 1990s on
OECD Countries 557

Case Study 17-6 Interdependence in the World Economy 561

Case Study 18-1 Government, Private-Sector, and Current Account Balances
in the G-7 Countries 574

(c) ketabton.com: The Digital Library



Case Studies xliii

Case Study 18-2 Relationship between U.S. Current Account and
Budget Deficits 585

Case Study 18-3 Effect of U.S. Fiscal Policy in the United States and Abroad 588

Case Study 18-4 Effect of Monetary Policy in the United States and Other
OECD Countries 592

Case Study 18-5 U.S. Monetary and Fiscal Policies during the Past Decade 599

Case Study 18-6 Deeper U.S. Recession without Strong Fiscal and
Monetary Measures 600

Case Study 18-7 Direct Controls on International Transactions Around
the World 603

Case Study 19-1 Deviations of Short-Run Outputs from the Natural Level
in the United States 623

Case Study 19-2 Central Bank Independence and Inflation in Industrial
Countries 632

Case Study 19-3 Inflation Targeting—A New Approach to Monetary Policy 633

Case Study 19-4 Petroleum Shocks and Stagflation in the United States 637

Case Study 19-5 Impact of an Increase in the Price of Petroleum 638

Case Study 19-6 Actual and Natural Unemployment Rates and Inflation in
the United States 639

Case Study 20-1 Macroeconomic Performance under Fixed and Flexible
Exchange Rate Regimes 653

Case Study 20-2 The 1992–1993 Currency Crisis in the European Monetary
System 658

Case Study 20-3 Maastricht Convergence Indicators 660

Case Study 20-4 Benefits and Costs of the Euro 663

Case Study 20-5 The Eurozone Crisis 664

Case Study 20-6 Argentina’s Currency Board Arrangements and Crisis 666

Case Study 20-7 Exchange Rate Arrangements of IMF Members 672

Case Study 21-1 Macroeconomic Performance under Different Exchange
Rate Regimes 697

Case Study 21-2 The Anatomy of a Currency Crisis: The Collapse of the
Mexican Peso 709

Case Study 21-3 Chronology of Economic Crises in Emerging Markets: From
Asia to Argentina 710

Case Study 21-4 The Financial Crisis in the United States and Other Advanced
Economies 713

Case Study 21-5 Trade Imbalances of the Leading Industrial Nations 716

(c) ketabton.com: The Digital Library



(c) ketabton.com: The Digital Library



Salvatore c01.tex V2 - 10/26/2012 12:40 A.M. Page 1

Introduction chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand the meaning and importance of globalization

• Understand the relationship between international trade
and the nation’s standard of living

• Describe the subject matter (trade and monetary
aspects) of international economics

• Identify the major international economic problems and
challenges facing the United States and the world today

1.1 The Globalization of the World Economy
The world is rapidly globalizing and this is providing many opportunities and
major challenges to the nations and people of the world. We begin our study of
international economics with a brief overview of the globalization revolution taking
place in the world today.

1.1A We Live in a Global Economy
We live in a globalized world. We can connect instantly with any corner of the
world by cellular phone, e-mail, instant messaging, and teleconferencing, and we
can travel anywhere incredibly fast. Tastes are converging (i.e., more and more
people all over the world generally like the same things) and many goods we con-
sume are either made abroad or have many imported parts and components. Many
of the services we use are increasingly provided by foreigners as, for example,
when a radiography taken in a New York hospital is evaluated across the world
in Bangalore (India) and when H & R Block sends our tax returns abroad for
processing. Even small companies that until a few decades ago faced only local or
regional competition now must compete with firms from across the globe.

Although not as free as the flow of international trade in goods and services, millions
of workers at all skill levels have migrated around the world, and thousands of jobs
have moved from advanced countries to such emerging markets as India and China.

Finance has also globalized: We can invest in companies anywhere in the
world and purchase financial instruments (stocks and bonds) from any company

1
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from almost anywhere in the world. Many pension funds are in fact invested abroad and
a financial crisis in one financial center quickly spreads across the world at the click of a
mouse. We can exchange dollars for euros and most other currencies easily and quickly, but
the rates at which we exchange our currency often change frequently and drastically. In short,
tastes, production, competition, labor markets, and financial markets are rapidly globalizing,
and this affects all of us deeply as consumers, workers, investors, and voters—yes, we live
in a global economy (see Case Studies 1-1 and 1-2).

■ CASE STUDY 1-1 The Dell PCs, iPhones, and iPads Sold in the United States Are Anything
but American!

Headquartered in Round Rock, Texas, Dell coordi-
nates a global production network in 34 countries
in the Americas, Europe, and Asia. For most of
the PCs sold in the United States, Dell performs
only the final assembly domestically and relies
on outside suppliers and contract manufacturers
for components, peripherals, printed circuit board
(PCB) assemblies, and subassemblies (box builds).
The reason is that most parts and components are
cheaper to produce in other parts of the world
and are thus imported (see Table 1.1). Neither
high-value components nor very low-value compo-
nents (such as power supplies or keyboards) have
to be made close to Dell’s assembly plants. Only
some midlevel components (such as motherboards
and other PCB assemblies), which are too expen-
sive to ship by air to meet volatility in demand, as
well as to risk holding in inventory, are produced
locally, but even that is not always the case.

■ TABLE 1.1. Locations and Companies That Supply Specific Parts and Components
for Dell’s PCs

Part/Component Location Company

Monitors Europe and Asia Phillips, Nokia, Samsung, Sony, Acer
PCBs Asia, Scotland, and Eastern Europe SCI, Celestica
Drives Asia, mainly Singapore Seagate, Maxtor, Western Digital
Printers Europe (Barcelona) Acer
Box builds Asia and Eastern Europe Hon Hai/Foxteq
Chassis Asia and Ireland Hon Hai/Foxteq

Sources: J. Dedrick and K. L. Kraemer, ‘‘Dell Computer: Organization of a Global Production Network’’ and ‘‘Glob-
alization of the Personal Computer Industry: Trends and Implications,’’ Working Paper, Irvine, CA: Center for
Research on Information Technology and Organizations (CRITO), University of California, Irvine, 2002; ‘‘The Lap-
top Trail,’’ The Wall Street Journal , June 9, 2005, p. 31; ‘‘Rising in the East,’’ The Economist, January 3, 2009,
p. 47; http://www.ipadforums.net/apple-ipad-news/514-rumor-alert-ipad-release-date-likely-Friday-march-26th-2.html;
and ‘‘Dreamliner Production Gets Closer Monitoring.’’ The Wall Street Journal , October 7, 2009, p. B1.

In 2009, more than 90 percent of all the
parts and components going into HP’s PCs were
made outside the United States. The components
of an Apple iPhone are almost entirely Asian:
the screen is from Japan, the flash memory is
from Korea—and it was assembled in China!
Apple contributed the design and software, and
it integrated the innovations of others. The iPad
introduced by Apple is made from parts and com-
ponents by Samsung and L.G Display (Korean);
Toshiba (Japanese); Broadcom (U.S.); Catcher
Technologies, Wintek, Simplo Technology, and
Novateck Microelectronics (Taiwan), and STMi-
croelectronics (Italy and France) and assembled in
China. Less than 30 percent of the parts and com-
ponents of the brand new Boeing 787 Dreamliner
jet that went into service in 2011 are made in the
United States.
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■ CASE STUDY 1-2 What Is an ‘‘American’’ Car?

Strange as it may seem, the question of what is an
American car may be difficult to answer. Should
a Honda Accord produced in Ohio be considered
American? What about a Chrysler minivan pro-
duced in Canada (especially when Chrysler was
owned by Germany’s Daimler-Chrysler)? Is a Ken-
tucky Toyota or Mazda that uses nearly 40 percent
of imported Japanese parts American? Clearly, it is
becoming more and more difficult to define what
is American, and opinions differ widely.

For some, any vehicle assembled in North
America (the United States, Canada, and Mexico)
should be considered American because these vehi-
cles use U.S.-made parts. But the United Auto
Workers union views cars built in Canada and
Mexico as taking away U.S. jobs. Some regard
automobiles produced by Japanese-owned plants
in the United States as American because they
provide jobs for Americans. Others regard pro-
duction by these Japanese “transplants” as foreign,
because (1) the jobs they create were taken from
the U.S. automakers, (2) they use nearly 40 percent
imported Japanese parts, and (3) they remit prof-
its to Japan. What if Japanese transplants increased
their use of American parts to 75 percent or 90 per-
cent? Was the Ford Probe, built for Ford by Mazda
in Mazda’s Michigan plant, American?

It is difficult to decide exactly what is
an American car—even after the American

Automobile Labeling Act of 1992, which requires
all automobiles sold in the United States to indicate
what percentage of the car’s parts are domestic
or foreign. One could even ask if this question
is relevant at all in a world growing more and
more interdependent and globalized. In order to be
competitive, automakers must purchase parts and
components wherever they are cheaper and better
made, and they must sell automobiles throughout
the world to achieve economies of mass produc-
tion. Ford designs its automobiles in six nations
(the United States, the United Kingdom, Germany,
Italy, Japan, and Australia), has production facil-
ities in 30 locations (3 in North America, 3 in
South America, 7 in Asia, and 17 in Europe), and
employs more workers outside than in the United
States. In fact, the automotive and many other
industries are rapidly moving toward a handful of
truly global, independent companies.

Sources: “Honda’s Nationality Proves Troublesome for
Free-Trade Pact,” The New York Times , October 9, 1992,
p. 1; “What Is a U.S. Car? Read the Label,” The New
York Times , September 18, 1994, Section 3, p. 6; “Made
in America? Not Exactly: Transplants Use Japanese Car
Parts,” The Wall Street Journal , September 1, 1995, p. A3B;
“And Then There Were Five,” U.S. News & World Report ,
March 4, 2000, p. 46; “What Is an American Car?” The
Wall Street Journal , January 26, 2009, p. A5; and “One
Ford for the Whole World,” Businessweek , May 15, 2009,
pp. 58–59.

1.1B The Globalization Challenge
Globalization is a revolution which in terms of scope and significance is comparable to
the Industrial Revolution, but whereas the Industrial Revolution took place over a century,
today’s global revolution is taking place under our very eyes in a decade or two. Global-
ization, of course, is not new. Roman coins circulated throughout the empire two thousand
years ago; Chinese currency was used in China even earlier. More recently, the world has
experienced three periods of rapid globalization, 1870–1914, 1945–1980, and 1980 to the
present.

Globalization in 1870–1914 resulted from the Industrial Revolution in Europe and the
opening up of new, resource-rich, but sparsely populated lands in North America (the United
States and Canada), South America (Argentina, Chile, and Uruguay), Australia and New

(c) ketabton.com: The Digital Library



Salvatore c01.tex V2 - 10/26/2012 12:40 A.M. Page 4

4 Introduction

Zealand, and South Africa. These lands received millions of immigrants and vast amounts
of foreign investments, principally from England, to open up new lands to food and raw
material production. These so-called regions of recent settlement grew rapidly during this
period by exporting increasing amounts of food and raw materials to Europe in exchange for
manufactured goods. This period of modern globalization came to an end with the breakout
of World War I in 1914.

The second period of rapid globalization started with the end of World War II in 1945
and extended to about 1980. It was characterized by the rapid increase of international
trade as a result of the dismantling of the heavy trade protection that had been put in place
during the Great Depression that started in the United States in 1929 and during World War
II. What is different about the present globalization revolution (since 1980) is its speed,
depth, and immediacy resulting from the tremendous improvements in telecommunications
and transportation, massive international capital flows resulting from elimination of most
restrictions on their flow across national boundaries, as well as by the participation of most
countries of the world. This is what makes today’s globalization that much more pervasive
and dramatic than earlier periods of globalization. The recent (2008–2009) global financial
and economic crisis, the deepest of the postwar period, only slowed down the march of
globalization temporarily.

As all revolutions, however, today’s globalization brings many benefits and advantages
but also has some disadvantages or harmful side effects. In fact, there is a great deal of
disagreement as to the extent and type of advantages and disadvantages. Does getting cheaper
and/or better products and service from abroad justify sacrificing domestic jobs? Why are
some people in some countries very rich and obese while others dismally poor and starving?

Although labor migration generally leads to the more efficient utilization of labor, it also
leads to job losses and lower wages for less-skilled labor in advanced nations and harms
(i.e., it is a “brain drain” for) the nations of emigration. Similarly, financial globalization and
unrestricted capital flows lead to the more efficient use of capital throughout the world, as
well as provide opportunities for higher returns and risk diversification for individuals and
corporations. But they also seem to lead to periodic international financial crises, such as
the ones that started in Asia in 1997 and affected most other developing countries, and the
subprime housing mortgage crisis that started in the United States in 2007 and affected the
entire world in 2008 and 2009. Finally, are we running out of resources such as petroleum,
other minerals, water? Is the world headed for a climate disaster?

These disadvantages and negative aspects of globalization have given rise to a rethinking
of the age-old belief in free trade and to a strong antiglobalization movement, which blames
globalization for many human and environmental problems throughout the world, and for
sacrificing human and environmental well-being to the corporate profits of multinationals.
Globalization is being blamed for world poverty and child labor in poor countries, job
losses and lower wages in rich countries, as well as environmental pollution and climate
change throughout the world. Although there is some truth in these accusations, an in-depth
economic analysis will show that often the primary cause of many of the serious problems
facing the world today lies elsewhere (see Case Study 1-3).

Globalization has many social, political, legal, and ethical aspects, and so economists
need to work closely with other social and physical scientists, as well as with the entire
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■ CASE STUDY 1-3 Is India’s Globalization Harming the United States?

The outsourcing of low-skilled service industry
jobs (such as answering customer inquiries) from
advanced countries to low-wage countries, such as
India, reduces costs and prices in advanced coun-
tries, and it does not create much concern. In recent
years, however, many high-skill and high-pay jobs
in such diverse fields as computing and aircraft
engineering, investment banking, and pharmaceu-
tical research have been transferred to India and
other emerging markets, creating great concern
in advanced nations, especially the United States.
Table 1.2 shows the outsourcing of high-tech ser-
vices and jobs to India by some U.S. multinationals
in 2008.

Companies such as IBM, Citigroup, and Mor-
gan Stanley point out that outsourcing high-skill

■ TABLE 1.2. Globalizing India

U.S. Global Work Force Percentage Outsourced
Company Work Force in India in India Services

Accenture 146,000 27,000 18.5 By the end of 2008, the company had had more
workers in India than in the United States

IBM 356,000 52,000 14.6 Independent development of software solutions
for Indian and global clients

Citigroup 327,000 22,000 6.7 Analysis of U.S. stocks and evaluation of credit-
worthiness of U.S. companies

Sources: ‘‘India’s Edge Goes Beyond Outsourcing,’’ The New York Times, April 4, 2008, p. C1; ‘‘IBM to Cut U.S. Jobs,
Expand in India,’’ The Wall Street Journal , March 26, 2009, p. B1; and ‘‘Outsourced Forever,’’ Forbes, September 26,
2011, pp. 38–39.

and high-wage jobs to India (and other emerg-
ing markets, especially China) where they can
be done more cheaply keeps them internation-
ally competitive, leads to lower prices for their
products and services to American consumers,
and is necessary for them to take advantage
of fast-growing emerging markets. Transferring
abroad many high-skill and high-paying jobs, as
well as the crucial technologies on which they
are based, however, inevitably causes great con-
cern in the United States, not only for the loss
of good U.S. jobs but also for the ability of the
United States to remain the world’s technological
leader.

civil society, to give globalization a more human face (i.e., have all nations and people share
its benefits). Globalization is important because it increases efficiency in the production of
material things; it is inevitable because we cannot hide or run away from it. But we would
like globalization also to be sustainable and humanizing and, ultimately, “fair.” This requires
a profound change in world governance. Such is the challenge facing humanity today and
in this decade.

All these topics and many more are either directly or indirectly the subject matter of
international economics that are covered in this text.
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1.2 International Trade and the Nation’s
Standard of Living

The United States, stretching across a continent and rich in a variety of human and natural
resources, can produce, relatively efficiently, most of the products it needs. Contrast this
with the situation of small industrial countries, such as Switzerland or Austria, that have a
few very specialized resources, and produce and export a much smaller range of products,
and import all the rest. Even large industrial countries such as Japan, Germany, France,
England, Italy, and Canada rely crucially on international trade. For developing nations,
exports provide employment opportunities and earnings to pay for the many products that
they cannot now produce at home and for the advanced technology that they need.

A rough measure of the economic relationship among nations, or their interdependence, is
given by the ratio of their imports and exports of goods and services to their gross domestic
product (GDP). The GDP refers to the total value of all goods and services produced in
the nation in a year. Figure 1.1 shows that imports and exports as a percentage of GDP
are much larger for smaller industrial and developing countries than they are for the United
States. Thus, international trade is even more important to most other nations than it is to
the United States.

Even though the United States relies to a relatively small extent on international trade,
a great deal of its high standard of living depends on it. First of all, there are many
commodities—coffee, bananas, cocoa, tea, scotch, cognac—that the country does not
produce at all. In addition, the United States has no deposits of such minerals as tin,
tungsten, and chromium, which are important to certain industrial processes, and it has only
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FIGURE 1.1. Imports and Exports as a Percentage of GDP in Various Countries in 2011.
International trade (imports and exports) is even more important to most other smaller industrial and
developing countries than it is to the United States.
Source: International Monetary Fund, International Financial Statistics, Washington, D.C.: IMF, July 2012.
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dwindling reserves of petroleum, copper, and many other minerals. Much more important
quantitatively for the nation’s standard of living are the many products that could be
produced domestically but only at a higher cost than abroad. We will see later that these
account for most of the benefits or gains from trade.

Nevertheless, the United States could probably withdraw from world trade and still
survive without too drastic a decline in its standard of living. The same cannot be said of
such nations as Japan, Germany, England, or Italy—not to speak of Switzerland or Austria.
Even Russia and China, which for political and military reasons have valued self-sufficiency
very highly in the past, have now come to acknowledge their need to import high-technology
products, foreign capital, and even grains, soybeans, and other agricultural commodities, and
at the same time be able to export large quantities of their goods and services in order to
pay for all the imports they need.

In general, the economic interdependence among nations has been increasing over the
years, as measured by the more rapid growth of world trade than world production (see
Figure 1.2). This has certainly been the case for the United States during the past four
decades (see Case Study 1-4). The only exception to world trade rising, and rising faster
than world GDP, were in 2001 and 2009. In 2001, world GDP rose slightly but world trade
declined slightly (the first such decline since 1982–1983). To a large extent this was due to
the economic recession in the United States in 2001 and the fear of terrorism following the
September 11, 2001, attack on the World Trade Center in New York City and the Pentagon
in Washington, D.C. International trade also declined in 2009 as a result of the deepest
recession of the postwar period triggered by the world financial crisis. In all likelihood,
trade will continue to serve as a strong stimulus to world growth in the future.
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FIGURE 1.2. Growth of World Trade and GDP, 2000–2011 (annual percentage changes).
International trade grew much faster than world production from 2000 to 2011, except in 2001 and 2009.
Source: World Trade Organization, World Trade Report, Geneva: WTO, 2012, p. 18.
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■ CASE STUDY 1-4 Rising Importance of International Trade to the United States

After remaining at between 4 and 5 percent dur-
ing most of the 1960s, imports and exports of
goods and services as percentages of gross domes-
tic product (GDP) rose sharply in the United States
during the 1970s. Figure 1.3 shows that imports as
a percentage of U.S. GDP increased from about
5 percent during the late 1960s to more than 10
percent of GDP in 1980 and to a high of nearly
18 percent in 2008 before falling below 14 percent
in 2009 as a result of the U.S. recession. Exports
increased from about 5 percent in the late 1960s to
about 10 percent in 1980 and to a high of nearly 13
percent of GDP in 2008, but it fell to 9.9 percent of
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FIGURE 1.3. Imports and Exports as a Percentage of U.S. GDP, 1965–2011.
The share of imports and exports in U.S. GDP increased sharply since the early 1970s. Thus, international trade has
become increasingly important to the United States. During the first half of the 1980s, and again from 1996 to 2006, U.S.
imports greatly exceeded U.S. exports, resulting in huge trade deficits for the United States.
Source: International Monetary Fund, International Financial Statistics Yearbook (Washington, D.C., various issues).

GDP in 2011 because of recession or slow growth
abroad. The figure shows that international trade
has become more important to the United States
(i.e., the United States has become more interde-
pendent with the world economy) during the past
four and one-half decades. Figure 1.3 also shows
that the share of imports in GDP exceeded the
share of exports since 1976 and the excess widened
sharply during the first half of the 1980s and then
again from 1996 to 2006. This led to huge U.S.
trade deficits and persistent demands for protec-
tion of domestic markets and jobs against foreign
competition by American industry and labor.

(c) ketabton.com: The Digital Library



Salvatore c01.tex V2 - 10/26/2012 12:40 A.M. Page 9

1.3 The International Flow of Goods, Services, Labor, and Capital 9

But there are many other crucial ways in which nations are interdependent, so that
economic events and policies in one nation significantly affect other nations (and vice versa).
For example, if the United States stimulates its economy, part of the increased demand for
goods and services by its citizens spills into imports, which stimulate the economies of
other nations that export those commodities. On the other hand, an increase in interest
rates in the United States is likely to attract funds (capital) from abroad and increase the
international value of the dollar. This stimulates U.S. imports and discourages U.S. exports,
thus dampening economic activity in the United States and stimulating it abroad.

Finally, trade negotiations that reduce trade barriers across nations may lead to an increase
in the exports of high-technology goods (such as computers) and thus to an increase in
employment and wages in those industries in the United States, but also to an increase
in imports of shoes and textiles, thereby reducing employment and wages in those sec-
tors. Thus, we see how closely linked, or interdependent, nations are in today’s world and
how government policies aimed at solving purely domestic problems can have significant
international repercussions.

1.3 The International Flow of Goods, Services,
Labor, and Capital

Interdependence in the world economy is reflected in the flow of goods, services, labor, and
capital across national boundaries.

1.3A The International Flow of Goods and Services:
The Gravity Model

We have seen that international trade is of growing importance to the nation’s well-being.
But which are the major U.S. trade partners and why? In general, we would expect nations
to trade more with larger nations (i.e., with nations with larger GDPs) than with smaller
ones, with nations that are geographically closer than with nations that are more distant
(for which transportation costs would be greater), with nations with more open economic
systems than with nations with less open systems, and with nations with similar language
and cultural background than with nations that are more different.

In its simplest form, the gravity model postulates that (other things equal), the bilateral
trade between two countries is proportional, or at least positively related, to the product
of the two countries’ GDPs and to be smaller the greater the distance between the two
countries (just like in Newton’s law of gravity in physics). That is, the larger (and the more
equal in size) and the closer the two countries are, the larger the volume of trade between
them is expected to be.

According to the gravity model, we expect the United States to trade more with its neigh-
bors Canada and Mexico than with similar but more distant nations, and more with large
economies such as China, Japan, and Germany than with smaller ones. This is exactly what
Table 1.3 shows. That is, the largest trade partners of the United States are generally closer
and/or larger. (The Appendix to this chapter provides detailed data on the commodity and
geographic concentration of international trade, as well as on the world’s leading exporters
and importers of goods and services; Case Study 13-1 then gives the major commodity
exports and imports of the United States.)
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■ TABLE 1.3. The Major Trade Partners of the United States in 2011 (billions of dollars)

Country Exports Imports Export Plus Imports

Canada $282.3 $320.5 $602.8
China 105.3 400.6 505.9
Mexico 198.7 267.3 466.0
Japan 67.2 131.8 199.0
Germany 49.6 99.4 149.0
United Kingdom 57.0 51.9 108.9
South Korea 45.2 57.5 102.7
France 28.5 40.7 69.2
Taiwan 27.1 41.5 68.6
Italy 16.2 34.3 50.5

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing
Office, July 2012), pp. 34–35.

1.3B The International Flow of Labor and Capital
Besides trade in goods and services, the international flow of people (migration) and capital
across national boundaries is another measure or indicator of economic integration and
globalization in the world economy.

Today there are about 190 million people in the world who live in a country other than
the one in which they were born—nearly 60 percent of them are in rich countries (about
36 million in Europe and 38 million in the United States). People migrate primarily for
economic reasons (i.e., to improve their standard of living and provide more opportunities
for their children), but some do so to escape political and religious oppression. The 38
million foreign-born people who live in the United States represent 12.5 percent of the U.S.
population and 16.2 percent of the American labor force. Of these, over 11 million, or nearly
30 percent, entered the nation illegally. Most nations impose restrictions on immigration to
reduce the inflow of low-skilled people (while often encouraging the immigration of highly
skilled and technical people). Migration is generally more restricted and regulated than the
international flow of goods, services, and capital. (International labor migration is examined
in detail in Section 12.6.)

In general, capital flows more freely across national boundaries than people. Financial
or portfolio capital (bank loans and bonds) generally move to nations and markets where
interest rates are higher, and foreign direct investments in plants and firms flows to nations
where expected profits are higher. This leads to the more efficient use of capital and generally
benefits both lenders and borrowers. During the 1970s, Middle Eastern nations deposited a
great deal of their huge earnings from petroleum exports in New York and London banks,
which then lent (recycled) them to Latin American and Asian governments and corporations.
During the 1980s, Japan invested a large chunk of its huge export earnings in financial assets
and real estate and to set up corporate subsidiaries in the United States.

Since the mid-1980s, the United States has become an increasingly large net borrower
from the rest of the world to cover its excess of spending over production (see Case
Study 1-5). Global banks established branches in major international monetary centers
around the world (New York, London, Frankfurt, Tokyo, Shanghai, Singapore). More than
$3 trillion (about 20 percent of the size of the U.S. GDP or economy) of foreign currencies
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■ CASE STUDY 1-5 Major Net Exporters and Importers of Capital

Table 1.4 shows data on the major net exporters
and importers of capital in 2011. Practically all
nations export and import capital as their investors
take advantage of foreign lending and invest-
ment opportunities, cover risk, and diversify their
portfolios. Nations that export more capital than
they import are the net capital exporters on the
world scene, while those that import more capital

■ TABLE 1.4. Major Net Exporters and Importers of Capital in 2011

Net Exporters Percent of World Net Importers Percent of World
of Capital Capital Exports of Capital Capital Imports

Germany 12.8% United States 38.5%
China 12.5 Turkey 6.3
Saudi Arabia 8.8 Italy 5.7
Japan 7.5 France 5.0
Russia 6.3 Spain 4.5
Switzerland 5.6 Brazil 4.3
Kuwait 4.6 Canada 4.0
Other 41.9 Other 31.7

Source: International Monetary Fund, Global Financial Stability Report (Washington,
D.C.: IMF, April 2012), p. 3.

than they export are the net capital importers. From
the table we see that Germany and China are the
largest net capital exporters, followed by Saudi
Arabia and Japan. The United States, on the other
hand, is by far the largest net capital importer. The
United States is simply spending too much and liv-
ing beyond its means—a situation that the United
States needs to correct.

are exchanged each day by around-the-clock trading in world financial centers, and newly
established sovereign funds (financial institutions owned by Middle Eastern petroleum
exporting nations, Singapore, China, Russia, and Brazil) are making huge investments of all
kinds all over the world. Financial markets are globalized as never before. The downside is
that when a financial crisis starts in one country, it quickly spreads to others. (International
capital flows are examined in detail in Chapter 12 and financial crises in Chapter 21.)

1.4 International Economic Theories and Policies
Let us now examine the purpose of international economic theories and policies and the
subject matter of international economics.

1.4A Purpose of International Economic Theories and Policies
The purpose of economic theory in general is to predict and explain. That is, economic theory
abstracts from the details surrounding an economic event in order to isolate the few variables
and relationships deemed most important in predicting and explaining the event. Along these
lines, international economic theory usually assumes a two-nation, two-commodity, and
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two-factor world. It further assumes no trade restrictions to begin with, perfect mobility of
factors within the nations but no international mobility, perfect competition in all commodity
and factor markets, and no transportation costs.

These assumptions may seem unduly restrictive. However, most of the conclusions
reached on the basis of these simplifying assumptions hold even when they are relaxed
to deal with a world of more than two nations, two commodities, and two factors, and
with a world where there is some international mobility of factors, imperfect competition,
transportation costs, and trade restrictions.

Starting with the simplifying assumptions just mentioned, international economic theory
examines the basis for and the gains from trade, the reasons for and the effects of trade
restrictions, policies directed at regulating the flows of international payments and receipts,
and the effects of these policies on a nation’s welfare and on the welfare of other nations.
International economic theory also examines the effectiveness of macroeconomic policies
under different types of international monetary arrangements or monetary systems.

Although most of international economics represents the application of general microeco-
nomic and macroeconomic principles to the international context, many theoretical advances
were made in the field of international economics itself, and only subsequently did they find
their way into the body of general economic theory. One example is the so-called theory of
the second best (discussed in Section 10.4A). Production and general equilibrium theory,
growth theory, welfare economics, as well as many other economic theories, have also ben-
efited from work in the international sphere. These contributions attest to the vitality and
importance of international economics as a special branch of economics.

1.4B The Subject Matter of International Economics
International economics deals with the economic and financial interdependence among
nations. It analyzes the flow of goods, services, payments, and monies between a nation and
the rest of the world, the policies directed at regulating these flows, and their effect on the
nation’s welfare. This economic and financial interdependence is affected by, and in turn
influences, the political, social, cultural, and military relations among nations.

Specifically, international economics deals with international trade theory, international
trade policy, the balance of payments and foreign exchange markets, and open-economy
macroeconomics. International trade theory analyzes the basis and the gains from trade.
International trade policy examines the reasons for and the effects of trade restrictions. The
balance of payments measures a nation’s total receipts from and the total payments to the
rest of the world, while foreign exchange markets are the institutional framework for
the exchange of one national currency for others. Finally, open-economy macroeconomics
deals with the mechanisms of adjustment in balance-of-payments disequilibria (deficits and
surpluses). More importantly, it analyzes the relationship between the internal and the exter-
nal sectors of the economy of a nation, and how they are interrelated or interdependent with
the rest of the world economy under different international monetary systems.

International trade theory and policies are the microeconomic aspects of international
economics because they deal with individual nations treated as single units and with the
(relative) price of individual commodities. On the other hand, since the balance of payments
deals with total receipts and payments, as well as with adjustment and other economic
policies that affect the level of national income and the general price level of the nation as
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a whole, they represent the macroeconomic aspects of international economics. These are
often referred to as open-economy macroeconomics or international finance.

International economic relations differ from interregional economic relations (i.e., the
economic relations among different parts of the same nation), thus requiring somewhat
different tools of analysis and justifying international economics as a distinct branch of
economics. That is, nations usually impose some restrictions on the flow of goods, services,
and factors across their borders, but not internally. In addition, international flows are to
some extent hampered by differences in language, customs, and laws. Furthermore, interna-
tional flows of goods, services, and resources give rise to payments and receipts in foreign
currencies, which change in value over time.

International economics has enjoyed a long, continuous, and rich development over
the past two centuries, with contributions from some of the world’s most distinguished
economists, from Adam Smith to David Ricardo, John Stuart Mill, Alfred Marshall, John
Maynard Keynes , and Paul Samuelson . We will be examining the contribution made by
each of these and other great economists in the following chapters. Other special branches
of economics are of more recent vintage, and none can claim such a distinguished list of
contributors and background.

1.5 Current International Economic Problems
and Challenges

In this section, we briefly identify the most important international economic problems and
challenges facing the world today. These are the problems that the study of international
economic theories and policies can help us understand and evaluate suggestions for their
resolution. The most serious economic problem in the world today is the slow growth and
high unemployment facing the United States and most other advanced countries. On the trade
side, the most serious problem is rising protectionism in advanced countries in the context
of a rapidly globalizing world. On the monetary side are the excessive volatility of exchange
rates (i.e., the very large fluctuations in the international value of national currencies) and
their large and persistent misalignments (i.e., the fact that exchange rates can be far out of
equilibrium for long periods of time). Other serious international economic problems are
the deep structural imbalances in the United States, slow growth in Europe and Japan, and
insufficient restructuring in the transition economies of Central and Eastern Europe; the deep
poverty in many developing countries; and resource scarcity, environmental degradation,
and climate change, and the danger they pose for continued growth and sustainable world
development. A brief description of these problems and challenges follows.

1. Slow Growth and High Unemployment in Advanced Economies after “the Great
Recession”
In 2010 and 2011, advanced economies experienced slow growth and high unemploy-
ment as they came out of the most serious financial and economic crisis (often referred
to as “the great recession”) since the Great Depression of 1929. The 2008–2009
crisis started in the U.S. subprime (high-risk) housing mortgage market in August
2007 and then spread to the entire financial and real sectors of the U.S. economy in
2008, and from there to the rest of the world. The United States and other advanced
nations responded by rescuing banks and other financial institutions from bankruptcy,
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slashing interest rates and introducing huge economic stimulus packages. These
efforts, however, only succeeded in preventing the economic recession from being
deeper than otherwise. Even though the recession was officially over in 2010, slow
growth and high unemployment remain the most serious economic problems facing
most advanced nations. These problems are even greater for Greece, Ireland, Portugal,
Spain and Italy (all members of the 17-nation European Monetary Union), which
remain in deep crisis from overborrowing, unsustainable budget deficits, and loss of
international competitiveness.

2. Trade Protectionism in Advanced Countries in a Rapidly Globalizing World
In the study of the pure theory of international trade in Part One (Chapters 2–7),
we see that the best policy for the world as a whole is free trade. With free trade,
each nation will specialize in the production of the commodities that it can produce
most efficiently and, by exporting some of them, obtain more of other commodities
than it could produce at home. In the real world, however, most nations impose some
restrictions on the free flow of trade. Although invariably justified on national welfare
grounds, trade restrictions are usually advocated by and greatly benefit a small minority
of producers in the nation at the expense of the mostly silent majority of consumers.
The problem is now exacerbated by the increasing competitive challenge that advanced
countries face from the leading emerging market economies, particularly China and
India. Widespread fears of large job losses have led to calls for protection from foreign
competition in advanced countries, especially the United States. The challenge for
advanced countries is how to remain competitive, avoid major job losses, share in the
benefits of globalization, and avoid increased protectionism. How advanced countries
can meet this challenge is examined in Part Two (Chapters 8–12) of the text.

3. Excessive Fluctuations and Misalignment in Exchange Rates and Financial Crises
In the study of international finance in Part Three (Chapters 13–15), we see that
exchange rates have exhibited excessive fluctuations and volatility, as well as persis-
tent misalignments or disequilibria. Periodic financial crises have also led to financial
and economic instability and dampened growth in advanced and emerging markets
alike—witness the financial crisis that started in Southeast Asia in 1997 and in the
United States in 2007. These can disrupt the pattern of international trade and spe-
cialization and can lead to unstable international financial conditions throughout the
world. They have also led to renewed calls for reforms of the present international
monetary system and for more international coordination of economic policies among
the leading economies (examined in Chapters 20 and 21 of the text).

4. Structural Imbalances in Advanced Economies and Insufficient Restructuring in Tran-
sition Economies
The United States faces deep structural imbalances in the form of excessive spending
and inadequate national saving. This means that the United States is simply living
beyond its means by borrowing excessively abroad. The result is huge capital inflows,
an overvalued dollar, huge and unsustainable trade deficits, and unstable financial
conditions. Europe faces inflexible labor markets and Japan serious inefficiencies in
its distribution system, which slows their growth. Transition economies (the former
communist countries of Central and Eastern Europe) require additional economic
restructuring in order to establish full-fledged market economies and achieve more
rapid growth. Inadequate growth in these areas dampens the growth of the entire

(c) ketabton.com: The Digital Library



Salvatore c01.tex V2 - 10/26/2012 12:40 A.M. Page 15

1.6 Organization and Methodology of the Text 15

world economy and leads to calls for protectionism. Thus, we see how national and
regional challenges quickly become global economic problems in our interdependent
world. Part Four of the text (dealing with open-economy macroeconomics) examines
the policies available to address these challenges.

5. Deep Poverty in Many Developing Countries
Even though many developing countries, especially China and India, have been growing
very rapidly, some of the poorest developing nations, particularly those of sub-Saharan
Africa, face deep poverty, unmanageable international debts, economic stagnation, and
widening international inequalities in living standards. There are today more than 1
billion people (about one-sixth of the world population) who live on less than $1.25 a
day! A world where millions of people starve each year not only is unacceptable from
an ethical point of view but also can hardly be expected to be peaceful and tranquil.
Chapters 11 and 21 will examine why international inequalities in standards of living
between the rich and many of the poorest developing countries of the world are so
large and widening, and what can be done to stimulate growth in the world’s poorest
countries.

6. Resource Scarcity, Environmental Degradation, Climate Change, and Unsustainable
Development
Growth in rich countries and development in poor countries are now threatened by
resource scarcity, environmental degradation, and climate change. In the face of rapidly
growing demand, particularly by China and India, and supply rigidities in producing
nations, the price of petroleum and other raw materials has risen sharply during the past
few years, and so has the price of food. In many leading emerging market economies
protection of the environment takes a backseat to the growth imperative. Environmental
pollution is dramatic in some parts of China and the Amazon forest is rapidly being
destroyed. And we are witnessing very dangerous climate changes that may have
increasingly dramatic effects on life on earth. These problems can be only adequately
analyzed and addressed by a joint effort of all the sciences together, a major worldwide
cooperative effort, and a change in world governance.

1.6 Organization and Methodology of the Text
In this section, we briefly describe the organization, content, and methodology of this text.

1.6A Organization of the Text
This text is organized into four parts. Part One (Chapters 2–7) deals with international
trade theory. It starts with the explanation of the important theory of comparative advantage
in Chapter 2, examines the basis and the gains from trade in Chapter 3, and shows how
equilibrium-relative prices are determined for internationally traded goods and services in
Chapter 4. The Heckscher–Ohlin theory of international trade and its empirical relevance
are examined in Chapter 5. Chapter 6 then discusses with new trade theories that base trade
on economies of scale and imperfect competition. Chapter 7 deals with growth and trade.

Part Two (Chapters 8–12) focuses on international trade policies. Chapter 8 examines
tariffs, the most important of the trade restrictions, while Chapter 9 extends the discussion
to nontariff trade barriers, evaluates the justifications usually given for trade protectionism,
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and summarizes its history. Chapter 10 deals with economic integration among a group of
countries, Chapter 11 examines the effects of international trade on economic development,
and Chapter 12 discusses international resource movements and multinational corporations.

Part Three (Chapters 13–15) deals with the balance of payments, foreign exchange mar-
kets, and exchange rate determination. A clear grasp of these three chapters is crucial for
understanding Part Four, which focuses on the adjustment to balance-of-payments dise-
quilibria and open-economy macroeconomics. Chapter 13 discusses the measurement of a
nation’s balance of payments. Besides presenting the theory, Chapter 14 also examines the
actual operation of foreign exchange markets and therefore is of great practical relevance
to students of international economics, particularly business majors. Chapter 15 deals more
closely with some of the monetary and financial determinants of exchange rates and the
reason for exchange rate volatility.

Part Four (Chapters 16–21) examines the various mechanisms for adjusting balance-
of-payments disequilibria, which are often referred to as open-economy macroeconomics.
Chapter 16 covers the adjustment mechanism that operates by changing the relationship
between domestic and foreign prices, while Chapter 17 examines the income adjustment
mechanism and presents a synthesis of the automatic adjustment mechanisms. Chapters 18
and 19 focus on adjustment policies and open-economy macroeconomics proper. Chapter 20
compares fixed versus flexible exchange rates, examines the European Monetary System,
and discusses international macroeconomic policy coordination. Finally, Chapter 21 exam-
ines the operation of the international monetary system over time, especially its present
functioning, and it offers possible solutions for the major international economic challenges
facing the world today.

The book starts at an abstract and theoretical level and then becomes more applied in
nature and policy oriented. The reason is that one must understand the nature of the problem
before seeking appropriate policies for its solution. Each part of the text starts with simple
concepts and gradually and systematically proceeds to the more complex and difficult.

1.6B Methodology of the Text
This text presents all of the principles and theories for a thorough understanding of inter-
national economics. But it does so on an intuitive level in the text itself, while presenting
more rigorous proofs requiring intermediate microeconomics and macroeconomics in the
optional appendices at the end of most chapters. Thus, the book is designed to be useful
to students of different academic backgrounds and provide a great deal of flexibility in
the study of international economics. To make the concepts and theories presented more
accessible and concrete, the same example is followed through in all chapters dealing with
the same basic concept or theory, and actual numbers are used in examples. There is a
shorter and simpler version of this text (Introduction to International Economics , 3rd ed.,
2013, also by John Wiley & Sons) that I have published for students with only one or two
principles of economics courses as background.

Besides the numerous examples and current events woven throughout the text to illustrate
a theory or a point, from four to ten specific case studies are presented in each chapter of the
text. These real-world case studies are generally short and to the point and serve to reinforce
an understanding of and highlight the most important topics presented in the chapter.
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Each chapter contains six or seven sections plus learning objectives, a summary, a look
ahead, a list of important terms, questions for review, problems, one or more appendices, a
selected bibliography, and NetLinks with Internet site addresses. Sections of each chapter
are numbered for easy reference (as in this chapter). Long sections are broken down into
two or more numbered subsections.

Each section of the chapter is summarized in one paragraph in the summary. Following
the summary, a paragraph under the title of A Look Ahead tells what follows in the sub-
sequent chapter. The purpose of this feature is to integrate the material more closely and
show the relationship between the various chapters. Important terms are printed in color
when they are first introduced and explained (as in this chapter); they are listed under Key
Terms at the end of each chapter and are then collected with their definitions in the general
Glossary at the end of the text.

There are from 12 to 14 questions for review and an equal number of problems for
each chapter. The questions for review refer to the most important concepts covered in each
chapter. The problems differ from the questions for review in that either they ask the student
to analyze a current real-world international economic problem, or they ask the student to
get a pencil and paper and draw a graph illustrating a particular theory or actually calculate
a specific measure. These graphs and calculations are challenging but not tricky or time
consuming. They are intended to show whether or not the student understands the material
covered in the chapter to the point where he or she can use it to analyze similar problems.
The student is urged to work through these problems because only with his or her active
participation will international economics truly come alive.

The selected bibliography gives the most important references, clearly indicating the
particular concept of the theory or application to which they refer, as well as the level
of difficulty of each selection or groups of selections. INTERNet provides International
Economics Internet site addresses or links with information on where to access additional
information on the topics presented in each chapter. Answers to asterisked (*) problems are
provided at www.wiley.com/college/salvatore.

S U M M A R Y

1. The world today is in the midst of a revolution based
on the globalization of tastes, production, labor mar-
kets, and financial markets. Globalization is impor-
tant because it increases efficiency; it is inevitable
because international competition requires it. Glob-
alization is being blamed for increased world income
inequalities, child labor, environmental pollution, and
other problems, and it has given rise to a strong
anti-globalization movement.

2. The United States relies on international trade to
obtain many products that it does not produce and
some minerals of which it has no deposits or dwindling
domestic reserves. More important quantitatively for
the nation’s standard of living are the many prod-

ucts that could be produced domestically but only at
a higher cost than abroad. International trade is even
more crucial to the well-being of other nations.

3. Interdependence in the world economy is reflected in
the flow of goods, services, labor, and capital across
national boundaries. The gravity model postulates that
(other things equal), the bilateral trade between two
countries is proportional or at least positively related
to the product of the countries’ GDPs. The greater the
distance between the two countries, the smaller the
GDPs. There are today about 190 million people in
the world who live in a country other than the one in
which they were born, about 38 million of which are
in the United States. Huge amounts of capital (in the
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form of bank loans, bonds, and foreign direct invest-
ments in plants and firms) also move across national
boundaries each year.

4. Starting with many simplifying assumptions, interna-
tional economic theories examine the basis for and
the gains from trade, the reasons for and the effects of
trade restrictions, the policies directed at regulating the
flow of international payments and receipts, and the
effects of these policies on a nation’s welfare. Thus,
international economics deals with the pure theory of
trade, the theory of commercial policy, the balance of
payments and foreign exchange markets, and adjust-
ment in the balance of payments or open-economy
macroeconomics. The first two topics are the micro-
economic aspects of international economics; the
latter two are the macroeconomic aspects, also known
as international finance.

5. The major international economic problems facing the
world today are (1) slow growth and high unemploy-

ment in advanced nations after “the great reces-
sion,” (2) the rise of trade protectionism in advanced
countries in a rapidly globalizing world, (3) exces-
sive vitatility and large disequilibria in exchange
rates, (4) structural imbalances in advanced economies
and insufficient restructuring in transition economies,
(5) deep poverty in many developing countries, and
(6) resource scarcity, environmental degradation, and
climate change.

6. The book is organized into four parts. Part One
(Chapters 2–7) deals with international trade the-
ory. Part Two (Chapters 8–12) examines international
trade policies. Part Three (Chapters 13–15) covers
the balance of payments and foreign exchange mar-
kets. Part Four (Chapters 16–21) examines the various
mechanisms to adjust balance-of-payments disequilib-
ria and open-economy macroeconomics.

A L O O K A H E A D

In Chapter 2, we begin our presentation of the pure theory
of international trade and present the law of comparative
advantage. This is one of the most important and still
unchallenged laws of economics, with many interesting

and practical applications. The law of comparative advan-
tage is the cornerstone of the pure theory of international
trade, and it is crucial to master it completely before going
on to other chapters.

K E Y T E R M S

Adjustment in
balance of
payments, p. 12

Antiglobalization
movement,
p. 4

Balance of
payments, p. 12

Foreign exchange
market, p. 12

Globalization,
p. 3

Gravity model,
p. 9

Interdependence,
p. 6

International
finance, p. 13

International trade
policy, p. 12

International trade
theory, p. 12

Macroeconomics,
p. 13

Microeconomics,
p. 12

Open-economy
macroeconomics,
p. 13

Q U E S T I O N S F O R R E V I E W

1. What is the meaning of globalization? What is
its advantage and disadvantage? Why is there an
anti-globalization movement?

2. What are some of the most important current events
that are part of the general subject matter of inter-
national economics? Why are they important? How
do they affect the economic and political relations

between the United States and Europe? the United
States and Japan?

3. How is international trade related to the standard of
living of the United States? of other large industrial
nations? of small industrial nations? of developing
nations? For which of these groups of nations is
international trade most crucial?
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4. How can we get a rough measure of the interde-
pendence of each nation with the rest of the world?
What does the gravity model postulate?

5. What does international trade theory study? inter-
national trade policy? Why are they known as the
microeconomic aspects of international economics?

6. What is the balance of payments, and what are
foreign exchange markets? What is meant by
adjustment in the balance of payments? Why are
these topics known as the macroeconomic aspects
of international economics? What is meant by
open-economy macroeconomics and international
finance?

7. What is the purpose of economic theory in general?
of international economic theories and policies in
particular?

8. What simplifying assumptions do we make in
studying international economics? Why are these
assumptions usually justified?

9. Why does the study of international economics usu-
ally begin with the presentation of international
trade theory? Why must we discuss theories before

examining policies? Which aspects of international
economics are more abstract? Which are more
applied in nature?

10. Which are the most important international eco-
nomic challenges facing the world today? What are
the benefits and criticisms of globalization?

11. From your previous course(s) in economics, do you
recall the concepts of demand, supply, and equilib-
rium? Do you recall the meaning of the elasticity of
demand? perfect competition? factor markets? the
production frontier? the law of diminishing returns?
the marginal productivity theory? (If you do not
remember some of these concepts, quickly review
them from your principles of economics text or
class notes.)

12. From your previous course(s) in economics, do you
recall the concepts of inflation, recession, growth?
marginal propensity to consume, multiplier, accel-
erator? monetary policy, budget deficit, fiscal pol-
icy? (If you do not remember some of these con-
cepts, quickly review them from your principles of
economics text or class notes.)

P R O B L E M S

1. Go through your daily newspaper and identify:

(a) seven or eight news items of an international
economic character;

(b) the importance or effect of each of these
problems on the U.S. economy;

(c) the importance of each of these news items
to you personally.

2. This question will involve you in measuring the
economic interdependence of some nations.

(a) Identify any five industrial nations not
shown in Figure 1.1.

(b) Go to your school library and find the latest
edition of International Financial Statistics and
construct a table showing the degree of economic
interdependence for the nations you have chosen.
Is the economic interdependence of the smaller
nations greater than that of the larger nations?

3. Do the same as for Problem 2 for any five devel-
oping countries not shown in Figure 1.1.

4. Does the trade between the United States and
Brazil and Argentina follow the prediction of the
gravity model?

5. Take your principles of economics text (even if
you have already had intermediate theory) and
from the table of contents:

(a) identify the topics presented in the micro-
economics parts of the text;

(b) compare the contents of the microeconomic
parts of your principles text with the contents of
Part One and Part Two of this text;

(c) identify the topics presented in the macro-
economics parts of the text;

(d) compare the contents of the macroeconomics
parts of your principles text with the contents of
Part Three and Part Four of this text.
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*6. sfasfd(a) What does consumer demand theory pre-
dict will happen to the quantity demanded of
a commodity if its price rises (for example, as
a result of a tax) while everything else is held
constant?

(b) What do you predict would happen to the
quantity of imports of a commodity if its price to
domestic consumers rose (for example, as a result
of a tax on imports)?

*7. sfasfd(a) How can a government eliminate or reduce
a budget deficit?

(b) How can a nation eliminate or reduce a
balance-of-payments deficit?

8. sfasfd(a) How do international economic relations dif-
fer from interregional economic relations?

(b) In what way are they similar?

9. How can we deduce that nations benefit from vol-
untarily engaging in international trade?

*10. If nations gain from international trade, why do
you think most of them impose some restrictions
on the free flow of international trade?

11. Can you think of some ways by which a nation
can gain at the expense of other nations from trade
restrictions?

12. When the value of the U.S. dollar falls in relation
to the currencies of other nations, what do you
think will happen to the quantity of U.S.

(a) imports?

(b) exports?

* = Answer provided at www.wiley.com/college/
salvatore.

APPENDIX
In this appendix, we present basic data on the commodity and geographic concentration
of international trade, as well as on the world’s leading exporters and importers of goods
and services. We also provide sources of additional international data and information on
current events.

A1.1 Basic International Trade Data
Table 1.5 shows the commodity composition of world merchandise (goods) trade in 2010. It
shows that of the total world merchandise exports of $14,851 billion, $1,362 billion or 9.2
percent were in agricultural products (of which $1,119 billion or 7.5 percent were in food);
$3,026 billion or 20.4 percent were in fuels and mining products (of which $2,349 billion
or 15.8 percent were in fuels); and $9,962 billion or 67.1 percent were in manufactures (of
which $5,082 billion or 34.2 percent were in machinery and transport equipment). Thus,
67.1 percent of total world merchandise exports were manufactures, 20.4 percent in fuels
and mining products, and 9.2 percent in agricultural products.

Table 1.6 shows the geographic composition of world merchandise trade in 2010. It shows
that of the total $15,237 billion world merchandise exports, $1,965 billion or 12.9 percent
originated in North America (of which $1,278 billion or 8.4 percent in the United States,
$388 billion or 2.5 percent in Canada, and $298 billion or 2.0 percent in Mexico); $577
billion or 3.8 percent originated in South and Central America (of which $202 billion or
1.3 percent in Brazil); $5,632 billion or 37.0 percent originated in Europe (of which $5,153
billion or 33.8 percent in the 27-country European Union); $588 billion or 3.9 percent came
from the Commonwealth of Independent States or CIS (of which $400 billion or 2.6 percent
from the Russian Federation); $508 billion or 3.3 percent originated in Africa (of which $81
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■ TABLE 1.5. Commodity Composition of World Merchandise Trade, 2010
(billion dollars and percentage share of world total)

Category Value of Exports Percent of World Exports

Agricultural products $1,362 9.2
Food 1,119 7.5
Raw materials 243 1.6

Fuels and mining products 3,026 20.4
Ores and other minerals 339 2.3
Fuels 2,349 15.8
Nonferrous metals 339 2.3

Manufactures 9,962 67.1
Iron and steel 421 2.8
Chemicals 1,705 11.5
Other semi-manufactures 941 6.3
Machinery and transport equipment 5,082 34.2

Office and telecom equipment 1,603 10.8
Automotive products 1,092 7.4
Other transport equipment 603 4.1
Other machinery 1,784 12.0

Textiles 251 1.7
Clothing 351 2.4
Other manufactures 1,211 8.2

Products not classified elsewhere 503 3.3
Total merchandise exports 14,851 100.0

Note: Some of the totals may not add up because of rounding
Source: World Trade Organization, International Trade Statistics (Geneva: WTO, 2011), Table A10.

billion or 0.5 percent from South Africa); $894 billion or 5.9 percent (mostly petroleum)
originated in the Middle East (of which $250 billion or 1.6 percent from Saudi Arabia);
and $5,072 billion or 33.3 percent came from Asia (of which $1,578 billion or 10.4 percent
from China and $769 billion or 5.0 percent from Japan). Thus, Europe (and the European
Union) and Asia were by far the world’s largest exporters, followed by North America.
The last two columns of Table 1.6 show the geographic distribution of world merchandise
imports in 2010.

Table 1.7 shows the geographic destination of the merchandise exports of various regions
in 2010. The first column of the table shows that 48.7 percent of the merchandise exports
of North America went to North America (these are U.S. exports to Canada and Mexico,
and Canadian and Mexican exports to the United States and to each other); 8.4 percent
went to South and Central America; 16.8 percent went to Europe; 0.6 percent went to the
Commonwealth of Independent States (CIS); 1.7 percent went to Africa; 2.7 percent to the
Middle East; and 21.0 went to Asia. The second column of Table 1.7 shows that 25.6 percent
of the merchandise exports of South and Central America went to other countries of South
and Central America. The other main trade partners of South and Central America were
North America, Asia, and Europe. The third column shows that almost three-quarters of
European trade is within or intra-regional trade. As expected, Europe represents by far the
largest trade partner of the Commonwealth of Independent States, as well as of Africa, while
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■ TABLE 1.6. Geographical Composition of World Merchandise Trade, 2007
(billion dollars and percentage share of world total)

Value of Value of
Region or Country Exports Share (%) Imports Share (%)

North America $1,965 12.9 $2,683 17.4
United States 1,278 8.4 1,969 12.8
Canada 388 2.5 402 2.6
Mexico 298 2.0 311 2.0

South and Central America 577 3.8 578 3.8
Brazil 202 1.3 191 1.2

Europe 5,632 37.0 5,859 38.0
European Union (27)a 5,153 33.8 5,356 34.8
Excl. Intra-EU trade 1,788 11.7 1,991 12.9

Commonwealth Indep. States (CIS)b 588 3.9 414 2.7
Russian Federation 400 2.6 249 1.6

Africa 508 3.3 470 3.1
South Africa 81 0.5 94 0.6

Middle East 894 5.9 562 3.6
Saudi Arabia 250 1.6 97 0.6

Asiac 5,072 33.3 4,837 31.4
China 1,578 10.4 1,395 9.1
Japan 769 5.0 694 4.5
Other Asia 2,725 17.9 2,748 17.8

Worldc 15,237 100.0 15,402 100.0

aAustria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal,
Spain, Sweden, United Kingdom; Bulgaria, Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta,
Poland, Romania, Slovenia, and Slovak Republic.
bArmenia, Azerbaijan, Belarus, Georgia, Kazakhstan, Kyrgyz Republic, Moldova, Russian Federation, Tajikistan,
Turkmenistan, Ukraine, and Ubzbekistan.
cIncludes significant re-exports.
Note: The values may not add up to 100 because of incomplete coverage and rounding.
Source: World Trade Organization, Annual Trade Statistics (Geneva: WTO, 2011), Tables A6 and A7.

the Middle East exports (mostly petroleum) primarily to Asia. Inter-Asia trade represents
52.6 percent of the Asian merchandise exports, with most of the rest about equally destined
to Europe and the United States.

Table 1.8 ranks the leading merchandise exporting and importing countries in 2010. The
table shows that the world’s top exporters and importers are the largest industrial countries
and China, with China leading the list of the world exporters and the United States leading
the list of the world importers. China moved very rapidly in the ranks of the largest world
merchandise exporters and importers in recent years and now occupies first place in exports
and second place after the United States in imports. Table 1.8 also shows that the leading
exporters were also, for the most part, the leading importers.

Table 1.9 shows the world’s leading exporting and importing countries of commercial
services in 2010. The ranking is similar to that for merchandise trade, except for China,
which is now fourth in exporting and third in importing. India ranks seventh among exporters
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■ TABLE 1.7. Geographical Destination of Merchandise Exports, 2010 (percentages)

South & Commonwealth
North Central Independent Middle

America America Europe States (CIS)a Africa East Asia World

North America 48.7% 23.9% 7.4% 5.6% 16.8% 8.8% 17.1% 16.9%
South & Central

America
8.4 25.6 1.7 1.1 2.7 0.8 3.2 4.0

Europe 16.8 18.7 71.0 52.4 36.2 12.1 17.2 39.4
Commonwealth

Independent
States (CIS)a

0.6 1.3 3.2 18.6 0.4 0.5 1.8 2.7

Africa 1.7 2.6 3.1 1.5 12.3 3.2 2.7 3.0
Middle East 2.7 2.6 3.0 3.3 3.7 10.0 4.2 3.8
Asia 21.0 23.2 9.3 14.9 24.1 52.6 52.6 28.4
World 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

aArmenia, Azerbaijan, Belarus, Georgia, Kazakhstan, Kyrgyz Republic, Moldova, Russian Federation, Tajikistan,
Turkmenistan, Ukraine, and Ubzbekistan.
Note: The values may not add up to 100.0 percent because of incomplete coverage and rounding.
Source: World Trade Organization, International Trade Statistics (Geneva: WTO, 2011), Table 1.5.

■ TABLE 1.8. Leading Exporters and Importers of Merchandise, 2010
(billion dollars and percentage share of world total)

Exporters Importers

Rank Country Value Share (%) Rank Country Value Share (%)

1 China $1,578 10.4 1 United States $1,969 12.8
2 United States 1,278 8.4 2 China 1,395 9.1
3 Germany 1,269 8.3 3 Germany 1,067 6.9
4 Japan 770 5.1 4 Japan 694 4.5
5 Netherlands 573 3.8 5 France 606 3.9
6 France 521 3.4 6 United Kingdom 560 3.6
7 Korea, Rep. of 466 3.1 7 Netherlands 517 3.4
8 Italy 448 2.9 8 Italy 484 3.1
9 Belgium 412 2.7 9 Korea, Rep. of 425 2.8

10 United Kingdom 406 2.7 10 Canada 402 2.6
Total of above 7,721 50.8 Total of above 8,119 52.7
Worlda 15,237 100.0 Worlda 15,402 100.0

aIncludes significant re-exports.
Source: World Trade Organization, International Trade Statistics, (Geneva WTO, 2011), Table 1.8.

and importers of services. Note that trade in commercial services is now between one-quarter
and one-fifth of merchandise trade and has been growing more rapidly than the latter as a
reflection of the shift toward a service economy in most countries, especially the advanced
countries and emerging markets.
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■ TABLE 1.9. Leading Exporters and Importers of Commercial Services, 2010
(billion dollars and percentage share of world total)

Exporters Importers

Rank Country Value Share (%) Rank Country Value Share (%)

1 United States $518 14.0 1 United States $358 10.2
2 Germany 232 6.3 2 Germany 260 7.4
3 United Kingdom 227 6.1 3 China 192 5.5
4 China 170 4.6 4 United Kingdom 161 4.6
5 France 143 3.9 5 Japan 156 4.4
6 Japan 139 3.8 6 France 129 3.7
7 India 123 3.3 7 India 116 3.3
8 Spain 123 3.3 8 Ireland 108 3.1
9 Netherlands 113 3.1 9 Italy 108 3.1

10 Singapore 112 3.0 10 Netherlands 106 3.0
Total of above 1,900 51.4 Total of above 1,694 48.3
World 3,695 100.0 World 3,510 100.0

Source: World Trade Organization, Annual Trade Statistics, (Geneva WTO, 2011), Table I.10.

A1.2 Sources of Additional International Data and Information
The most important sources for national and international trade and financial data, as well
as for current events, are the following.

PUBLISHED BY THE UNITED STATES GOVERNMENT

Economic Report of the President (Washington, D.C.: U.S. Government Printing Office,
annual) contains chapters on recent economic events, as well as time series data on the
U.S. economy (including international trade and finance).

Federal Reserve Bulletin (Washington, D.C.: Board of Governors of the Federal Reserve
System, monthly) includes a great deal of trade and financial information and data for the
United States and other nations.

Statistical Abstract of the United States (Washington, D.C.: U.S. Department of Commerce,
annual) includes a large amount of data on the United States, as well as comparative
international statistics.

Survey of Current Business (Washington, D.C.: U.S. Department of Commerce, monthly)
contains summary data on international trade by commodity group and geographic area,
as well as other domestic and international data.

PUBLISHED BY INTERNATIONAL ORGANIZATIONS

Balance of Payments Statistics Yearbook. (Washington, D.C.: International Monetary Fund,
annual) includes detailed balance of payments statistics on 165 countries.
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Direction of Trade Statistics. (Washington, D.C.: International Monetary Fund, quarterly and
annual) includes detailed data on the exports and imports of each of 159 countries to and
from every other country of the world.

International Financial Statistics. (Washington, D.C.: International Monetary Fund, monthly
and annual) includes a great variety of economic data on 194 countries.

International Trade Statistics. (Geneva: World Trade Organization, annual) gives trade data
on each of 154 member countries and various groupings of nations.

Main Economic Indicators. (Paris: Organization for Economic Cooperation and Develop-
ment, monthly and annual) includes a wide variety of economic data on the 34 member
countries of OECD.

OECD Economic Outlook. (Paris: Organization for Economic Cooperation and Development,
June and December of each year) contains analyses of recent events and OECD projections
about future economic activity, as well as summary data tables on the 34 member countries
and groups of countries.

World Economic Outlook. (Washington, D.C.: International Monetary Fund, April and Octo-
ber of each year) contains analyses of recent events and IMF projections about future
economic activity, as well as summary data tables on the leading industrial countries and
groups of countries.

World Development Report. (Oxford University Press, for the World Bank, annual) contains
economic and social data for developing countries, as well as analysis of recent events
and projections for the future.

CURRENT EVENTS SOURCES

Chicago Tribune (daily)

Financial Times (daily)

Los Angeles Times (daily)

New York Times (daily)

Wall Street Journal (daily)

Washington Post (daily)

Business Week (weekly)

The Economist (weekly)

Forbes (biweekly)

Fortune (biweekly)

Federal Reserve Bulletin (monthly)

IMF Survey Magazine (biweekly)

Monthly Bulletin of Statistics (published by the United Nations, monthly)
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S E L E C T E D B I B L I O G R A P H Y

For discussion and evaluation of the economic effects of global-
ization:

■ P. Krugman, Pop Internationalism (Cambridge, Mass.: MIT
Press, 1996).

■ D. Rodrik. Has Globalization Gone Too Far? (Washington,
D.C.: Institute for International Economics, 1997).

■ J. Stiglitz, Globalization and Its Discontents (New York: Nor-
ton, 2003).

■ S. C. Scott and R. Z. Lawrence, Has Globalization Gone Far

Enough? (Washington, D.C.: Institute for International Eco-
nomics, 2004).

■ D. Salvatore, Globalization, Growth and Poverty . Special
Issue of the Journal Policy Modeling , June 2004.

■ J. Stiglitz and A. Charlton, Fair Trade for All (New York:
Oxford University Press, 2006).

■ G. de la Dehesa, Winners and Losers in Globalization

(Malden, Mass.: Blackwell, 2006).

■ A. Blinder, “Offshoring: The Next Industrial Revolution,”
Foreign Affairs , March/April 2006, pp. 113–128.

■ J. Bhagwati, In Defense of Globalization (New York: Oxford
University Press, 2007).

■ T. Friedman, The World Is Flat: Further Expanded and

Updated (New York: Farrar, Straus, Giroux, 2007).

■ EEAG, “The Effects of Globalization on Western European
Jobs: A Curse or a Blessing?” in EEAG Report of the Euro-

pean Economy 2008 (Munich: EEAG, 2008, pp. 71–104).

■ D. Salvatore, “The Challenges to the Liberal Trading System,”
Journal of Policy Modeling , July/August 2009, pp. 593–599.

Books that reprint many classic articles on international trade and
international finance from economic journals that are useful for
advanced undergraduates and graduate students are:

■ H. S. Ellis and L. A. Metzler, eds., Readings in the Theory of

International Trade (Homewood, Ill.: Irwin, 1950).

■ R. E. Caves and H. G. Johnson, eds., Readings in International

Economics (Homewood, Ill.: Irwin, 1968).

■ J. N. Bhagwati, ed., International Trade (Baltimore: Penguin,
1969).

■ R. N. Cooper, ed., International Finance (Baltimore: Penguin,
1969).

■ J. N. Bhagwati, ed., International Trade: Selected Readings ,
2nd ed. (Cambridge, Mass.: MIT Press, 1987).

Some excellent surveys in trade theory for more advanced stu-
dents are:

■ J. N. Bhagwati, “The Pure Theory of International Trade,”

Economic Journal , March 1964, pp. 1–84.

■ J. Chipman, “A Survey of the Theory of International Trade,

Parts I–II,” Econometrica , July 1965, October 1965, October

1966; Part I: pp. 477–519. Part II: pp. 685–760.

■ R. W. Jones and P. B. Kenen, eds., Handbook of Interna-

tional Economics , Vol. 1, International Trade (Amsterdam:

North-Holland, 1984).

■ D. Greenaway and A. Winters, Surveys in International Trade

(Cambridge, Mass.: Blackwell, 1994).

■ G. M. Grossman and K. Rogoff, eds., Handbook of Interna-

tional Economics , Vol. 3, International Trade Theory and

Policy (Amsterdam: North-Holland, 1995).

■ J. N. Bhagwati and T. N. Srinivasan, Lectures on International

Trade, 2nd ed. (Cambridge, Mass.: MIT Press, 1998).

■ H. Helpman, “The Structure of Foreign Trade,” Journal of

Economic Perspective, Spring 1999.

■ J. N. Bhagwati, Free Trade Today (Princeton, N.J.: Princeton

University Press, 2002).

■ R. C. Feenstra, Advanced Trade Theory (Princeton, N.J.:

Princeton University Press, 2004).

Excellent volumes on commercial policies and protectionism are:

■ R. M. Stern, ed., U.S. Trade Policies in a Changing World

(Cambridge, Mass.: MIT Press, 1987).

■ J. N. Bhagwati, Protectionism (Cambridge, Mass.: MIT Press,

1988).
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I N T E R N e t

The Internet site addresses for the International Mon-
etary Fund (IMF), World Trade Organization (WTO),
Organization for Economic Cooperation and Development
(OECD), World Bank, and United Nations, which con-
tain a wealth of trade and financial information and data
(including the reports listed in the Selected Bibliography)
are, respectively:

http://www.imf.org

http://www.wto.org

http://www.oecd.org

http://worldbank.org

http://unstats.un.org/unsd/economic_main.htm

For more information and data on the major commod-
ity exports and imports of the United States and its
major trade partners (as well as the reports indicated on
the Selected Bibliography), see the Bureau of Census,

the Bureau of Economic Analysis, and the Board of Gov-
ernors of the Federal Reserve System, respectively, at:

http:census.gov/ftp/pub/foreign-trade/index.html

http://www.federalreserve.gov

The Economic Report of the President usually includes a
chapter on international trade and finance. It is published
in February of each year. The 2011 report is available at:

http://www.gpoaccess.gov/eop/2011/pdf/ERP-2011.pdf

The web site for the Institute for International Economics,
which publishes many reports and analyses on interna-
tional trade and international finance, is:

http://www.iie.com

For the gravity model, see:

http://en.wikipedia.org/wiki/Gravity_model_of_trade
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International Trade Theory part

Part One (Chapters 2–7) deals with international trade theory. It starts
with the explanation of the important theory of comparative advantage in
Chapter 2, examines the basis for and the gains from trade in Chapter
3, and formalizes the discussion of how equilibrium relative prices are
determined for internationally traded goods and services in Chapter 4. The
Heckscher–Ohlin theory of international trade and results of empirical tests
of the theory are presented in Chapter 5; Chapter 6 deals with important
new and complementary trade theories, which base trade on economies of
scale and imperfect competition; and Chapter 7 deals with the relationship
between international trade and economic growth.

29
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The Law of Comparative
Advantage

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand the law of comparative advantage

• Understand the relationship between opportunity costs
and relative commodity prices

• Explain the basis for trade and show the gains from
trade under constant costs conditions

2.1 Introduction
In this chapter, we examine the development of trade theory from the seventeenth
century through the first part of the twentieth century. This historical approach is
useful not because we are interested in the history of economic thought as such,
but because it is a convenient way of introducing the concepts and theories of
international trade from the simple to the more complex and realistic.

The basic questions that we seek to answer in this chapter are:

1. What is the basis for trade and what are the gains from trade? Presumably
(and as in the case of an individual), a nation will voluntarily engage in trade
only if it benefits from trade. But how are gains from trade generated? How
large are the gains and how are they divided among the trading nations?

2. What is the pattern of trade? That is, what commodities are traded and which
commodities are exported and imported by each nation?

We begin with a brief discussion of the economic doctrines known as mercantil-
ism that prevailed during the seventeenth and eighteenth centuries. We then go on
to discuss the theory of absolute advantage, developed by Adam Smith. It remained,
however, for David Ricardo, writing some 40 years after Smith, to truly explain
the pattern of and the gains from trade with his law of comparative advantage. The
law of comparative advantage is one of the most important laws of economics,
with applicability to nations as well as to individuals and useful for exposing many
serious fallacies in apparently logical reasoning.

31
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One difficulty remained. Ricardo had based his explanation of the law of comparative
advantage on the labor theory of value, which was subsequently rejected. In the first part of
the twentieth century, Gottfried Haberler came to Ricardo’s “rescue” by explaining the law
of comparative advantage in terms of the opportunity cost theory, as reflected in production
possibility frontiers, or transformation curves.

For simplicity, our discussion will initially refer to only two nations and two commodi-
ties. In the appendix to this chapter, the conclusions will be generalized to trade in more
than two commodities and among more than two nations. It must also be pointed out that
while comparative advantage is the cornerstone of international trade theory, trade can also
be based on other reasons, such as economies of large-scale production and product dif-
ferentiation. These are examined in Chapter 6. Furthermore, the comparative advantage of
nations can change over time, especially as a result of technological change, as explained
in Chapter 7.

2.2 The Mercantilists’ Views on Trade
Economics as an organized science can be said to have originated with the publication in
1776 of The Wealth of Nations by Adam Smith. However, writings on international trade
preceded this date in such countries as England, Spain, France, Portugal, and the Netherlands
as they developed into modern national states. Specifically, during the seventeenth and
eighteenth centuries a group of men (merchants, bankers, government officials, and even
philosophers) wrote essays and pamphlets on international trade that advocated an economic
philosophy known as mercantilism. Briefly, the mercantilists maintained that the way for
a nation to become rich and powerful was to export more than it imported. The resulting
export surplus would then be settled by an inflow of bullion, or precious metals, primarily
gold and silver. The more gold and silver a nation had, the richer and more powerful it
was. Thus, the government had to do all in its power to stimulate the nation’s exports
and discourage and restrict imports (particularly the import of luxury consumption goods).
However, since all nations could not simultaneously have an export surplus and the amount
of gold and silver was fixed at any particular point in time, one nation could gain only at the
expense of other nations. The mercantilists thus preached economic nationalism, believing
as they did that national interests were basically in conflict (see Case Study 2-1).

Note that the mercantilists measured the wealth of a nation by the stock of precious
metals it possessed. In contrast, today we measure the wealth of a nation by its stock of
human, man-made, and natural resources available for producing goods and services. The
greater this stock of useful resources, the greater is the flow of goods and services to satisfy
human wants, and the higher the standard of living in the nation.

At a more sophisticated level of analysis, there were more rational reasons for the mer-
cantilists’ desire for the accumulation of precious metals. This can be understood if it is
remembered that the mercantilists were writing primarily for rulers and to enhance national
power. With more gold, rulers could maintain larger and better armies and consolidate their
power at home; improved armies and navies also made it possible for them to acquire more
colonies. In addition, more gold meant more money (i.e., more gold coins) in circulation
and greater business activity. Furthermore, by encouraging exports and restricting imports,
the government would stimulate national output and employment.
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■ CASE STUDY 2-1 Munn’s Mercantilistic Views on Trade

Thomas Munn (1571–1641) was perhaps the most
influential of the mercantilist writers, and his En-
gland’s Treasure by Foreign Trade was the out-
standing exposition of mercantilist thought on
trade. Indeed, Adam Smith’s attacks on mercan-
tilist views on trade (see the next section) were
directed primarily at Munn. Following is an excerpt
from Munn’s writing:

Although a Kingdom may be enriched by gifts
received, or by purchase taken from some other
Nations, yet these are things uncertain and of small
consideration when they happen. The ordinary means
therefore to encrease our wealth and treasure is by
Foreign Trade, wherein we must ever observe this
rule; to sell more to strangers yearly than we con-
sume of theirs in value. For . . . that part of our
stock [exports] which is not returned to us in wares
[imports] must necessarily be brought home in trea-
sure [bullion]. . . .

We may . . . diminish our importations, if we would
soberly refrain from excessive consumption of for-
eign wares in our diet and rayment [dress]. . . . In
our exportations we must not only regard our super-
fluities, but also we must consider our neighbours
necessities, that so . . . we may . . . gain so much of
the manufacture as we can, and also endeavour to
sell them dear, so far forth as the high price cause
not a less vent in the quantity [of our exports]. But
the superfluity of our commodities which strangers
use, and may also have the same from other Nations,
or may abate their vent by the use of some such
like wares from other places, and with little incon-
venience; we must in this case strive to sell as cheap
as possible we can, rather than to lose the utterance
[the sale] of such wares. . . .

Source: Thomas Munn, England’s Treasure by Foreign
Trade (Reprinted, Oxford: Basil Blackwell, 1928). The
words in brackets have been added to clarify the meaning.

In any event, mercantilists advocated strict government control of all economic activity
and preached economic nationalism because they believed that a nation could gain in trade
only at the expense of other nations (i.e., trade was a zero-sum game). These views are
important for two reasons. First, the ideas of Adam Smith, David Ricardo, and other classical
economists can best be understood if they are regarded as reactions to the mercantilists’
views on trade and on the role of the government. Second, today there seems to be a
resurgence of neo-mercantilism, as nations plagued by high levels of unemployment seek
to restrict imports in an effort to stimulate domestic production and employment (this is
examined in detail in Chapter 9). In fact, aside from England during the period 1815–1914,
no Western nation has ever been completely free of mercantilist ideas (see Case Study 2-2).

(continued)

■ CASE STUDY 2-2 Mercantilism Is Alive and Well in the Twenty-first Century

Although most nations claim to be in favor of
free trade, most of them continue to impose many
restrictions on international trade. Most industrial
nations restrict imports of agricultural commodi-
ties, textiles, shoes, steel, and many other products
in order to protect domestic employment. They
also provide subsidies to some of their hi-tech

industries, such as computers and telecommunica-
tions, deemed essential for the international compet-
itiveness of the nation and its future growth. Devel-
oping countries are even more protective of domes-
tic industries. As some forms of overt protection
(such as tariffs and quotas) on some products have
been reduced or eliminated over the years through

(c) ketabton.com: The Digital Library



Salvatore c02.tex V2 - 10/26/2012 1:33 P.M. Page 34

34 The Law of Comparative Advantage

■ CASE STUDY 2-2 Continued

multilateral negotiations, other less explicit types
of protection (such as tax benefits and research and
development subsidies) have been increased. This
is evidenced by the numerous trade disputes that
have arisen over time.

During the past few years, there have
been disputes between the United States and the
European Union (EU) on the latter’s prohibition
of U.S. beef exports from cattle raised with
hormones; on the EU preferences for banana
imports from African countries at the expense
of bananas from Central American plantations
(owned by American business interests); on EU
subsidies to Airbus Industrie for the development
of its new super-jumbo jet that takes sales away
from Boeing’s 747; on the tax rebates that the
U.S. government was providing some exporters;
and on the U.S. tariffs on imported steel. There

are similarly many other trade disputes between
the United States, Japan, other developed and
developing countries, and among all these coun-
tries with one another. Indeed, the list of protected
products is long and varied. Trade restrictions are
demanded to protect domestic jobs from foreign
competition and to encourage domestic high-tech
industries—all classic mercantilist arguments.
Mercantilism, though declining, is alive and well
in the twenty-first century.

Sources: A. Krueger, “The Struggle to Convince the Free
Trade Skeptics,” IMF Survey , July 12, 2004, pp. 204–205;
J. N. Bhagwati, Free Trade Today (Princeton, N.J.: Prince-
ton University Press, 2002); D. A. Irwin, Free Trade under
Fire (Princeton, N.J.: Princeton University Press, 2002);
D. Salvatore, ed., Protectionism and World Welfare (New
York: Cambridge University Press, 1993); and D. Salvatore,
“The Challenges to the Liberal Trading System,” Journal
of Policy Modeling, July/August 2009, pp. 593–599.

2.3 Trade Based on Absolute Advantage: Adam Smith
Smith started with the simple truth that for two nations to trade with each other voluntarily ,
both nations must gain. If one nation gained nothing or lost, it would simply refuse to trade.
But how does this mutually beneficial trade take place, and from where do these gains from
trade come?

2.3A Absolute Advantage
According to Adam Smith, trade between two nations is based on absolute advantage.
When one nation is more efficient than (or has an absolute advantage over) another in the
production of one commodity but is less efficient than (or has an absolute disadvantage
with respect to) the other nation in producing a second commodity, then both nations can
gain by each specializing in the production of the commodity of its absolute advantage
and exchanging part of its output with the other nation for the commodity of its absolute
disadvantage. By this process, resources are utilized in the most efficient way and the output
of both commodities will rise. This increase in the output of both commodities measures
the gains from specialization in production available to be divided between the two nations
through trade.

For example, because of climatic conditions, Canada is efficient in growing wheat but
inefficient in growing bananas (hothouses would have to be used). On the other hand,
Nicaragua is efficient in growing bananas but inefficient in growing wheat. Thus, Canada
has an absolute advantage over Nicaragua in the cultivation of wheat but an absolute dis-
advantage in the cultivation of bananas. The opposite is true for Nicaragua.
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Under these circumstances, both nations would benefit if each specialized in the pro-
duction of the commodity of its absolute advantage and then traded with the other nation.
Canada would specialize in the production of wheat (i.e., produce more than needed domes-
tically) and exchange some of it for (surplus) bananas grown in Nicaragua. As a result,
both more wheat and more bananas would be grown and consumed, and both Canada and
Nicaragua would gain.

In this respect, a nation behaves no differently from an individual who does not attempt
to produce all the commodities she or he needs. Rather, the individual produces only that
commodity that he or she can produce most efficiently and then exchanges part of the output
for the other commodities she or he needs or wants. This way, total output and the welfare
of all individuals are maximized.

Thus, while the mercantilists believed that one nation could gain only at the expense of
another nation and advocated strict government control of all economic activity and trade,
Adam Smith (and the other classical economists who followed him) believed that all nations
would gain from free trade and strongly advocated a policy of laissez-faire (i.e., as little
government interference with the economic system as possible). Free trade would cause
world resources to be utilized most efficiently and would maximize world welfare. There
were to be only a few exceptions to this policy of laissez-faire and free trade. One of these
was the protection of industries important for national defense.

In view of this belief, it seems paradoxical that today most nations impose many restric-
tions on the free flow of international trade. Trade restrictions are invariably rationalized in
terms of national welfare. In reality, trade restrictions are advocated by the few industries
and their workers who are hurt by imports. As such, trade restrictions benefit the few at the
expense of the many (who will have to pay higher prices for competing domestic goods).
These issues will be examined in detail in Part Two.

Also to be noted is that Smith’s theory served the interest of factory owners (who were
able to pay lower wages because of cheaper food imports) and harmed landowners in
England (because food became less scarce due to cheaper imports), and it shows the link
between social pressures and the development of new economic theories to support them.

2.3B Illustration of Absolute Advantage
We will now look at a numerical example of absolute advantage that will serve to establish
a frame of reference for presenting the more challenging theory of comparative advantage
in the next section.

Table 2.1 shows that one hour of labor time produces six bushels of wheat in the United
States but only one in the United Kingdom. On the other hand, one hour of labor time
produces five yards of cloth in the United Kingdom but only four in the United States.
Thus, the United States is more efficient than, or has an absolute advantage over, the United

■ TABLE 2.1. Absolute Advantage

U.S. U.K.

Wheat (bushels/hour) 6 1
Cloth (yards/hour) 4 5
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Kingdom in the production of wheat, whereas the United Kingdom is more efficient than,
or has an absolute advantage over, the United States in the production of cloth. With trade,
the United States would specialize in the production of wheat and exchange part of it for
British cloth. The opposite is true for the United Kingdom.

If the United States exchanges six bushels of wheat (6W) for six yards of British cloth
(6C), the United States gains 2C or saves 1/2 hour or 30 minutes of labor time (since the
United States can only exchange 6W for 4C domestically). Similarly, the 6W that the
United Kingdom receives from the United States is equivalent to or would require six hours
of labor time to produce in the United Kingdom. These same six hours can produce 30C in
the United Kingdom (6 hours times 5 yards of cloth per hour). By being able to exchange
6C (requiring a little over one hour to produce in the United Kingdom) for 6W with the
United States, the United Kingdom gains 24C, or saves almost five labor - hours.

The fact that the United Kingdom gains much more than the United States is not important
at this time. What is important is that both nations can gain from specialization in production
and trade. (We will see in Section 2.6b how the rate at which commodities are exchanged
for one another is determined, and we will also examine the closely related question of how
the gains from trade are divided among the trading nations.)

Absolute advantage, however, can explain only a very small part of world trade today,
such as some of the trade between developed and developing countries. Most of world trade,
especially trade among developed countries, could not be explained by absolute advantage.
It remained for David Ricardo, with the law of comparative advantage, to truly explain the
basis for and the gains from trade. Indeed, absolute advantage will be seen to be only a
special case of the more general theory of comparative advantage.

2.4 Trade Based on Comparative Advantage:
David Ricardo

In 1817, Ricardo published his Principles of Political Economy and Taxation , in which he
presented the law of comparative advantage. This is one of the most important and still
unchallenged laws of economics, with many practical applications. In this section, we will
first define the law of comparative advantage; then we will restate it with a simple numerical
example; finally, we will prove it by demonstrating that both nations can indeed gain by
each specializing in the production and exportation of the commodity of its comparative
advantage. In Section 2.6a, we will prove the law graphically .

2.4A The Law of Comparative Advantage
According to the law of comparative advantage, even if one nation is less efficient than
(has an absolute disadvantage with respect to) the other nation in the production of both
commodities, there is still a basis for mutually beneficial trade. The first nation should
specialize in the production and export of the commodity in which its absolute disadvantage
is smaller (this is the commodity of its comparative advantage) and import the commodity
in which its absolute disadvantage is greater (this is the commodity of its comparative
disadvantage).
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■ TABLE 2.2. Comparative Advantage

U.S. U.K.

Wheat (bushels/hour) 6 1
Cloth (yards/hour) 4 2

The statement of the law can be clarified by looking at Table 2.2. The only difference
between Tables 2.2 and 2.1 is that the United Kingdom now produces only two yards of
cloth per hour instead of five. Thus, the United Kingdom now has an absolute disadvantage
in the production of both wheat and cloth with respect to the United States.

However, since U.K. labor is half as productive in cloth but six times less productive in
wheat with respect to the United States, the United Kingdom has a comparative advantage
in cloth . On the other hand, the United States has an absolute advantage in both wheat and
cloth with respect to the United Kingdom, but since its absolute advantage is greater in
wheat (6:1) than in cloth (4:2), the United States has a comparative advantage in wheat . To
summarize, the U.S. absolute advantage is greater in wheat, so its comparative advantage lies
in wheat. The United Kingdom’s absolute disadvantage is smaller in cloth, so its comparative
advantage lies in cloth. According to the law of comparative advantage, both nations can
gain if the United States specializes in the production of wheat and exports some of it in
exchange for British cloth. (At the same time, the United Kingdom is specializing in the
production and exporting of cloth.)

Note that in a two-nation, two-commodity world, once it is determined that one nation
has a comparative advantage in one commodity, then the other nation must necessarily have
a comparative advantage in the other commodity.

2.4B The Gains from Trade
So far, we have stated the law of comparative advantage in words and then restated it
with a simple numerical example. However, we have not yet proved the law. To do so,
we must be able to show that the United States and the United Kingdom can both gain
by each specializing in the production and exporting of the commodity of its comparative
advantage.

To start with, we know that the United States would be indifferent to trade if it received
only 4C from the United Kingdom in exchange for 6W, since the United States can produce
exactly 4C domestically by utilizing the resources released in giving up 6W (see Table 2.2).
And the United States would certainly not trade if it received less than 4C for 6W. Similarly,
the United Kingdom would be indifferent to trade if it had to give up 2C for each 1W it
received from the United States, and it certainly would not trade if it had to give up more
than 2C for 1W.

To show that both nations can gain, suppose the United States could exchange 6W for 6C
with the United Kingdom. The United States would then gain 2C (or save 1/2 hour of labor
time) since the United States could only exchange 6W for 4C domestically. To see that the
United Kingdom would also gain, note that the 6W that the United Kingdom receives from
the United States would require six hours to produce in the United Kingdom. The United
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Kingdom could instead use these six hours to produce 12C and give up only 6C for 6W
from the United States. Thus, the United Kingdom would gain 6C or save three hours of
labor time. Once again, the fact that the United Kingdom gains more from trade than the
United States is not important at this point. What is important is that both nations can gain
from trade even if one of them (in this case the United Kingdom) is less efficient than the
other in the production of both commodities.

We can convince ourselves of this by considering a simple example from everyday
life. Suppose a lawyer can type twice as fast as his secretary. The lawyer then has an
absolute advantage over his secretary in both the practice of law and typing. However,
since the secretary cannot practice law without a law degree, the lawyer has a greater
absolute advantage or a comparative advantage in law, and the secretary has a comparative
advantage in typing. According to the law of comparative advantage, the lawyer should
spend all of his time practicing law and let his secretary do the typing. For example, if the
lawyer earns $100 per hour practicing law and must pay his secretary $10 per hour to do
the typing, he would actually lose $80 for each hour that he typed. The reason for this is
that he would save $20 (since he can type twice as fast as his secretary) but forgo earning
$100 in the practice of law.

Returning to the United States and the United Kingdom, we see that both nations would
gain by exchanging 6W for 6C. However, this is not the only rate of exchange at which
mutually beneficial trade can take place. Since the United States could exchange 6W for
4C domestically (in the sense that both require 1 hour to produce), the United States would
gain if it could exchange 6W for more than 4C from the United Kingdom. On the other
hand, in the United Kingdom 6W = 12C (in the sense that both require 6 hours to produce).
Anything less than 12C that the United Kingdom must give up to obtain 6W from the United
States represents a gain from trade for the United Kingdom. To summarize, the United States
gains to the extent that it can exchange 6W for more than 4C from the United Kingdom.
The United Kingdom gains to the extent that it can give up less than 12C for 6W from the
United States. Thus, the range for mutually advantageous trade is

4C < 6W < 12C

The spread between 12C and 4C (i.e., 8C) represents the total gains from trade available
to be shared by the two nations by trading 6W. For example, we have seen that when 6W
are exchanged for 6C, the United States gains 2C and the United Kingdom 6C, making a
total of 8C. The closer the rate of exchange is to 4C = 6W (the domestic, or internal , rate
in the United States—see Table 2.2), the smaller is the share of the gain going to the United
States and the larger is the share of the gain going to the United Kingdom. On the other
hand, the closer the rate of exchange is to 6W = 12C (the domestic, or internal, rate in the
United Kingdom), the greater is the gain of the United States relative to that of the United
Kingdom.

For example, if the United States exchanged 6W for 8C with the United Kingdom, both
nations would gain 4C, for a total gain of 8C. If the United States could exchange 6W for
10C, it would gain 6C and the United Kingdom only 2C. (Of course, the gains from trade
are proportionately greater when more than 6W are traded.) In Section 2.6b, we will see
how this rate of exchange is actually determined in the real world by demand as well as
supply considerations. The rate of exchange will also determine how the total gains from
trade are actually shared by the trading nations. Up to this point, all we have wanted to do
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is to prove that mutually beneficial trade can take place even if one nation is less efficient
than the other in the production of both commodities.

So far, the gains from specialization in production and trade have been measured in
terms of cloth. However, the gains from trade could also be measured exclusively in terms
of wheat or, more realistically, in terms of both wheat and cloth. This will be done in the
graphical presentation of the law of comparative advantage in Section 2.6a.

2.4C The Case of No Comparative Advantage
There is one (not very common) case where there is no comparative advantage. This occurs
when the absolute disadvantage that one nation has with respect to another nation is the
same in both commodities. For example, if one hour produced 3W instead of 1W in the
United Kingdom (see Table 2.2), the United Kingdom would be exactly half as productive
as the United States in both wheat and cloth. The United Kingdom (and the United States)
would then have a comparative advantage in neither commodity, and no mutually beneficial
trade could take place.

The reason for this is that (as earlier) the United States will trade only if it can exchange
6W for more than 4C. However, now the United Kingdom is not willing to give up more
than 4C to obtain 6W from the United States because the United Kingdom can produce
either 6W or 4C with two hours domestically. Under these circumstances, no mutually
beneficial trade can take place.

This requires slightly modifying the statement of the law of comparative advantage to
read as follows: Even if one nation has an absolute disadvantage with respect to the other
nation in the production of both commodities, there is still a basis for mutually beneficial
trade, unless the absolute disadvantage (that one nation has with respect to the other nation)
is in the same proportion for the two commodities . Although it is important to note this
case, its occurrence is rare and a matter of coincidence, so the applicability of the law of
comparative advantage is not greatly affected. Furthermore, natural trade barriers such as
transport costs can preclude trade even when some comparative advantage exists. At this
point, however, we assume that no such natural or artificial (such as tariffs) barriers exist.

2.4D Comparative Advantage with Money
According to the law of comparative advantage (and disregarding the exception noted ear-
lier), even if one nation (the United Kingdom in this case) has an absolute disadvantage
in the production of both commodities with respect to the other nation (the United States),
there is still a basis for mutually beneficial trade. But how, you may ask, can the United
Kingdom export anything to the United States if it is less efficient than the United States
in the production of both commodities? The answer is that wages in the United Kingdom
will be sufficiently lower than wages in the United States so as to make the price of cloth
(the commodity in which the United Kingdom has a comparative advantage) lower in the
United Kingdom, and the price of wheat lower in the United States when both commodities
are expressed in terms of the currency of either nation . Let us see how this works.

Suppose that the wage rate in the United States is $6 per hour. Since one hour produces
6W in the United States (see Table 2.2), the price of a bushel of wheat is PW = $1. On the
other hand, since one hour produces 4C, PC = $1.50 (from $ 6/4C). Suppose that at the same
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time the wage rate in England is £1 per hour (the symbol “£” stands for pound, the U.K.
currency). Since one hour produces 1W in the United Kingdom (see Table 2.2), PW = £1
in the United Kingdom. Similarly, since one hour produces 2C, PC = £0.5. If the exchange
rate between the pound and the dollar is £1 = $2, then PW = £1 = $2 and PC = £0.5 = $1
in the United Kingdom. Table 2.3 shows the dollar price of wheat and cloth in the United
States and the United Kingdom at the exchange rate of £1 = $2.

From Table 2.3 we can see that the dollar price of wheat (the commodity in which the
United States has a comparative advantage) is lower in the United States than in the United
Kingdom. On the other hand, the dollar price of cloth (the commodity in which the United
Kingdom has a comparative advantage) is lower in the United Kingdom. (The result would
be the same if the price of both commodities had been expressed in pounds.)

With the dollar price of wheat lower in the United States, businesspeople would buy
wheat there and sell it in the United Kingdom, where they would buy cloth to sell in the
United States. Even though U.K. labor is half as productive as U.S. labor in cloth production
(see Table 2.2), U.K. labor receives only one-third of the U.S. wage rate (£1 = $2 as opposed
to $6 in the United States), so that the dollar price of cloth is lower in the United Kingdom.
To put it differently, the inefficiency of U.K. labor relative to U.S. labor in cloth production
is more than compensated for by the lower wages in the United Kingdom. As a result, the
dollar price of cloth is less in the United Kingdom, so the United Kingdom can export cloth
to the United States. This is always the case as long as the U.K. wage rate is between 1/6

and 1/2 of the U.S. wage rate (the same as the productivity difference between the United
Kingdom and the United States in the production of wheat and cloth).

If the exchange rate between the dollar and the pound were instead £1 = $1 (so that the
U.K. wage rate was exactly 1/6 the U.S. wage rate), then the dollar price of wheat in the
United Kingdom would be PW = £1 = $1. Since this is the same price as in the United
States (see Table 2.3), the United States could not export wheat to the United Kingdom
at this exchange rate. At the same time, PC = £0.5 = $0.50 in the United Kingdom, and
the United Kingdom would export even more cloth than before to the United States. Trade
would be unbalanced in favor of the United Kingdom, and the exchange rate between the
dollar and the pound (i.e., the dollar price of the pound) would have to rise.

On the other hand, if the exchange rate were £1 = $3 (so that the U.K. wage rate
was exactly 1/2 the U.S. wage rate), the price of cloth in the United Kingdom would be
PC = £0.5 = $1.50 (the same as in the United States—see Table 2.3). As a result, the
United Kingdom could not export cloth to the United States. Trade would be unbalanced in
favor of the United States, and the exchange rate would have to fall. The rate of exchange
between the dollar and the pound will eventually settle at the level that will result in balanced
trade (in the absence of any interferences or other international transactions). We will return
to this point in the appendix to this chapter and in much greater detail in Parts Three and
Four, which deal with international finance.

■ TABLE 2.3. Dollar Price of Wheat and Cloth in the
United States and United Kingdom at £1 = $2

U.S. U.K.

Price of one bushel of wheat $1.00 $2.00
Price of one yard of cloth 1.50 1.00
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■ CASE STUDY 2-3 The Petition of the Candlemakers

Sometimes satire and ridicule are more effective
than theory and logic in influencing public opinion.
For example, exasperated by the spread of protec-
tionism under the prevailing mercantilist philoso-
phy of the time, French economist Frédéric Bastiat
(1801–1851) overwhelmed the proponents of pro-
tectionism by satirically extending their arguments
to their logical and absurd conclusions. Nowhere is
this more brilliantly accomplished than in the ficti-
tious petition of the French candlemakers, written
by Bastiat in 1845, and excerpted here:

We are suffering from the intolerable competition of
a foreign rival, placed, it would seem, in a condition
so far superior to ours for the production of light,
that he absolutely inundates our national market at a
price fabulously reduced. The moment he shows him-
self, our trade leaves us—all of our consumers apply
to him; and a branch of native industry, having count-
less ramifications, is all at once rendered completely
stagnant. This rival . . . is not other than the sun.

What we pray for is, that it may please you to
pass a law ordering the shutting up of all windows,
sky-lights, dormerwindows, curtains, blinds, bull’s

eyes; in a word all openings, holes, chinks, clefts,
and fissures, by or through which the light of the
sun has been in use to enter houses, to the prejudice
of the meritorious manufactures with which we flat-
ter ourselves we have accommodated our country,—a
country which, in gratitude, ought not to abandon us
now to a strife so unequal. . . .

Does it not argue to the greatest inconsistency to
check as you do the importation of coal, iron, cheese,
and goods of foreign manufacture, merely because
and even in proportion as their price approaches zero,
while at the same time you freely admit, and without
limitation, the light of the sun, whose price is during
the whole day at zero?

If you shut up as much as possible all access to
natural light, and create a demand for artificial light,
which of our French manufactures will not be encour-
aged by it? If more tallow is consumed, then there
must be more oxen and sheep; and, consequently, we
shall behold the multiplication of artificial meadows,
meat, wool, hides, and above all, manure, which is
the basis and foundation of all agricultural wealth.

Source: Frédéric Bastiat, Economic Sophisms (Edinburgh:
Oliver and Boyd, 1873), pp. 49–53, abridged.

Thus, the argument that could be advanced in the United States that it needs to protect the
high wages and standard of living of its workers against cheap British labor is generally false.
Similarly faulty is the opposing argument that could be advanced in the United Kingdom that
its labor needs protection against more efficient U.S. labor. These arguments are certainly
inconsistent, and both are basically false (see Case Study 2-3).

2.5 Comparative Advantage and Opportunity Costs
Ricardo based his law of comparative advantage on a number of simplifying assumptions:
(1) only two nations and two commodities, (2) free trade, (3) perfect mobility of labor
within each nation but immobility between the two nations, (4) constant costs of production,
(5) no transportation costs, (6) no technical change, and (7) the labor theory of value. Although
assumptions one through six can easily be relaxed, assumption seven (i.e., that the labor theory
of value holds) is not valid and should not be used for explaining comparative advantage.

2.5A Comparative Advantage and the Labor Theory of Value
Under the labor theory of value, the value or price of a commodity depends exclusively on
the amount of labor going into the production of the commodity. This implies (1) that either
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labor is the only factor of production or labor is used in the same fixed proportion in the
production of all commodities and (2) that labor is homogeneous (i.e., of only one type).
Since neither of these assumptions is true, we cannot base the explanation of comparative
advantage on the labor theory of value.

Specifically, labor is not the only factor of production, nor is it used in the same fixed
proportion in the production of all commodities. For example, much more capital equipment
per worker is required to produce some products (such as steel) than to produce other prod-
ucts (such as textiles). In addition, there is usually some possibility of substitution between
labor, capital, and other factors in the production of most commodities. Furthermore, labor
is obviously not homogeneous but varies greatly in training, productivity, and wages. At
the very least, we should allow for different productivities of labor. Indeed, this is how the
Ricardian theory of comparative advantage has been tested empirically (see Section 2.7). In
any event, the theory of comparative advantage need not be based on the labor theory of
value but can be explained on the basis of the opportunity cost theory (which is acceptable).
To be noted is that Ricardo himself did not believe in the labor theory of value and used it
only as a simple way to explain the law of comparative advantage.

2.5B The Opportunity Cost Theory
It was left for Haberler in 1936 to explain or base the theory of comparative advantage on
the opportunity cost theory. In this form, the law of comparative advantage is sometimes
referred to as the law of comparative cost .

According to the opportunity cost theory, the cost of a commodity is the amount of a sec-
ond commodity that must be given up to release just enough resources to produce one addi-
tional unit of the first commodity. No assumption is made here that labor is the only factor of
production or that labor is homogeneous. Nor is it assumed that the cost or price of a com-
modity depends on or can be inferred exclusively from its labor content. Consequently, the
nation with the lower opportunity cost in the production of a commodity has a comparative
advantage in that commodity (and a comparative disadvantage in the second commodity).

For example, if in the absence of trade the United States must give up two-thirds of
a unit of cloth to release just enough resources to produce one additional unit of wheat
domestically, then the opportunity cost of wheat is two-thirds of a unit of cloth (i.e., 1W =
2/3C in the United States). If 1W = 2C in the United Kingdom, then the opportunity cost
of wheat (in terms of the amount of cloth that must be given up) is lower in the United
States than in the United Kingdom, and the United States would have a comparative (cost)
advantage over the United Kingdom in wheat. In a two-nation, two-commodity world, the
United Kingdom would then have a comparative advantage in cloth.

According to the law of comparative advantage, the United States should specialize in
producing wheat and export some of it in exchange for British cloth. This is exactly what
we concluded earlier with the law of comparative advantage based on the labor theory of
value, but now our explanation is based on the opportunity cost theory.

2.5C The Production Possibility Frontier under Constant Costs
Opportunity costs can be illustrated with the production possibility frontier, or transformation
curve. The production possibility frontier is a curve that shows the alternative combinations
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■ TABLE 2.4. Production Possibility Schedules for Wheat
and Cloth in the United States and the United Kingdom

United States United Kingdom

Wheat Cloth Wheat Cloth

180 0 60 0
150 20 50 20
120 40 40 40
90 60 30 60
60 80 20 80
30 100 10 100
0 120 0 120

of the two commodities that a nation can produce by fully utilizing all of its resources with
the best technology available to it.

Table 2.4 gives the (hypothetical) production possibility schedules of wheat (in million
bushels/year) and cloth (in million yards/year) for the United States and the United Kingdom.
We see that the United States can produce 180W and 0C, 150W and 20C, or 120W and
40C, down to 0W and 120C. For each 30W that the United States gives up, just enough
resources are released to produce an additional 20C. That is, 30W = 20C (in the sense that
both require the same amount of resources). Thus, the opportunity cost of one unit of wheat
in the United States is 1W = 2/3C (the same as in Table 2.2) and remains constant. On the
other hand, the United Kingdom can produce 60W and 0C, 50W and 20C, or 40W and 40C,
down to 0W and 120C. It can increase its output by 20C for each 10W it gives up. Thus,
the opportunity cost of wheat in the United Kingdom is 1W = 2C and remains constant.

The United States and United Kingdom production possibility schedules given in
Table 2.4 are graphed as production possibility frontiers in Figure 2.1. Each point on a
frontier represents one combination of wheat and cloth that the nation can produce. For
example, at point A, the United States produces 90W and 60C. At point A′, the United
Kingdom produces 40W and 40C.

Points inside, or below, the production possibility frontier are also possible but are
inefficient, in the sense that the nation has some idle resources and/or is not using the
best technology available to it. On the other hand, points above the production frontier
cannot be achieved with the resources and technology currently available to the nation.

The downward, or negative, slope of the production possibility frontiers in Figure 2.1
indicates that if the United States and the United Kingdom want to produce more wheat,
they must give up some of their cloth production. The fact that the production possibility
frontiers of both nations are straight lines reflects the fact that their opportunity costs are
constant. That is, for each additional 1W to be produced, the United States must give up
2/3C and the United Kingdom must give up 2C, no matter from which point on its production
possibility frontier the nation starts .

Constant opportunity costs arise when (1) resources or factors of production are either
perfect substitutes for each other or used in fixed proportion in the production of both com-
modities and (2) all units of the same factor are homogeneous or of exactly the same quality.
Then, as each nation transfers resources from the production of cloth to the production of
wheat, it will not have to use resources that are less and less suited to wheat production, no
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matter how much wheat it is already producing. The same is true for the production of more
cloth. Thus, we have constant costs in the sense that the same amount of one commodity
must be given up to produce each additional unit of the second commodity.

Although opportunity costs are constant in each nation, they differ among nations, pro-
viding the basis for trade. Constant costs are not realistic, however. They are discussed
only because they serve as a convenient introduction to the more realistic case of increasing
costs, discussed in the next chapter.

2.5D Opportunity Costs and Relative Commodity Prices
We have seen that the opportunity cost of wheat is equal to the amount of cloth that the
nation must give up to release just enough resources to produce one additional unit of wheat.
This is given by the (absolute) slope of the production possibility frontier, or transformation
curve, and is sometimes referred to as the marginal rate of transformation .

Figure 2.1 shows that the (absolute) slope of the U.S. transformation curve is 120/180 =
2/3 = opportunity cost of wheat in the United States and remains constant. The slope of the
U.K. transformation curve is 120/60 = 2 = opportunity cost of wheat in the United Kingdom
and remains constant. On the assumptions that prices equal costs of production and that
the nation does produce both some wheat and some cloth, the opportunity cost of wheat is
equal to the price of wheat relative to the price of cloth (PW /PC ).

Thus, PW /PC = 2/3 in the United States, and inversely PC /PW = 3/2 = 1.5. In the United
Kingdom, PW /PC = 2, and PC /PW = 1/2. The lower PW /PC in the United States (2/3 as
opposed to 2) is a reflection of its comparative advantage in wheat. Similarly, the lower
PC /PW in the United Kingdom (1/2 as opposed to 2/3 ) reflects its comparative advantage
in cloth. Note that under constant costs, PW /PC is determined exclusively by production,
or supply, considerations in each nation. Demand considerations do not enter at all in the
determination of relative commodity prices.
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FIGURE 2.1. The Production Possibility Frontiers of the United States and the United Kingdom.
The U.S. and U.K. production frontiers are obtained by plotting the values in Table 2.4. The frontiers are
downward, or negatively sloped, indicating that as each nation produces more wheat, it must give up
some cloth. Straight-line production possibility frontiers reflect constant opportunity costs.
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To conclude, we can say that the difference in relative commodity prices between the two
nations (given by the difference in the slope of their transformation curves) is a reflection
of their comparative advantage and provides the basis for mutually beneficial trade.

2.6 The Basis for and the Gains from Trade
under Constant Costs

In the absence of trade, a nation can only consume the commodities that it produces. As a
result, the nation’s production possibility frontier also represents its consumption frontier .
Which combination of commodities the nation actually chooses to produce and consume
depends on the people’s tastes, or demand considerations.

2.6A Illustration of the Gains from Trade
In the absence of trade, the United States might choose to produce and consume combination
A (90W and 60C) on its production possibility frontier (see Figure 2.2), and the United
Kingdom might choose combination A′ (40W and 40C).

With trade possible, the United States would specialize in the production of wheat (the
commodity of its comparative advantage) and produce at point B (180W and 0C) on its
production possibility frontier. Similarly, the United Kingdom would specialize in the pro-
duction of cloth and produce at B ′ (0W and 120C). If the United States then exchanges
70W for 70C with the United Kingdom, it ends up consuming at point E (110W and 70C),
and the United Kingdom ends up consuming at E ′ (70W and 50C). Thus, the United States
gains 20W and 10C from trade (compare point E with point A in Figure 2.2), and the United
Kingdom gains 30W and 10C (compare point A′ with point E ′).
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FIGURE 2.2. The Gains from Trade.
In the absence of trade, the United States produces and consumes at A , and the United Kingdom at A ′.
With trade, the United States specializes in the production of wheat and produces at B , while the United
Kingdom specializes in the production of cloth and produces at B ′. By exchanging 70W for 70C with the
United Kingdom, the United States ends up consuming at E (and gains 20W and 10C), while the United
Kingdom ends up consuming at E ′ (and gains 30W and 10C).
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The increased consumption of both wheat and cloth in both nations was made possible
by the increased output that resulted as each nation specialized in the production of the
commodity of its comparative advantage. That is, in the absence of trade, the United States
produced 90W and the United Kingdom 40W, for a total of 130W. With specialization in
production and trade, 180W are produced (all in the United States). Similarly, in the absence
of trade, the United States produced 60C and the United Kingdom 40C, for a total of 100C.
With specialization in production and trade, 120C are produced (all in the United Kingdom).

It is this increase in output of 50W and 20C resulting from specialization in production
that is shared by the United States and the United Kingdom and represents their gains from
trade. Recall that in the absence of trade, the United States would not specialize in the
production of wheat because it also wanted to consume some cloth. Similarly, the United
Kingdom would not specialize in the production of cloth in the absence of trade because it
also wanted to consume some wheat.

2.6B Relative Commodity Prices with Trade
We can gain a deeper understanding of our trade model by using the supply and demand
curves for wheat and cloth shown in Figure 2.3. Figure 2.3 will also help us see how
the equilibrium-relative commodity price with specialization in production and trade is
determined.

In the left panel of Figure 2.3, SW (US+UK ) is the combined supply curve of wheat of
the United States and the United Kingdom if both countries used all of their resources to
produce only wheat. Distance 0B = 180W represents the maximum quantity of wheat that
the United States could produce with complete specialization in wheat production at the
constant opportunity cost of PW /PC = 2/3 (just as in the left panel of Figure 2.2). Distance
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FIGURE 2.3. Equilibrium-Relative Commodity Prices with Demand and Supply.
In the left panel, SW(US+UK) is the combined U.S. and U.K. supply curve of wheat. It shows that the United
States could produce a maximum of 180W = 0B at PW /PC = 2/3, while the United Kingdom could produce
a maximum of 60W = BB∗ at PW /PC = 2. DW(US+UK) is the combined demand curve for wheat of the
United States and the United Kingdom with trade. DW(US+UK) intersects SW(US+UK) at point E , resulting in
the equilibrium quantity of 180W (all of which is produced in the United States) and equilibrium price
of PW /PC = 1 with trade. The right panel shows equilibrium for cloth at the intersection of DC (UK+US) with
SC (UK+US) at point E ′ with 120C (all of which is produced in the United Kingdom) and PC /PW = 1.
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BB∗ = 60W is the maximum quantity of wheat that the United Kingdom could produce at
the constant opportunity cost of PW /PC = 2 (as in the right panel of Figure 2.2). Thus,
240W is the maximum combined total quantity of wheat that the United States and the
United Kingdom could produce if both nations used all of their resources to produce wheat.
As a result, the SW (US+UK ) curve is vertical at 240W.

Suppose that, with trade, the combined demand curve for cloth of the United States and
the United Kingdom is DW (US+UK ), as shown in the left panel of Figure 2.3. DW (US+UK )

intersects SW (US+UK ) at point E , determining the equilibrium quantity of 180W and the equi-
librium relative price of PW /PC = 1 with trade (the same as in the left panel of Figure 2.2).
Note that, with trade, wheat is produced only in the United States, and the United States
specializes completely in the production of wheat.

We can do the same for cloth. In the right panel of Figure 2.3, SC (UK+US ) is the combined
supply curve of cloth of the United Kingdom and the United States if both countries used
all of their resources to produce only cloth. The United Kingdom can produce a maximum
of 120C = 0B ′ at the constant PC /PW = 1/2 and the United States can produce a maximum
of another 120C = B ′B ′′ at the constant PC /PW = 3/2 (as in Figure 2.2).

Suppose that, with trade, the combined demand for cloth of the United Kingdom and
the United States is DC (UK+US ), as shown in the right panel of Figure 2.3. DC (UK+US )

intersects SC (UK+US ) at point E ′, determining the equilibrium quantity of 120C and the
equilibrium-relative price of PC /PW = PW /PC = 1 (the same as in the right panel of
Figure 2.2). Note that, with trade, cloth is produced only in the United Kingdom, and
the United Kingdom specializes completely in the production of cloth.

Finally, note that with complete specialization in production in both countries, the
equilibrium-relative commodity price of each commodity is between the pretrade relative
commodity price in each nation (see both panels of Figure 2.3). However, if in the left
panel of Figure 2.3 DW (US+UK ) were lower and intersected SW (US+UK ) between points 0
and B on the horizontal portion of SW (US+UK ) at PW /PC = 2/3, trade would take place at
the pretrade relative commodity price of wheat of PW /PC = 2/3 in the United States and the
United Kingdom would receive all the gains from trade. This would occur if the United
Kingdom were a small country that specialized completely in the production of cloth and
the United States were larger and did not specialize completely in the production of wheat
(see Problem 10, with answer at www.wiley.com/college/salvatore). This is known as the
small-country case and shows the “importance of being unimportant.” This benefit, how-
ever, is not without cost since the small nation (here, the United Kingdom) faces the risk
of a possible future reduction in demand for the only commodity it produces.

2.7 Empirical Tests of the Ricardian Model
We now examine the results of empirical tests of the Ricardian trade model. We will see
that if we allow for different labor productivities in various industries in different nations,
the Ricardian trade model does a reasonably good job at explaining the pattern of trade.

The first such empirical test of the Ricardian trade model was conducted by MacDougall
in 1951 and 1952, using labor productivity and export data for 25 industries in the United
States and the United Kingdom for the year 1937.

Since wages were twice as high in the United States as in the United Kingdom, Mac-
Dougall argued that costs of production would be lower in the United States in those
industries where American labor was more than twice as productive as British labor. These
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FIGURE 2.4. Relative Labor Productivities and Comparative Advantage—United States and United
Kingdom.
The figure shows a positive relationship between labor productivity and export shares for 20 industries in
the United States and the United Kingdom, thus confirming the Ricardian trade model.
Source: Adapted from G. D. A. MacDougall, ‘‘British and American Exports: A Study Suggested by the Theory of
Comparative Costs,’’ Economic Journal , December 1951, p. 703.

would be the industries in which the United States had a comparative advantage with respect
to the United Kingdom and in which it would undersell the United Kingdom in third markets
(i.e., in the rest of the world). On the other hand, the United Kingdom would have a com-
parative advantage and undersell the United States in those industries where the productivity
of British labor was more than one-half the productivity of American labor.

In his test MacDougall excluded trade between the United States and the United Kingdom
because tariffs varied widely from industry to industry, tending to offset the differences in
labor productivity between the two nations. At the same time, both nations faced generally
equal tariffs in third markets. The exclusion of trade between the United States and the
United Kingdom did not bias the test because their exports to each other constituted less
than 5 percent of their total exports.

Figure 2.4 summarizes MacDougall’s results. The vertical axis measures the ratio of
output per U.S. worker to output per U.K. worker. The higher this ratio, the greater the
relative productivity of U.S. labor. The horizontal axis measures the ratio of U.S. to U.K.
exports to third markets. The higher this ratio, the larger are U.S. exports in relation to
U.K. exports to the rest of the world. Note that the scales are logarithmic (so that equal
distances refer to equal percentage changes) rather than arithmetic (where equal distances
would measure equal absolute changes).

The points in the figure exhibit a clear positive relationship (shown by the colored line)
between labor productivity and exports. That is, those industries where the productivity of
labor is relatively higher in the United States than in the United Kingdom are the industries
with the higher ratios of U.S. to U.K. exports. This was true for the 20 industries shown in
the figure (out of the total of 25 industries studied by MacDougall). The positive relationship
between labor productivity and exports for the United States and the United Kingdom was
confirmed by subsequent studies by Balassa using 1950 data and Stern using 1950 and 1959
data. Additional and more recent confirmation of the Ricardian trade model is provided by
Golub (see Case Study 2-4).
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■ CASE STUDY 2-4 Relative Unit Labor Costs and Relative Exports—United States and Japan

In a 1995 study of the Ricardian trade model,
Golub examined relative unit labor costs (the ratio
of wages to unit labor productivity) and the exports
of the United States relative to those of the United
Kingdom, Japan, Germany, Canada, and Australia
and found that, in general, relative unit labor costs
and exports were inversely related. That is, the
higher the relative unit labor costs in the nation,
the lower the relative exports of the nation, and
vice versa. This relationship is particularly strong
for U.S.-Japanese trade.

The colored line in Figure 2.5 shows a clear
negative correlation between relative unit labor
costs and relative exports for the 33 industries that
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FIGURE 2.5. Relative Exports and Relative Unit Costs—United States and Japan.
The figure shows a clear negative correlation between relative exports and relative unit labor costs for 33 industries
between the United States and Japan. It shows that the higher are U.S. relative labor costs, the lower are its exports in
relation to Japan, thus supporting the Ricardian trade model.
Source: Adapted from S. S. Golub. Comparative and Absolute Advantage in the Asia-Pacific Region (San Francisco: Federal
Reserve Bank of San Francisco, Center for Pacific Basin Monetary and Economic Studies, 1995). p. 46; and S. S. Golub and C. T.
Hsieh, ‘‘The Classical Ricardian Theory of Comparative Advantage Revisited,’’ Review of International Economics, May 2000,
pp. 221–234.

Golub studied for trade between the United States
and Japan for 1990, thus lending additional support
to the Ricardian trade model. Note that the relation-
ship between relative unit labor costs and relative
exports is negative in Figure 2.5, whereas the rela-
tionship between relative unit labor productivities
and exports shares is positive in Figure 2.4 because
relative unit labor costs are the inverse of relative
unit labor productivities. The above results were
confirmed in a 2000 study by Golub and Hsieh
for trade in the products of 39 sectors between the
United States and nine other countries (Japan, Ger-
many, the United Kingdom, France, Italy, Canada,
Australia, Mexico, and Korea) from 1972 to 1991.
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These empirical studies all seem to support the Ricardian theory of comparative advan-
tage. That is, the actual pattern of trade seems to be based on the different labor productivities
in different industries in the two nations. Production costs other than labor costs, demand
considerations, political ties, and various obstructions to the flow of international trade did
not break the link between relative labor productivity and export shares.

One possible question remained. Why did the United States not capture the entire export
market from the United Kingdom (rather than only a rising share of exports) in those
industries where it enjoyed a cost advantage (i.e., where the ratio of the productivity of U.S.
labor to U.K. labor was greater than 2)? MacDougall answered that this was due mainly
to product differentiation. That is, the output of the same industry in the United States and
the United Kingdom is not homogeneous. An American car is not identical to a British car.
Even if the American car is cheaper, some consumers in the rest of the world may still
prefer the British car. Thus, the United Kingdom continues to export some cars even at a
higher price. However, as the price difference grows, the United Kingdom’s share of car
exports can be expected to decline. The same is true for most other products. Similarly,
the United States continues to export to third markets some commodities in which it has a
cost disadvantage with respect to the United Kingdom. We return to this important point in
Section 6.4a.

Even though the simple Ricardian trade model has been empirically verified to a large
extent, it has a serious shortcoming in that it assumes rather than explains comparative
advantage. That is, Ricardo and classical economists in general provided no explanation
for the difference in labor productivity and comparative advantage between nations, and
they could not say much about the effect of international trade on the earnings of factors of
production. By providing answers to both of these important questions, the Heckscher-Ohlin
model (discussed in Chapter 5) theoretically improves on and extends the Ricardian model.

S U M M A R Y

1. This chapter examined the development of trade the-
ory from the mercantilists to Smith, Ricardo, and
Haberler and sought to answer two basic questions:
(a) What is the basis for and what are the gains from
trade? and (b) What is the pattern of trade?

2. The mercantilists believed that a nation could gain
in international trade only at the expense of other
nations. As a result, they advocated restrictions on
imports, incentives for exports, and strict government
regulation of all economic activities.

3. According to Adam Smith, trade is based on absolute
advantage and benefits both nations. (The discussion
assumes a two-nation, two-commodity world.) That is,
when each nation specializes in the production of the
commodity of its absolute advantage and exchanges
part of its output for the commodity of its absolute dis-
advantage, both nations end up consuming more of both

commodities. Absolute advantage, however, explains
only a small portion of international trade today.

4. David Ricardo introduced the law of comparative
advantage. This postulates that even if one nation is
less efficient than the other nation in the production
of both commodities, there is still a basis for mutually
beneficial trade (as long as the absolute disadvantage
that the first nation has with respect to the second is
not in the same proportion in both commodities). The
less efficient nation should specialize in the produc-
tion and export of the commodity in which its absolute
disadvantage is smaller. (This is the commodity of its
comparative advantage.) Ricardo, however, explained
the law of comparative advantage in terms of the labor
theory of value, which is unacceptable.

5. Gottfried Haberler came to the “rescue” by explain-
ing the law of comparative advantage in terms of the
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opportunity cost theory. This states that the cost of a
commodity is the amount of a second commodity that
must be given up to release just enough resources to
produce one additional unit of the first commodity.
The opportunity cost of a commodity is equal to the
relative price of that commodity and is given by the
(absolute) slope of the production possibility frontier.
A straight-line production possibility frontier reflects
constant opportunity costs.

6. In the absence of trade, a nation’s production pos-
sibility frontier is also its consumption frontier. With
trade, each nation can specialize in producing the com-
modity of its comparative advantage and exchange
part of its output with the other nation for the com-
modity of its comparative disadvantage. By so doing,
both nations end up consuming more of both com-
modities than without trade. With complete specializa-
tion, the equilibrium-relative commodity prices will be

between the pretrade-relative commodity prices pre-
vailing in each nation.

7. The first empirical test of the Ricardian trade model
was conducted by MacDougall in 1951 and 1952
using 1937 data. The results indicated that those indus-
tries where labor productivity was relatively higher in
the United States than in the United Kingdom were
the industries with the higher ratios of U.S. to U.K.
exports to third markets. These results were confirmed
by Balassa using 1950 data, Stern using 1950 and
1959 data, Golub using 1990 data, and Golub and
Hsieh using 1972–1991 data. Thus, it can be seen that
comparative advantage seems to be based on a differ-
ence in labor productivity or costs, as postulated by
Ricardo. However, the Ricardian model explains nei-
ther the reason for the difference in labor productivity
or costs across nations nor the effect of international
trade on the earnings of factors.

A L O O K A H E A D

In Chapter 3, we examine the basis for and the gains
from trade, as well as the pattern of trade in the more
realistic case of increasing costs. Our model will then be
completed in Chapter 4, where we see formally how the

rate at which commodities are exchanged in international
trade is actually determined. This will also determine how
the gains from trade are in fact divided between the two
trading nations.

K E Y T E R M S

Absolute advantage,
p. 34

Basis for trade, p. 31
Complete

specialization,
p. 47

Constant opportunity
costs, p. 43

Gains from trade,
p. 31

Labor theory of
value, p. 41

Laissez-faire, p. 35
Law of comparative

advantage, p. 36
Mercantilism, p. 32
Opportunity cost

theory, p. 42

Pattern of trade,
p. 31

Production
possibility
frontier, p. 42

Relative commodity
prices, p. 44

Small-country case,
p. 47

Q U E S T I O N S F O R R E V I E W

1. What are the basic questions that we seek to answer
in this chapter? In what way is the model presented
in this chapter an abstraction or a simplification of
the real world? Can the model be generalized?

2. What were the mercantilists’ views on trade? How
does their concept of national wealth differ from
today’s view?

3. Why is it important to study the mercantilists’
views on trade? How were their views different
from those of Adam Smith? What is the relevance
of all this today?

4. What was the basis for and the pattern of trade
according to Adam Smith? How were gains from
trade generated? What policies did Smith advocate
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in international trade? What did he think was the
proper function of government in the economic life
of the nation?

5. In what way was Ricardo’s law of comparative
advantage superior to Smith’s theory of absolute
advantage? How do gains from trade arise with
comparative advantage? How can a nation that is
less efficient than another nation in the production
of all commodities export anything to the second
nation?

6. What is the exception to the law of comparative
advantage? How prevalent is it?

7. Why is Ricardo’s explanation of the law of com-
parative advantage unacceptable? What acceptable
theory can be used to explain the law?

8. What is the relationship between opportunity costs
and the production possibility frontier of a nation?
How does the production possibility frontier look
under constant opportunity costs? What is the

relationship between the opportunity cost of a com-
modity and the relative price of that commodity?
How can they be visualized graphically?

9. Why is a nation’s production possibility frontier
the same as its consumption frontier in the absence
of trade? How does the nation decide how much
of each commodity to consume in the absence of
trade?

10. What is meant by complete specialization? by
incomplete specialization? Why do both nations
gain from trade in the first instance but only the
small nation in the second?

11. How is the combined supply curve of both nations
for each of the traded commodities determined?
How is the equilibrium-relative commodity price
determined with trade?

12. What are the results of empirical testing of the
Ricardian model?

P R O B L E M S

1. Table 2.5 shows bushels of wheat and yards of
cloth that the United States and the United King-
dom can produce with one hour of labor time
under four different hypothetical situations. In
each case, identify the commodity in which the
United States and the United Kingdom have an
absolute advantage or disadvantage.

*2. With respect to Table 2.5, indicate in each case
the commodity in which each nation has a com-
parative advantage or disadvantage.

3. With respect to Table 2.5, indicate in each case
whether or not trade is possible and the basis for
trade.

*4. Suppose that in Case B in Table 2.5 the United
States exchanges 4W for 4C with the United
Kingdom.

■ TABLE 2.5. Production Possibilities in the United States and the United Kingdom

Case A Case B Case C Case D

U.S. U.K. U.S. U.K. U.S. U.K. U.S. U.K.

Wheat (bushels/hour) 4 1 4 1 4 1 4 2
Cloth (yards/hour) 1 2 3 2 2 2 2 1

(a) How much does the United States gain in
terms of cloth?

(b) How much does the United Kingdom gain in
terms of cloth?

(c) What is the range for mutually beneficial
trade?

(d) How much would each nation gain if they
exchanged 4W for 6C instead?

5. Use the information for Case B in Table 2.5 and
assume that labor is the only factor of production
and is homogeneous (i.e., all of one type).

(a) What is the cost in terms of labor content of
producing wheat and cloth in the United States
and the United Kingdom?
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(b) What is the dollar price of wheat and cloth
in the United States if the wage rate is $6?

(c) What is the pound price of wheat and cloth
in the United Kingdom if the wage rate is £1?

6. Answer the following questions with reference to
Problem 5.

(a) What is the dollar price of wheat and cloth in
the United Kingdom if the exchange rate between
the pound and the dollar is £1 = $2? Would the
United States be able to export wheat to the United
Kingdom at this exchange rate? Would the United
Kingdom be able to export cloth to the United
States at this exchange rate?

(b) What if the exchange rate between the dollar
and the pound were £1 = $4?

(c) What if the exchange rate were £1 = $1?

(d) What is the range of exchange rates that
will allow the United States to export wheat to
the United Kingdom and the United Kingdom to
export cloth to the United States?

7. Assume that the data in Case B in Table 2.5 refer
to millions of bushels of wheat and millions of
yards of cloth.

(a) Plot on graph paper the production frontiers
of the United States and the United Kingdom.

(b) What is the relative price of wheat (i.e.,
PW /PC ) in the United States and in the United
Kingdom in autarky (no trade)?

(c) What is the relative price of cloth (i.e.,
PC /PW ) in the United States and in the United
Kingdom in autarky?

8. Using the United States and United Kingdom
production frontiers from Problem 7, assume that
the no-trade or autarky point is 3W and 3/4C
(in million units) in the United States and 1/2W

and 1C in the United Kingdom. Also assume
that with the opening of trade the United States
exchanges 1W for 1C with the United Kingdom.
Show graphically for the United States and the
United Kingdom the autarky (or no-trade) point
of production and consumption, the point of pro-
duction and consumption with trade, and the gains
from trade.

9. sfasfd(a) What would be the equilibrium-relative com-
modity price of wheat if DW (US+UK ) shifted up
by one-third in the left panel of Figure 2.3? How
much wheat and cloth would the United States and
the United Kingdom then produce?

(b) What does the answer to part (a) imply for
DC (UK+US ) in the right panel of Figure 2.3?

*10. What would happen if DW (US+UK ) intersected the
horizontal portion of SW (US+UK ) at PW /PC = 2/3

and 120W in the left panel of Figure 2.3? What
would this imply for specialization in produc-
tion and the distribution in the gains from trade
between the two nations?

11. Draw a figure similar to Figure 2.2 showing that
the United Kingdom is now a small country, half
the size shown in the right panel of Figure 2.2,
and trades 20C for 30W with the United States at
PW /PC = 2/3.

12. sfasfd(a) How was the Ricardian trade model tested
empirically?

(b) In what way can the results be said to confirm
the Ricardian model?

(c) Why do we then need other trade models?

13. How would you counter the argument that the
United States needs to restrict textile imports in
order to save American jobs?

*= Answer provided at www.wiley.com/college/
salvatore.

APPENDIX
We now extend the theory of comparative advantage first to the case of more than two
commodities and then to the case of more than two nations. In each case, we will see that
the theory of comparative advantage is easily generalized.
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A2.1 Comparative Advantage with More Than Two Commodities
Table 2.6 shows the dollar and the pound cost, or price, of five commodities in the United
States and the United Kingdom. (In economics, “cost” includes the return to all factors,
including “normal profits”; thus, “cost” and “price” are used interchangeably here.)

■ TABLE 2.6. Commodity Prices in the United States and United Kingdom

Commodity Price in the U.S. Price in the U.K.

A $2 £6
B 4 4
C 6 3
D 8 2
E 10 1

To determine which commodities will be exported and imported by the United States
and the United Kingdom, we must first express all commodity prices in terms of the same
currency and then compare prices in the two nations. For example, if the exchange rate
between the dollar and the pound is £1 = $2, the dollar prices of the commodities in the
United Kingdom would be

Commodity A B C D E

Dollar price in the U.K. 12 8 6 4 2

At this exchange rate, the dollar prices of commodities A and B are lower in the United
States than in the United Kingdom; commodity C is equally priced in the two nations; and
the dollar prices of commodities D and E are lower in the United Kingdom. As a result,
the United States will export commodities A and B to the United Kingdom and import
commodities D and E from the United Kingdom. Commodity C will not be traded.

Now assume that the exchange rate between the dollar and the pound is £1 = $3. The
dollar prices of the commodities in the United Kingdom would be:

Commodity A B C D E

Dollar price in the U.K. 18 12 9 6 3

At this higher exchange rate, the dollar prices of commodities A, B, and C are lower in
the United States, while the dollar prices of commodities D and E are lower in the United
Kingdom. Thus, the United States would export commodities A, B, and C to the United
Kingdom and import commodities D and E from the United Kingdom. Note that commodity
C, which was not traded at the exchange rate of £1 = $2, is now exported by the United
States at the exchange rate of £1 = $3.

Finally, if the exchange rate were £1 = $1, the dollar prices of the commodities in the
United Kingdom would be:

Commodity A B C D E

Dollar price in the U.K. 6 4 3 2 1
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In this case, the United States would export only commodity A to the United Kingdom
and import all other commodities, with the exception of commodity B (which would not be
traded because it is now equally priced in the two nations).

The actual exchange rate between the dollar and the pound will settle at the level at
which the value of U.S. exports to the United Kingdom exactly equals the value of the U.S.
imports from the United Kingdom (in the absence of other international transactions). Once
this equilibrium exchange rate is established, we will be able to determine exactly which
commodities are exported by the United States and which are exported by the United
Kingdom. Each nation will then have a comparative advantage in the commodities that it
exports at the particular equilibrium exchange rate established. (We abstract here from the
situation where the exchange rate remains out of equilibrium for long periods of time.)

What we can say on the basis of Table 2.6 is that the U.S. comparative advantage is
greatest in commodity A, and the United States must export at least this commodity. For this
to be possible, the exchange rate between the dollar and the pound must be £1 > $0.33. The
United Kingdom’s comparative advantage is highest in commodity E, so that the United
Kingdom must export at least commodity E. For this to be possible, the exchange rate
between the dollar and the pound must be £1 < $10. This discussion can be generalized to
cover any number of commodities.

A2.2 Comparative Advantage with More Than Two Nations
Suppose that, instead of two nations and five commodities, we have two commodities (wheat
and cloth) and five nations (A, B, C, D, and E). Table 2.7 ranks these nations from lowest
to highest in terms of their internal PW /PC values. With trade, the equilibrium PW /PC will
settle somewhere between 1 and 5. That is, 1 < PW /PC < 5.

If the equilibrium PW /PC = 3 with trade, Nations A and B will export wheat to Nations
D and E in exchange for cloth. Nation C will not engage in international trade in this
case because its pretrade PW /PC equals the equilibrium PW /PC with trade. Given a trade
equilibrium PW /PC = 4, Nations A, B, and C will export wheat to Nation E in exchange
for cloth, and Nation D will not engage in international trade. If the equilibrium PW /PC = 2
with trade, Nation A will export wheat to all the other nations, with the exception of Nation
B, in exchange for cloth.

This discussion can easily be extended to any number of countries. However, generalizing
our analysis to many commodities and many nations at the same time becomes cumbersome
and is unnecessary. What is important at this point is that the conclusions reached on the
basis of our simple model with only two nations and two commodities can be generalized
and are indeed applicable to the case of many nations and many commodities.

Problem Set up an example of trade with three commodities and three nations in such a
way that each of the three nations exports one of the commodities to, and imports one of
the commodities from, each of the other two nations.

■ TABLE 2.7. Ranking of Nations in Terms of Internal PW /PC

Nation A B C D E

PW /PC 1 2 3 4 5
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S E L E C T E D B I B L I O G R A P H Y

For a problem-solving approach to the material covered in this
chapter, with many examples and solved problems, see:

■ D. Salvatore, Theory and Problems of International Eco-
nomics , 4th ed. (New York: McGraw-Hill, 1996), chs. 1, 2
(sects. 2.1 to 2.3).

A preclassical mercantilist view on international trade can be
found in:

■ E. F. Heckscher, Mercantilism , Vols. I and II (London: Allen
& Unwin, 1935).

■ P. C. Newman, A. D. Gayer, and M. H. Spencer, Source
Readings in Economic Thought (New York: Norton, 1954),
pp. 24–53.

For Smith’s and Ricardo’s views on international trade, see:

■ A. Smith, The Wealth of Nations (New York: The Modern
Library, 1937), Book I, ch. 3; Book IV, chs. 1–3, 6–8.

■ D. Ricardo, The Principles of Political Economy and Taxation
(Homewood, Ill.: Irwin, 1963), ch. 7.

An excellent exposition of the classical theory of comparative
advantage can be found in:

■ G. Haberler, The Theory of International Trade (London:
W. Hodge & Co., 1936), chs. 9–10.

■ J. Viner, Studies in the Theory of International Trade (New
York: Harper & Brothers, 1937), ch. 7.

For a more advanced and definitive exposition of the theory of
comparative advantage, see:

■ J. N. Bhagwati, “The Pure Theory of International Trade: A
Survey,” Economic Journal , March 1964, pp. 1–84.

■ J. S. Chipman, “A Survey of the Theory of International
Trade,” Econometrica , July 1965; Part I: pp. 477–519,
Part II: pp. 685–760.

For an extension of the Ricardian model to many commodities,
see:

■ R. Dornbusch, S. Fischer, and P. Samuelson, “Com-
parative Advantage, Trade and Payments in a Ricardian
Model,” American Economic Review , December 1977, pp.
823–839.

For empirical tests of the Ricardian trade model, see:

■ G. D. A. MacDougall, “British and American Exports: A
Study Suggested by the Theory of Comparative Costs,” Eco-

nomic Journal , December 1951 (Part I: pp. 697–724) and
September 1952 (Part II: pp. 487–521). Reprinted in R. E.
Caves and H. G. Johnson, Readings in International Eco-

nomics (Homewood, Ill.: Irwin, 1968), pp. 553–578.

■ R. M. Stern, “British and American Productivity and Compar-
ative Costs in International Trade,” Oxford Economic Papers ,
October 1962, pp. 275–296.

■ B. Balassa, “An Empirical Demonstration of Classical Com-
parative Cost Theory,” Review of Economics and Statistics ,
August 1963, pp. 231–238.

■ S. S. Golub and C. T. Hsieh, “The Classical Ricardian The-
ory of Comparative Advantage Revisited,” Review of Interna-

tional Economics , May 2000.

I N T E R N e t

For trade policies of all the member countries of the World
Trade Organization, see:

http://www.wto.org

For information and description of new reports and anal-
yses on international trade theory and policies, generally
supporting a liberal trading system, published by the Insti-
tute for International Economics, see:

http://www.iie.com

The case against free trade is made by the Public Citizen
Global Trade Watch, an organization created by Ralph
Nader (the consumer advocate), which is found at:

http://www.citizen.org/trade
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The Standard Theory
of International Trade

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:
• Understand how relative commodity prices and the

comparative advantage of nations are determined under
increasing costs

• Show the basis and the gains from trade with increasing
costs

• Explain the relationship between international trade and
deindustrialization in the United States and other
advanced nations

3.1 Introduction
This chapter extends our simple trade model to the more realistic case of increas-
ing opportunity costs. Tastes or demand preferences are introduced with community
indifference curves. We then see how these forces of supply and demand deter-
mine the equilibrium-relative commodity price in each nation in the absence of
trade under increasing costs. This will also indicate the commodity of comparative
advantage for each nation.

Subsequently, we examine how, with trade, each nation gains by specializing
in the production of the commodity of its comparative advantage and exporting
some of its output in exchange for the commodity of its comparative disadvantage.
The last section of the chapter shows how mutually beneficial trade is possible
even when two nations are exactly alike except for tastes under increasing cost
conditions.

In this and in the following chapters, it will be convenient to generalize the
presentation and deal with Nation 1 and Nation 2 (instead of the United States
and United Kingdom) and commodity X and commodity Y (instead of wheat and
cloth).

The appendix to this chapter is a review of those aspects of production theory
that are essential for understanding the material presented in the appendices of the
chapters that follow. This and the subsequent appendices can be omitted without
loss of continuity in the text.

57
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3.2 The Production Frontier with Increasing Costs
It is more realistic for a nation to face increasing rather than constant opportunity costs.
Increasing opportunity costs mean that the nation must give up more and more of one
commodity to release just enough resources to produce each additional unit of another
commodity. Increasing opportunity costs result in a production frontier that is concave from
the origin (rather than a straight line).

3.2A Illustration of Increasing Costs
Figure 3.1 shows the hypothetical production frontier of commodities X and Y for Nation
1 and Nation 2. Both production frontiers are concave from the origin, reflecting the fact
that each nation incurs increasing opportunity costs in the production of both commodities.

Suppose that Nation 1 wants to produce more of commodity X, starting from point A on
its production frontier. Since at point A the nation is already utilizing all of its resources
with the best technology available, the nation can only produce more of X by reducing the
output of commodity Y. (In Chapter 2, we saw that this is the reason production frontiers
are negatively sloped.)

Figure 3.1 shows that for each additional batch of 20X that Nation 1 produces, it must
give up more and more Y. The increasing opportunity costs in terms of Y that Nation 1
faces are reflected in the longer and longer downward arrows in the figure, and result in a
production frontier that is concave from the origin.
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FIGURE 3.1. Production Frontiers of Nation 1 and Nation 2 with Increasing Costs.
Concave production frontiers reflect increasing opportunity costs in each nation in the production of both
commodities. Thus, Nation 1 must give up more and more of Y for each additional batch of 20X that it
produces. This is illustrated by downward arrows of increasing length. Similarly, Nation 2 incurs increasing
opportunity costs in terms of forgone X (illustrated by the increasing length of the leftward arrows) for
each additional batch of 20Y it produces.
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Nation 1 also faces increasing opportunity costs in the production of Y. This could be
demonstrated graphically by showing that Nation 1 has to give up increasing amounts of
X for each additional batch of 20Y that it produces. However, instead of showing this
for Nation 1, we demonstrate increasing opportunity costs in the production of Y with the
production frontier of Nation 2 in Figure 3.1.

Moving upward from point A′ along the production frontier of Nation 2, we observe
leftward arrows of increasing length, reflecting the increasing amounts of X that Nation 2
must give up to produce each additional batch of 20Y. Thus, concave production frontiers for
Nation 1 and Nation 2 reflect increasing opportunity costs in each nation in the production
of both commodities.

3.2B The Marginal Rate of Transformation
The marginal rate of transformation (MRT) of X for Y refers to the amount of Y that a
nation must give up to produce each additional unit of X. Thus, MRT is another name for
the opportunity cost of X (the commodity measured along the horizontal axis) and is given
by the (absolute) slope of the production frontier at the point of production.

If in Figure 3.1 the slope of the production frontier (MRT) of Nation 1 at point A is 1/4,
this means that Nation 1 must give up 1/4 of a unit of Y to release just enough resources
to produce one additional unit of X at this point. Similarly, if the slope, or MRT, equals 1
at point B , this means that Nation 1 must give up one unit of Y to produce one additional
unit of X at this point.

Thus, a movement from point A down to point B along the production frontier of Nation
1 involves an increase in the slope (MRT) from 1/4 (at point A) to 1 (at point B ) and reflects
the increasing opportunity costs in producing more X. This is in contrast to the case of
a straight-line production frontier (as in Chapter 2), where the opportunity cost of X is
constant regardless of the level of output and is given by the constant value of the slope
(MRT) of the production frontier.

3.2C Reasons for Increasing Opportunity Costs and Different
Production Frontiers

We have examined the meaning of increasing opportunity costs as reflected in concave
production frontiers. But how do increasing opportunity costs arise? And why are they
more realistic than constant opportunity costs?

Increasing opportunity costs arise because resources or factors of production (1) are not
homogeneous (i.e., all units of the same factor are not identical or of the same quality)
and (2) are not used in the same fixed proportion or intensity in the production of all
commodities. This means that as the nation produces more of a commodity, it must utilize
resources that become progressively less efficient or less suited for the production of that
commodity. As a result, the nation must give up more and more of the second commodity
to release just enough resources to produce each additional unit of the first commodity.

For example, suppose some of a nation’s land is flat and suited for growing wheat,
and some is hilly and better suited for grazing and milk production. The nation originally
specialized in wheat but now wants to concentrate on producing milk. By transferring its
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hilly areas from wheat growing to grazing, the nation gives up very little wheat and obtains
a great deal of milk. Thus, the opportunity cost of milk in terms of the amount of wheat
given up is initially small. But if this transfer process continues, eventually flat land, which is
better suited for wheat growing, will have to be used for grazing. As a result, the opportunity
cost of milk will rise, and the production frontier will be concave from the origin.

The difference in the production frontiers of Nation 1 and Nation 2 in Figure 3.1 is due to
the fact that the two nations have different factor endowments or resources at their disposal
and/or use different technologies in production. In the real world, the production frontiers
of different nations will usually differ, since practically no two nations have identical factor
endowments (even if they could have access to the same technology).

As the supply or availability of factors and/or technology changes over time, a nation’s
production frontier shifts. The type and extent of these shifts depend on the type and extent
of the changes that take place. These changes are examined in detail in Chapter 7, which
deals with economic growth and its effect on international trade.

3.3 Community Indifference Curves
So far, we have discussed production, or supply, considerations in a nation, as reflected in
its production frontier. We now introduce the tastes, or demand preferences, in a nation.
These are given by community (or social) indifference curves.

A community indifference curve shows the various combinations of two commodities
that yield equal satisfaction to the community or nation. Higher curves refer to greater
satisfaction, lower curves to less satisfaction. Community indifference curves are negatively
sloped and convex from the origin. To be useful, they must not cross. (Readers familiar
with an individual’s indifference curves will note that community indifference curves are
almost completely analogous.)

3.3A Illustration of Community Indifference Curves
Figure 3.2 shows three hypothetical indifference curves for Nation 1 and Nation 2. They
differ on the assumption that tastes, or demand preferences, are different in the two nations.

Points N and A give equal satisfaction to Nation 1, since they are both on indifference
curve I. Points T and H refer to a higher level of satisfaction, since they are on a higher
indifference curve (II). Even though T involves more of Y but less of X than A, satisfaction
is greater at T because it is on indifference curve II. Point E refers to still greater satisfaction,
since it is on indifference curve III. For Nation 2, A′ = R′ < H ′ < E ′.

Note that the community indifference curves in Figure 3.2 are negatively sloped. This
is always the case because as a nation consumes more of X, it must consume less of Y
if the nation is to have the same level of satisfaction (i.e., remain on the same level of
satisfaction). Thus, as Nation 1 moves from N to A on indifference curve I, it consumes
more of X but less of Y. Similarly, as Nation 2 moves from A′ to R′ on indifference curve
I′, it consumes more of X but less of Y. If a nation continued to consume the same amount
of Y as it increased its consumption of X, the nation would necessarily move to a higher
indifference curve.
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FIGURE 3.2. Community Indifference Curves for Nation 1 and Nation 2.
A community indifference curve shows the various combinations of X and Y that yield equal satisfaction
to the community or nation. A higher curve refers to a higher level of satisfaction. Community indifference
curves are downward, or negatively, sloped and convex from the origin; to be useful, they must not
cross. The declining slope of the curve reflects the diminishing marginal rate of substitution (MRS) of X for
Y in consumption.

3.3B The Marginal Rate of Substitution
The marginal rate of substitution (MRS) of X for Y in consumption refers to the amount of
Y that a nation could give up for one extra unit of X and still remain on the same indifference
curve. This is given by the (absolute) slope of the community indifference curve at the point
of consumption and declines as the nation moves down the curve. For example, the slope,
or MRS, of indifference curve I is greater at point N than at point A (see Figure 3.2).
Similarly, the slope, or MRS, of indifference curve I′ is greater at point A′ than at R′.

The decline in MRS or absolute slope of an indifference curve is a reflection of the fact
that the more of X and the less of Y a nation consumes, the more valuable to the nation is
a unit of Y at the margin compared with a unit of X. Therefore, the nation can give up less
and less of Y for each additional unit of X it wants.

Declining MRS means that community indifference curves are convex from the origin .
Thus, while increasing opportunity cost in production is reflected in concave production
frontiers, a declining marginal rate of substitution in consumption is reflected in convex
community indifference curves. In Section 3.4, we will see that this convexity property of
indifference curves is necessary to reach a unique (i.e., a single), well-behaved equilibrium
consumption point for the nation.

3.3C Some Difficulties with Community Indifference Curves
As we said earlier, to be useful, community indifference curves must not intersect (cross).
A point of intersection would refer to equal satisfaction on two different community indif-
ference curves, which is inconsistent with their definition. Thus, the indifference curves of
Nation 1 and Nation 2 in Figure 3.2 are drawn as nonintersecting.
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However, a particular set, or map, of community indifference curves refers to a partic-
ular income distribution within the nation. A different income distribution would result in
a completely new set of indifference curves, which might intersect previous indifference
curves.

This is precisely what may happen as a nation opens trade or expands its level of trade.
Exporters will benefit, while domestic producers competing with imports will suffer. There is
also a differential impact on consumers, depending on whether an individual’s consumption
pattern is oriented more toward the X or the Y good. Thus, trade will change the distribution
of real income in the nation and may cause indifference curves to intersect. In that case,
we could not use community indifference curves to determine whether the opening or the
expansion of trade increased the nation’s welfare.

One way out of this impasse is through the so-called compensation principle. According
to this principle, the nation benefits from trade if the gainers would be better off (i.e., retain
some of their gain) even after fully compensating the losers for their losses. This is true
whether or not compensation actually occurs. (One way that compensation would occur is
for the government to tax enough of the gain to fully compensate the losers with subsidies
or tax relief.) Alternatively, we could make a number of restrictive assumptions about
tastes, incomes, and patterns of consumption that would preclude intersecting community
indifference curves.

Although the compensation principle or restrictive assumptions do not completely elim-
inate all the conceptual difficulties inherent in using community indifference curves, they
do allow us to draw them as nonintersecting (so that we can continue to make use of them,
even if a bit cautiously).

3.4 Equilibrium in Isolation
In Section 3.2, we discussed production frontiers, which illustrate the production, or supply,
conditions in a nation. In Section 3.3, we examined community indifference curves, which
reflect the tastes, or demand preferences, in a nation. We will now see how the interaction of
these forces of demand and supply determines the equilibrium point, or point of maximum
social welfare, in a nation in isolation (i.e., in the absence of trade).

In the absence of trade, a nation is in equilibrium when it reaches the highest indifference
curve possible given its production frontier. This occurs at the point where a community
indifference curve is tangent to the nation’s production frontier. The common slope of the
two curves at the tangency point gives the internal equilibrium-relative commodity price in
the nation and reflects the nation’s comparative advantage. Let us see what all this means.

3.4A Illustration of Equilibrium in Isolation
Figure 3.3 brings together the production frontiers of Figure 3.1 and the community indif-
ference curves of Figure 3.2. We see in Figure 3.3 that indifference curve I is the highest
indifference curve that Nation 1 can reach with its production frontier. Thus, Nation 1 is
in equilibrium, or maximizes its welfare, when it produces and consumes at point A in the
absence of trade, or autarky. Similarly, Nation 2 is in equilibrium at point A′, where its
production frontier is tangent to indifference curve I′.
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FIGURE 3.3. Equilibrium in Isolation.
Nation 1 is in equilibrium, or maximizes its welfare, in isolation by producing and consuming at point A ,
where its production frontier reaches (is tangent to) indifference curve I (the highest possible). Similarly,
Nation 2 is in equilibrium at point A ′, where its production frontier is tangent to indifference curve I′. The
equilibrium-relative price of X in Nation 1 is given by the slope of the tangent common to its production
frontier and indifference curve I at point A . This is PA = 1/4. For Nation 2, PA ′ = 4 . Since the relative price of
X is lower in Nation 1 than in Nation 2, Nation 1 has a comparative advantage in commodity X and Nation
2 in commodity Y.

Note that since community indifference curves are convex from the origin and drawn as
nonintersecting, there is only one such point of tangency, or equilibrium. Furthermore, we
can be certain that one such equilibrium point exists because there are an infinite number
of indifference curves (i.e., the indifference map is dense). Points on lower indifference
curves are possible but would not maximize the nation’s welfare. On the other hand, the
nation cannot reach higher indifference curves with the resources and technology presently
available.

3.4B Equilibrium-Relative Commodity Prices
and Comparative Advantage

The equilibrium-relative commodity price in isolation is given by the slope of the tangent
common to the nation’s production frontier and indifference curve at the autarky point
of production and consumption. Thus, the equilibrium-relative price of X in isolation is
PA = PX /PY = 1/4 in Nation 1 and PA′ = PX /PY = 4 in Nation 2 (see Figure 3.3). Relative
prices are different in the two nations because their production frontiers and indifference
curves differ in shape and location.
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■ CASE STUDY 3-1 Comparative Advantage of the Largest Advanced and Emerging Economies

Table 3.1 gives some of the manufactured products
in which the United States, the European Union,
Japan, China, and Brazil have a comparative

■ TABLE 3.1. The Comparative Advantage of the United States, European Union, Japan,
China, Brazil, and Korea in 2010

United States: Chemicals other than pharmaceuticals, aircraft, integrated circuits, nonelectrical
machinery, and scientific and controlling instruments

European Union: Iron and steel, chemicals (including pharmaceuticals), transport equipment
(automobiles and aircraft), all types of machinery, and scientific and controlling instruments

Japan: Iron and steel, chemicals other than pharmaceuticals, office and telecom equipment and
most other types of machinery, automobiles and other transport equipment, and scientific and
controlling instruments

China: Iron and steel, pharmaceuticals, office and telecom equipment and most other types of
machinery other than integrated circuits, transport equipment other than automobiles, power
generating and electrical machinery, textiles and clothing, and personal household goods

Brazil: Iron and steel, and transport equipment other than automobiles, and personal and
household goods

Source: World Trade Organization, International Trade Statistics (Geneva: WTO, 2011).

advantage (i.e., in which they had a trade surplus)
in 2010.

Since in isolation PA < PA
′ Nation 1 has a comparative advantage in commodity X and

Nation 2 in commodity Y. It follows that both nations can gain if Nation 1 specializes in
the production and export of X in exchange for Y from Nation 2. How this takes place will
be seen in the next section.

Figure 3.3 illustrates that the forces of supply (as given by the nation’s production
frontier) and the forces of demand (as summarized by the nation’s indifference map) together
determine the equilibrium-relative commodity prices in each nation in autarky. For example,
if indifference curve I had been of a different shape, it would have been tangent to the
production frontier at a different point and would have determined a different relative price
of X in Nation 1. The same would be true for Nation 2. This is in contrast to the constant
costs case, where the equilibrium PX /PY is constant in each nation regardless of the level
of output and conditions of demand, and is given by the constant slope of the nation’s
production frontier.

Case Study 3-1 gives the comparative advantage of the largest advanced and emerging
market economies in manufactured products.

3.5 The Basis for and the Gains from Trade
with Increasing Costs

A difference in relative commodity prices between two nations is a reflection of their
comparative advantage and forms the basis for mutually beneficial trade. The nation with
the lower relative price for a commodity has a comparative advantage in that commodity
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and a comparative disadvantage in the other commodity, with respect to the second nation.
Each nation should then specialize in the production of the commodity of its comparative
advantage (i.e., produce more of the commodity than it wants to consume domestically)
and exchange part of its output with the other nation for the commodity of its comparative
disadvantage.

However, as each nation specializes in producing the commodity of its comparative
advantage, it incurs increasing opportunity costs. Specialization will continue until relative
commodity prices in the two nations become equal at the level at which trade is in equi-
librium. By then trading with each other, both nations end up consuming more than in the
absence of trade.

3.5A Illustrations of the Basis for and the Gains from Trade
with Increasing Costs

We have seen (Figure 3.3) that in the absence of trade the equilibrium-relative price of X is
PA = 1/4 in Nation 1 and PA′ = 4 in Nation 2. Thus, Nation 1 has a comparative advantage
in commodity X and Nation 2 in commodity Y.

Suppose that trade between the two nations becomes possible (e.g., through the elimina-
tion of government obstacles to trade or a drastic reduction in transportation costs). Nation
1 should now specialize in the production and export of commodity X in exchange for
commodity Y from Nation 2. How this takes place is illustrated by Figure 3.4.
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FIGURE 3.4. The Gains from Trade with Increasing Costs.
With trade, Nation 1 moves from point A to point B in production. By then exchanging 60X for 60Y with
Nation 2 (see trade triangle BCE), Nation 1 ends up consuming at point E (on indifference curve III). Thus,
Nation 1 gains 20X and 20Y from trade (compare autarky point A with point E). Similarly, Nation 2 moves
from A ′ to B ′ in production. By then exchanging 60Y for 60X with Nation 1 (see trade triangle B ′C ′E ′),
Nation 2 ends up consuming at point E ′ and also gains 20X and 20Y. PB = PB ′ = 1 is the equilibrium-relative
price—the price at which trade is balanced.
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Starting from point A (the equilibrium point in isolation), as Nation 1 specializes in the
production of X and moves down its production frontier, it incurs increasing opportunity
costs in the production of X. This is reflected in the increasing slope of its production
frontier. Starting from point A′, as Nation 2 specializes in the production of Y and moves
upward along its production frontier, it experiences increasing opportunity costs in the
production of Y. This is reflected in the decline in the slope of its production frontier (a
reduction in the opportunity cost of X, which means a rise in the opportunity cost of Y).

This process of specialization in production continues until relative commodity prices (the
slope of the production frontiers) become equal in the two nations. The common relative
price (slope) with trade will be somewhere between the pretrade relative prices of 1/4 and 4,
at the level at which trade is balanced. In Figure 3.4, this is PB = PB ′ = 1.

With trade, Nation 1 moves from point A down to point B in production. By then
exchanging 60X for 60Y with Nation 2 (see trade triangle BCE ), Nation 1 ends up con-
suming at point E (70X and 80Y) on its indifference curve III. This is the highest level of
satisfaction that Nation 1 can reach with trade at PX /PY = 1. Thus, Nation 1 gains 20X and
20Y from its no-trade equilibrium point. (Compare point E on indifference curve III with
point A on indifference curve I.) Line BE is called the trade possibilities line or, simply,
trade line because trade takes place along this line.

Similarly, Nation 2 moves from point A′ up to point B ′ in production, and, by exchanging
60Y for 60X with Nation 1 (see trade triangle B ′C ′E ′), it ends up consuming at point E ′
(100X and 60Y) on its indifference curve III′. Thus, Nation 2 also gains 20X and 20Y from
specialization in production and trade.

Note that with specialization in production and trade, each nation can consume outside
its production frontier (which also represents its no-trade consumption frontier).

3.5B Equilibrium-Relative Commodity Prices with Trade
The equilibrium-relative commodity price with trade is the common relative price in both
nations at which trade is balanced. In Figure 3.4, this is PB = PB ′ = 1. At this relative price,
the amount of X that Nation 1 wants to export (60X) equals the amount of X that Nation
2 wants to import (60X). Similarly, the amount of Y that Nation 2 wants to export (60Y)
exactly matches the amount of Y that Nation 1 wants to import at this price (60Y).

Any other relative price could not persist because trade would be unbalanced. For
example, at PX /PY = 2, Nation 1 would want to export more of X than Nation 2 would be
willing to import at this high price. As a result, the relative price of X would fall toward
the equilibrium level of 1. Similarly, at a relative price of X lower than 1, Nation 2 would
want to import more of X than Nation 1 would be willing to export at this low price, and
the relative price of X would rise. Thus, the relative price of X would gravitate toward the
equilibrium price of 1. (The same conclusion would be reached in terms of Y.)

The equilibrium-relative price in Figure 3.4 was determined by trial and error; that is,
various relative prices were tried until the one that balanced trade was found. There is a
more rigorous theoretical way to determine the equilibrium-relative price with trade. This
makes use of either the total demand and supply curve of each commodity in each nation
or the so-called offer curves, and is discussed in the next chapter.

All we need to say at this point is that the greater Nation 1’s desire is for Y (the
commodity exported by Nation 2) and the weaker Nation 2’s desire is for X (the commodity
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exported by Nation 1), the closer the equilibrium price with trade will be to 1/4 (the pretrade
equilibrium price in Nation 1) and the smaller will be Nation 1’s share of the gain. Once
the equilibrium-relative price with trade is determined, we will know exactly how the gains
from trade are divided between the two nations, and our trade model will be complete. In
Figure 3.4, the equilibrium-relative price of X with trade (PB = PB ′ = 1) results in equal
gains (20X and 20Y) for Nation 1 and Nation 2, but this need not be the case.

Of course, if the pretrade-relative price had been the same in both nations (an unlikely
occurrence), there would be no comparative advantage or disadvantage to speak of in either
nation, and no specialization in production or mutually beneficial trade would take place.

3.5C Incomplete Specialization
There is one basic difference between our trade model under increasing costs and the
constant opportunity costs case. Under constant costs, both nations specialize completely
in production of the commodity of their comparative advantage (i.e., produce only that
commodity). For example, in Figures 2.2 and 2.3, the United States specialized completely
in wheat production, and the United Kingdom specialized completely in cloth production.
Since it paid for the United States to exchange some wheat for British cloth, it paid for the
United States to obtain all of its cloth from the United Kingdom in exchange for wheat
because the opportunity cost of wheat remained constant in the United States. The same
was true for the United Kingdom in terms of cloth production.

In contrast, under increasing opportunity costs, there is incomplete specialization in pro-
duction in both nations. For example, while Nation 1 produces more of X (the commodity
of its comparative advantage) with trade, it continues to produce some Y (see point B in
Figure 3.4). Similarly, Nation 2 continues to produce some X with trade (see point B ′ in
Figure 3.4).

The reason for this is that as Nation 1 specializes in the production of X, it incurs
increasing opportunity costs in producing X. Similarly, as Nation 2 produces more Y, it
incurs increasing opportunity costs in Y (which means declining opportunity costs of X).
Thus, as each nation specializes in producing the commodity of its comparative advantage,
relative commodity prices move toward each other (i.e., become less unequal) until they are
identical in both nations.

At that point, it does not pay for either nation to continue to expand production of the
commodity of its comparative advantage (see Case Study 3-2). This occurs before either
nation has completely specialized in production. In Figure 3.5, PB = PB

′ = 1 before Nation
1 or Nation 2 has completely specialized in production.

(continued)

■ CASE STUDY 3-2 Specialization and Export Concentration in Selected Countries

Because of increasing costs, no nation specializes
completely in the production of only one product
in the real world. The closest to complete
specialization in production and trade that any

nation comes is Kuwait, where petroleum exports
represented 92.1 percent of the total value of
its exports in 2010. For Argentina, another
developing nation with highly specialized natural
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■ CASE STUDY 3-2 Continued

resources, food exports represent 49.5 percent of
its total exports. Table 3.2 shows that the largest
export product of the United States, and the
27-member European Union (EU-27), represents

■ TABLE 3.2. Leading Export as a Percentage of Total Exports of
Selected Countries in 2010

United States Chemicals 14.8
European Union Chemicals 15.8
Japan Automotive products 19.4
Korea Office and telecommunications equipment 25.7
China Office and telecommunications equipment 28.5
Brazil Food 30.1
Argentina Food 49.5
Kuwait Fuels 92.1

Source: World Trade Organization, International Trade Statistics (Geneva: WTO, 2011).

less than 16 percent of their total exports. The
figure is between 19 and 21 percent in Japan and
Korea, and 28 and 30 percent in China and Brazil.
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FIGURE 3.5. The Gains from Exchange and from Specialization.
If Nation 1 could not specialize in the production of X with the opening of trade but continued to produce
at point A , Nation 1 could export 20X in exchange for 20Y at the prevailing world price of PW = 1 and
end up consuming at point T on indifference curve II. The increase in consumption from point A (in
autarky) to point T represents the gains from exchange alone. If Nation 1 subsequently did specialize in
the production of X and produced at point B , it would then consume at point E on indifference curve III.
The increase in consumption from T to E would represent the gains from specialization in production.
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3.5D Small-Country Case with Increasing Costs
Recall that under constant costs, the only exception to complete specialization in production
occurred in the small-country case. There, only the small nation specialized completely in
production of the commodity of its comparative advantage. The large nation continued to
produce both commodities even with trade (see Figure 2.3) because the small nation could
not satisfy all of the demand for imports of the large nation. In the increasing costs case,
however, we find incomplete specialization even in the small nation.

We can use Figure 3.4 to illustrate the small-country case with increasing costs. Let
us assume that Nation 1 is now a very small country, which is in equilibrium at point A
(the same as before) in the absence of trade, and that Nation 2 is a very large country or
even the rest of the world. (The diagram for Nation 2 in Figure 3.4 is to be completely
disregarded in this case.)

Suppose that the equilibrium-relative price of X on the world market is 1(PW = 1), and it
is not affected by trade with small Nation 1. Since in the absence of trade, the relative price
of X in Nation 1 (PA = 1/4) is lower than the world market price, Nation 1 has a comparative
advantage in X. With the opening of trade, Nation 1 specializes in the production of X until
it reaches point B on its production frontier, where PB = 1 = PW . Even though Nation
1 is now considered to be a small country, it still does not specialize completely in the
production of X (as would be the case under constant costs).

By exchanging 60X for 60Y, Nation 1 reaches point E on indifference curve III and gains
20X and 20Y (compared with its autarky point A on indifference curve I). Note that this is
exactly what occurred when Nation 1 was not considered to be small. The only difference
is that now Nation 1 does not affect relative prices in Nation 2 (or the rest of the world),
and Nation 1 captures all the benefits from trade (which now amount to only 20X and 20Y).

3.5E The Gains from Exchange and from Specialization
A nation’s gains from trade can be broken down into two components: the gains from
exchange and the gains from specialization. Figure 3.5 illustrates this breakdown for small
Nation 1. (For simplicity, the autarky price line, PA = 1/4, and indifference curve I are
omitted from the figure.)

Suppose that, for whatever reason, Nation 1 could not specialize in the production of X
with the opening of trade but continued to produce at point A, where MRT = 1/4. Starting
from point A, Nation 1 could export 20X in exchange for 20Y at the prevailing world
relative price of PW = 1 and end up consuming at point T on indifference curve II. Even
though Nation 1 consumes less of X and more of Y at point T in relation to point A, it is
better off than it was in autarky because T is on higher indifference curve II. The movement
from point A to point T in consumption measures the gains from exchange.

If subsequently Nation 1 also specialized in the production of X and produced at point
B , it could then exchange 60X for 60Y with the rest of the world and consume at point
E on indifference curve III (thereby gaining even more). The movement from T to E in
consumption measures the gains from specialization in production.

In sum, the movement from A (on indifference curve I) to T (on indifference curve II)
is made possible by exchange alone. This takes place even if Nation 1 remains at point A
(the autarky point) in production. The movement from point T to E (on indifference curve
III) represents the gains resulting from specialization in production.
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Note that Nation 1 is not in equilibrium in production at point A with trade because
MRT < PW . To be in equilibrium in production, Nation 1 should expand its production of
X until it reaches point B, where PB = PW = 1. Nation 2’s gains from trade can similarly
be broken down into gains from exchange and gains from specialization.

Case Study 3-3 illustrates the reallocation of labor in the United States as a real-world
example of comparative advantage at work, while Case Study 3-4 shows that deindustrial-
ization in the industrial countries as a group, in the United States, in the European Union,
and in Japan was due mainly to increases in labor productivity or internal causes rather than
foreign trade. During the past decade, however, huge trade deficits as well as the electronic
revolution have led to many more job losses than gains in the United States.

■ CASE STUDY 3-3 Job Losses in High U.S. Import-Competing Industries

Table 3.3 shows the number of workers who lost
their jobs (i.e., were displaced) in various high
import-competing industries in the United States
between 1979 and 1999. High import-competing
industries were broadly defined as those in the top
25 percent in import shares. From the table, we
see that almost 6.5 million workers lost their jobs
in these industries over the 1979–1999 period,
with the electrical machinery and apparel indus-
tries leading the list, with 1,181,000 and 1,136,000
jobs lost, respectively.

More recently, the AFL-CIO estimated that
the nation has lost more than 2.5 million

■ TABLE 3.3. Job Losses in High Import-Competing Industries

Jobs Lost Jobs Lost
Industry (thousands) Industry (thousands)

Electrical machinery 1,181 Textiles 159
Apparel 1,136 Toys and sporting goods 156
Motor vehicles 918 Primary metals other than steel 133
Electronic computing equipment 513 Photographic equipment 68
Radio and television 395 Leather products 57
Steel 361 Office and accounting machines 41
Construction machinery 351 Pottery and related products 24
Tires and other rubber products 193 Watches and clocks 9
Footwear 184 Leather, tanning and finishing 5
Scientific instruments 164 Other industries 406

Total 6,454

Sources: L. G. Kletzer, Job Loss from Imports: Measuring the Costs (Washington, D.C.: Institute for Interna-
tional Economics, 2001), pp. 18–19; AFL-CIO, ‘‘Exporting America’’ 2010, http://www.aflcio.org/issues/exporting
america/outsourcing_problems.cfm; Forrester Research Inc., Biz India Magazine, December 26, 2009; and ‘‘The
Factory Floor Has a Ceiling on Job Creation,’’ The Wall Street Journal , January 12, 2012, p. A6.

manufacturing jobs and more than 850,000 pro-
fessional service and information sector jobs from
2001 to 2004. Forrester Research Inc. estimated
that 588,000 U.S. jobs have been going over-
seas annually from 2005 to 2009 and predicts
that U.S. employers will move another 3.4 mil-
lion white-collar jobs overseas by 2015. As Case
Study 3-4 shows, however, only a small frac-
tion of these job losses were due to imports, as
such. Most were lost to technological change and
outsourcing.
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■ CASE STUDY 3-4 International Trade and Deindustrialization in the United States,
the European Union, and Japan

Since the 1970s, most advanced economies have
been concerned with the problem of deindustri-
alization , as reflected in their declining share of
manufacturing employment. Table 3.4 shows the
relative importance of the different factors account-
ing for deindustrialization in all advanced countries
as a group, in the United States, in the European
Union, and in Japan, from 1970 to 1994.

Table 3.4 shows that the overall share of
manufacturing employment declined by about 10
percentage points in all industrial countries, as a
group, and in the United States and in the Euro-
pean Union, and by about 4 percentage points in
Japan. The table also shows, however, that most
of this decline resulted from the growth of labor
productivity (which made possible higher levels of

■ TABLE 3.4. Factors Responsible for Deindustrialization

Industrial United European
Countries States Union Japan

Share of manufacturing
Employment (in percent)

1970 27.6 26.4 30.4 27.0
1994 18.0 16.0 20.2 23.2
Change −9.6 −10.4 −10.2 −3.8

Percentage change due to:
Productivity growth 65.6 65.4 59.8 157.9
Investment 18.8 3.8 20.6 71.1
Trade (−)2.1 9.6 (−)2.9 (−)30.0
Other 17.7 21.2 22.5 (−)51.7______ ______ ______ _______

Total 100.0 100.0 100.0 100.0

Sources: International Monetary Fund, Staff Studies for the World Economic Outlook, Wash-
ington, D.C., December 1997, p. 68; R. E. Scott, ‘‘Costly Trade with China,’’ Briefing Paper #188,
Economic Policy Institute, October 9, 2007; ‘‘Pain from Free Trade Spurs Second Thoughts,’’
The Wall Street Journal , March 28, 2008, p. A1; ‘‘Is U.S. Manufacturing Falling off the Radar
Screen,’’ The New York Times, September 10, 2010, p. 1; and ‘‘The Factory Floor Has a Ceiling
on Job Creation,’’ The Wall Street Journal , January 12, 2012, p. A6.

output with less labor) and less as a result of the
decline in the rate of investments and other domes-
tic forces. International trade actually resulted in
an increase in industrial employment (the negative
signs indicate the opposite of deindustrialization),
except in the United States (where it led to a 9.6
percentage point decline in manufacturing employ-
ment). During the past decade, however, huge trade
deficits as well as the electronic revolution and out-
sourcing have led to many more job losses than
gains in the United States. In fact, the percentage
of the labor force in U.S. manufacturing declined
from 30 percent in the 1970s to about 12 percent
in 2012. This topic is explored further in Chapters
5, 8, and 9 of the text.
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3.6 Trade Based on Differences in Tastes
The difference in pretrade-relative commodity prices between Nation 1 and Nation 2 in
Figures 3.3 and 3.4 was based on the difference in the production frontiers and indifference
curves in the two nations. This determined the comparative advantage of each nation and
set the stage for specialization in production and mutually beneficial trade.

With increasing costs, even if two nations have identical production possibility frontiers
(which is unlikely), there will still be a basis for mutually beneficial trade if tastes, or demand
preferences, in the two nations differ. The nation with the relatively smaller demand or
preference for a commodity will have a lower autarky-relative price for, and a comparative
advantage in, that commodity. The process of specialization in production and trade would
then follow, exactly as described in the previous section.

3.6A Illustration of Trade Based on Differences in Tastes
Trade based solely on differences in tastes is illustrated in Figure 3.6. Since the production
frontiers of the two nations are now assumed to be identical, they are represented by a single
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FIGURE 3.6. Trade Based on Differences in Tastes.
Nations 1 and 2 have identical production frontiers (shown by a single curve) but different tastes
(indifference curves). In isolation, Nation 1 produces and consumes at point A and Nation 2 at point
A ′. Since PA < PA

′, Nation 1 has a comparative advantage in X and Nation 2 in Y. With trade, Nation 1
specializes in the production of X and produces at B , while Nation 2 specializes in Y and produces at B ′

(which coincides with B). By exchanging 60X for 60Y with each other (see trade triangles BCE and B ′C ′E ′),
Nation 1 ends up consuming at E (thereby gaining 20X and 20Y), while Nation 2 consumes at E ′ (and also
gains 20X and 20Y).
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curve. With indifference curve I tangent to the production frontier at point A for Nation 1
and indifference curve I′ tangent at point A′ for Nation 2, the pretrade-relative price of X is
lower in Nation 1. Thus, Nation 1 has a comparative advantage in commodity X and Nation
2 in commodity Y.

With the opening of trade, Nation 1 specializes in the production of X (and moves down
its production frontier), while Nation 2 specializes in Y (and moves up its own production
frontier). Specialization continues until PX /PY is the same in both nations and trade is
balanced. This occurs at point B (which coincides with point B′), where PB = PB ′ = 1.
Nation 1 then exchanges 60X for 60Y with Nation 2 (see trade triangle BCE) and ends
up consuming at point E on its indifference curve III. Nation 1 thus gains 20X and 20Y
as compared with point A. Similarly, Nation 2 exchanges 60Y for 60X with Nation 1 (see
trade triangle B′C′E′) and ends up consuming at point E′ on its indifference curve III′
(also gaining 20X and 20Y from point A′). Note that when trade is based solely on taste
differences, the patterns of production become more similar as both nations depart from
autarky.

Thus, mutually beneficial trade can be based exclusively on a difference in tastes between
two nations. In Chapter 5, we will examine the opposite case, where trade between the two
nations is based exclusively on a difference in factor endowments and production frontiers.
(This will be referred to as the Heckscher–Ohlin model.) Only if the production frontier
and the indifference curves are identical in both nations (or the difference in production
frontiers is exactly neutralized, or offset, by the difference in the indifference curves) will
the pretrade-relative commodity prices be equal in both nations, ruling out the possibility
of mutually beneficial trade.

S U M M A R Y

1. This chapter extended our simple trade model to the
more realistic case of increasing opportunity costs.
It also introduced demand preferences in the form
of community indifference curves. We then went on
to examine how the interaction of these forces of
demand and supply determines each nation’s compar-
ative advantage and sets the stage for specialization
in production and mutually beneficial trade.

2. Increasing opportunity costs mean that the nation must
give up more and more of one commodity to release
just enough resources to produce each additional unit
of another commodity. This is reflected in a produc-
tion frontier that is concave from the origin. The slope
of the production frontier gives the marginal rate of
transformation (MRT). Increasing opportunity costs
arise because resources are not homogeneous and are
not used in the same fixed proportion in the production
of all commodities. Production frontiers differ because
of different factor endowments and/or technology in
different nations.

3. A community indifference curve shows the various
combinations of two commodities that yield equal
satisfaction to the community or nation. Higher curves
refer to a greater level of satisfaction. Community
indifference curves are negatively sloped and con-
vex from the origin. And to be useful, they must not
cross. The slope of an indifference curve gives the
marginal rate of substitution (MRS) in consumption,
or the amount of commodity Y that a nation could
give up for each extra unit of commodity X and still
remain on the same indifference curve. Trade affects
the income distribution within a nation and can result
in intersecting indifference curves. This difficulty can
be overcome by the compensation principle, which
states that the nation gains from trade if the gainers
would retain some of their gain even after fully com-
pensating losers for their losses. Alternatively, some
restrictive assumptions could be made.

4. In the absence of trade, a nation is in equilib-
rium when it reaches the highest indifference curve
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possible with its production frontier. This occurs at
the point where a community indifference curve is tan-
gent to the nation’s production frontier. The common
slope of the two curves at the tangency point gives
the internal equilibrium-relative commodity price in
the nation and reflects the nation’s comparative
advantage.

5. With trade, each nation specializes in producing the
commodity of its comparative advantage and faces
increasing opportunity costs. Specialization in produc-
tion proceeds until relative commodity prices in the
two nations are equalized at the level at which trade
is in equilibrium. By then trading, each nation ends
up consuming on a higher indifference curve than in

the absence of trade. With increasing costs, special-
ization in production is incomplete, even in a small
nation. The gains from trade can be broken down into
gains from exchange and gains from specialization in
production.

6. With increasing costs, even if two nations have iden-
tical production frontiers, there is still a basis for
mutually beneficial trade if tastes, or demand or pref-
erences, differ in the two nations. The nation with the
relatively smaller demand or preference for a com-
modity will have a lower autarky-relative price for,
and a comparative advantage in, that commodity. This
will set the stage for specialization in production and
mutually beneficial trade, as described earlier.

A L O O K A H E A D

In Chapter 4, we introduce the demand curve for imports
and the supply curve of exports, as well as the offer curve
of each nation, in order to examine precisely how the
equilibrium-relative commodity price and terms of trade
of each nation are determined with trade. We can then

determine how the gains from trade are shared by each
nation. With this addition, our simple trade model will be
complete. In Chapter 5, we will see how this simple trade
model was extended by Heckscher and Ohlin.

K E Y T E R M S

Autarky, p. 62
Community

indifference
curve, p. 60

Deindustrialization,
p. 70

Equilibrium-relative
commodity price
in isolation, p. 63

Equilibrium-relative
commodity price
with trade, p. 66

Gains from
exchange,
p. 69

Gains from
specialization,
p. 69

Incomplete
specialization,
p. 67

Increasing
opportunity
costs, p. 58

Marginal rate of
substitution
(MRS), p. 61

Marginal rate of
transformation
(MRT), p. 59

Q U E S T I O N S F O R R E V I E W

1. In what way is the material in this chapter more
realistic than that of Chapter 2?

2. How are the tastes, or demand preferences, of a
nation introduced in this chapter? Why are they
needed?

3. Why does a production frontier that is concave from
the origin indicate increasing opportunity costs in
both commodities? What does the slope of the
production frontier measure? How does the slope

change as the nation produces more of the com-
modity measured along the horizontal axis? more
of the commodity measured along the vertical axis?

4. What is the reason for increasing opportunity costs?
Why do the production frontiers of different nations
have different shapes?

5. What does a community indifference curve mea-
sure? What are its characteristics? What does the
slope of an indifference curve measure? Why does
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it decline as the nation consumes more of the com-
modity measured along the horizontal axis?

6. What difficulties arise in the use of community
indifference curves in trade theory? How can these
difficulties be overcome?

7. What is meant by the equilibrium-relative commod-
ity price in isolation? How is this price determined
in each nation? How does it define the nation’s
comparative advantage?

8. Why does specialization in production with trade
proceed only up to the point where relative com-
modity prices in the two nations are equalized?
How is the equilibrium-relative commodity price
with trade determined?

9. Why is there incomplete specialization in pro-
duction (even in a smaller nation) with increas-
ing opportunity costs? How are the results under
increasing costs different from the fixed-costs case?

10. What is meant by gains from exchange? by gains
from specialization?

11. Can specialization in production and mutually ben-
eficial trade be based solely on a difference in tastes
between two nations? How is this different from the
more general case?

12. Can specialization in production and mutually ben-
eficial trade be based exclusively on a difference in
factor endowments and/or technology between two
nations?

P R O B L E M S

1. On one set of axes, sketch a fairly large production
frontier concave from the origin.

(a) Starting near the midpoint on the production
frontier, use arrows to show that the nation incurs
increasing opportunity costs in producing more of
X (the commodity measured along the horizontal
axis) and more of Y.

(b) How does the slope of the production frontier
change as the nation produces more of X? more of
Y? What do these changes reflect?

2. On another set of axes, sketch three community
indifference curves, making the top two curves
cross each other.

(a) Why have you drawn community indifference
curves downward, or negatively, sloped?

(b) What does the slope of the curves measure?
Why is the slope of each curve smaller for lower
points?

(c) Which of the two intersecting indifference
curves shows a greater level of satisfaction to the
right of the point of intersection? to the left? Why is
this inconsistent with the definition of indifference
curves? What conclusion can you reach?

*3. On one set of axes, sketch a community indiffer-
ence curve tangent to the fairly flat section of a

concave production frontier. On a second set of
axes, sketch another (different) community indif-
ference curve tangent to the fairly steep portion of
another (different) concave production frontier.

(a) Draw in the line showing the equilibrium-
relative commodity price in isolation in each nation.

(b) Which is the commodity of comparative ad-
vantage for each nation?

(c) Under what (unusual) condition would there
be no such thing as comparative advantage or dis-
advantage between the two nations?

*4. sfasfd(a) On the graphs of Problem 3, show, for each
nation with trade, the direction (by an arrow on the
production frontier) of specialization in production
and the equilibrium point of production and con-
sumption.

(b) How much does each nation gain in consump-
tion compared with its autarky point? Which of the
two nations gains more from trade? Why?

5. On one set of axes, sketch Nation 1’s supply of
exports of commodity X so that the quantity sup-
plied (QS) of X is QSx = 0 at PX /PY = 1/4, QSx =
40 at PX /PY = 1/2, QSx = 60 at PX /PY = 1, and
QSx = 70 at PX /PY = 11/2. On the same set of axes,

* = Answer provided at www.wiley.com/college/
salvatore.
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sketch Nation 2’s demand for Nation 1’s exports of com-
modity X so that the quantity demanded (QD) of X is
QDx = 40 at PX /PY = 11/2, QDx = 60 at PX /PY = 1, and
QDx = 120 at PX /PY = 1/2.

(a) Determine the equilibrium-relative commod-
ity price of the exports of commodity X with trade.

(b) What would happen if PX /PY were 11/2

(c) What would happen if PX /PY = 1/2

6. What is the relationship between the figure you
sketched for Problem 5 and the results you obtained
in Problem 5 and Figure 3.4 in the text? Explain.

*7. On one set of axes, sketch a community indifference
curve tangent to the fairly flat section of a concave
production frontier and show the nation’s autarky
equilibrium-relative commodity price, labeling it PA.
Assume that this graph refers to a very small nation
whose trade does not affect relative prices on the
world market, given by PW . Show on the graph
the process of specialization in the production, the
amount traded, and the gains from trade.

8. sfasfd(a) Explain why the small nation of Problem 7
does not specialize completely in the production of
the commodity of its comparative advantage.

(b) How does your answer to part (a) differ from
the constant-cost case?

9. On two sets of axes, draw identical concave produc-
tion frontiers with different community indifference
curves tangent to them.

(a) Indicate the autarky equilibrium-relative com-
modity price in each nation.

(b) Show the process of specialization in produc-
tion and mutually beneficial trade.

10. What would have happened if the two community
indifference curves had also been identical in Prob-
lem 9? Sketch a graph of this situation.

11. What would happen if the production frontiers are
identical and the community indifference curves are
different, but we have constant opportunity costs?
Draw a graph of this.

12. Draw a figure showing the separation of the gains
from exchange from the gains from specialization
for Nation 2 in the right panel of Figure 3.4 if
Nation 2 were now a small nation.

13. During the negotiations for NAFTA (North Amer-
ican Free Trade Agreement among the United
States, Canada, and Mexico) in the early 1990s,
opponents argued that the United States would lose
many jobs to Mexico because of the much lower
wages in Mexico. What was wrong with this line
of reasoning?

APPENDIX
In this appendix, we review those aspects of production theory that are essential for under-
standing the material presented in subsequent appendices. We begin with a review of
production functions, isoquants, isocosts, and equilibrium. We then illustrate these con-
cepts for two nations, two commodities, and two factors. Next, we derive the Edgeworth
box diagram and, from it, the production frontier of each nation. Finally, we use the Edge-
worth box diagram to show the change in the ratio of resource use as each nation specializes
in production with trade.

A3.1 Production Functions, Isoquants, Isocosts, and
Equilibrium

A production function gives the maximum quantities of a commodity that a firm can produce
with various amounts of factor inputs. This purely technological relationship is supplied by
engineers and is represented by isoquants.
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An isoquant is a curve that shows the various combinations of two factors, say, capital
(K ) and labor (L), that a firm can use to produce a specific level of output. Higher isoquants
refer to larger outputs and lower ones to smaller outputs. Isoquants have the same general
characteristics as indifference curves. They are negatively sloped, convex from the origin,
and do not cross. (However, isoquants give a cardinal measure of output, while indifference
curves give only an ordinal measure of utility.)

Isoquants are negatively sloped because a firm using less K must use more L to remain
on the same isoquant. The (absolute) slope of the isoquant is called the marginal rate of
technical substitution of labor for capital in production (MRTS) and measures how much
K the firm can give up by increasing L by one unit and still remain on the same isoquant.
As a firm moves down an isoquant and uses more L and less K , it finds it more and more
difficult to replace K with L. That is, the marginal rate of technical substitution of L for
K (or slope of the isoquant) diminishes. This makes the isoquant convex from the origin.
Finally, isoquants do not cross because an intersection would imply the same level of output
on two isoquants, which is inconsistent with their definition.

In Figure 3.7, the curve labeled 1X is the isoquant for one arbitrarily defined unit of
commodity X, and curve 2X is the isoquant for two units of X . Note that the isoquants are
negatively sloped and convex from the origin and that they do not cross.

An isocost is a line that shows the various combinations of K and L that a firm can hire
for a given expenditure, or total outlay (TO), at given factor prices. For example, suppose
that the total outlay of the firm in Figure 3.7 is TO = $30, that the price of a unit of
capital is PK = $10, and that the wage rate is PL = $5. Under these conditions, the firm can
hire either 3K (the vertical intercept) or 6L (the horizontal intercept) or any combination
of L and K shown on the straight line (isocost). The (absolute) slope of the isocost of
3/6 = 1/2 gives the relative price of L (the factor plotted along the horizontal axis). That is,
PL/PK = $5/$10 = 1/2. A TO = $60 and unchanged factor prices give a new isocost parallel
to the first one and twice as far from the origin (see Figure 3.7).

A producer is in equilibrium when it maximizes output for a given cost outlay (i.e.,
when it reaches the highest isoquant possible with a given isocost). This occurs where an
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FIGURE 3.7. Isoquants, Isocosts, and Equilibrium.
Isoquants 1X and 2X give the various combinations of K and L that the firm can use to produce one and
two units of X, respectively. Isoquants are negatively sloped, convex, and do not cross. An isocost shows
the various amounts of K and L that a firm can hire with a given total outlay (TO). The lines from 3K to
6L and from 6K to 12L are isocosts. The (absolute) slope of the isocost measures PL /PK . Equilibrium is
at points A1 and A2 , where the firm reaches the highest isoquant possible for a given TO. At A2 the firm
produces twice as much output and uses twice as much K and L as at A1. The straight line through the ori-
gin joining A1 and A2 is the expansion path and gives the constant K/L = 1/4 ratio in producing 1X and 2X.
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isoquant is tangent to an isocost (i.e., MRTS = PL/PK ). In Figure 3.7, the producer is in
equilibrium at point A1, producing 1X with the lower isocost, and at point A2, producing 2X
with the higher isocost. Note that isoquant 2X involves twice as much output as isoquant
1X , is twice as far from the origin, and requires twice as much outlay of K and L to be
reached. The straight line from the origin connecting equilibrium points A1 and A2 is called
the expansion path and shows the constant K /L = 1/4 in producing 1X and 2X .

A production function, such as the one above, that has a straight-line expansion path and
that shows that increasing inputs in a given proportion results in output increasing in the
same proportion is a Cobb–Douglas production function that is homogeneous of degree 1
and exhibits constant returns to scale. We will make much use of this production function
in international economics because of its useful properties. Since the K /L ratio remains the
same with this production function (as long as factor prices do not change), the productivity
of K and L also remains the same, regardless of the level of output. Furthermore, with this
type of production function, all the isoquants that refer to the production of various quantities
of a particular commodity look exactly alike or have identical shape (see Figure 3.7). As
a result, the elasticity of substitution of labor for capital (which measures the degree by
which labor can be substituted for capital in production as the price of labor or the wage
rate falls) is equal to 1. (This is examined in detail in Appendix A5.6.)

A3.2 Production Theory with Two Nations, Two Commodities,
and Two Factors

Figure 3.8 extends Figure 3.7 to deal with the case of two nations, two commodities, and
two factors. Figure 3.8 shows isoquants for commodity X and commodity Y for Nation 1
and Nation 2. Note that commodity Y is produced with a higher K /L ratio in both nations.
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FIGURE 3.8. Production with Two Nations, Two Commodities, and Two Factors.
Y is the K -intensive commodity in both nations. The K/L ratio is lower in Nation 1 than in Nation 2 in both
X and Y because PL /PK is lower in Nation 1. Since Y is always the K -intensive commodity and X is always
the L -intensive commodity in both nations, the X and Y isoquants intersect only once in each nation.
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Thus, we say that Y is K -intensive and X is the L-intensive commodity. Note also that the
K /L ratio is lower in Nation 1 than in Nation 2 for both X and Y. The reason for this is
that the relative price of labor (i.e., PL/PK , or slope of the isocosts) is lower in Nation 1
than in Nation 2.

If, for whatever reason, the relative price of labor (i.e., PL/PK ) rose in both nations, each
nation would substitute K for L in the production of both commodities to minimize costs.
As a result, the K /L ratio would rise in both nations in the production of both commodities.

Even though both X and Y are more K intensive in Nation 2 than in Nation 1, X is
always the L-intensive commodity in both nations. This important fact is reflected in the
isoquants of X and Y intersecting only once (see Figure 3.8), and it will be of great use in
the appendix to Chapter 5, which deals with factor-intensity reversal.

A3.3 Derivation of the Edgeworth Box Diagram
and Production Frontiers

We will now use the knowledge gained from Figure 3.8 to derive the Edgeworth box
diagram and, from it, the production frontier of each nation. This is illustrated in Figure 3.9
for Nation 1 and in Figure 3.10 for Nation 2.

Our discussion will first concentrate on the top panel of Figure 3.9. The dimensions of
the box in the top panel reflect the total amount of L (measured by the length of the box)
and K (the height of the box) available in Nation 1 at a given time.

The lower left-hand corner of the box (OX ) represents the zero origin for commodity X,
and X-isoquants farther from OX refer to greater outputs of X. On the other hand, the top
right-hand corner (OY ) represents the zero origin for commodity Y, and Y-isoquants farther
from OY refer to greater outputs of Y.

Any point within the box indicates how much of the total amount of labor available (L)
and how much of the total amount of capital available (K ) are used in the production of
X and Y. For example, at point A, LA and KA are used to produce 50X, and the remaining
quantities, or L − LA and K − KA, are used in the production of 60Y (see Figure 3.9).

By joining all points in the box where an X-isoquant is tangent to a Y-isoquant, we get
the nation’s production contract curve. Thus, the contract curve of Nation 1 is given by the
line joining OX to OY through points A, F , and B . At any point not on the contract curve,
production is not efficient because the nation could increase its output of one commodity
without reducing its output of the other.

For example, from point Z in the figure, Nation 1 could move to point F and produce
more of X (i.e., 95X instead of 50X) and the same amount of Y (both Z and F are on the
isoquant for 45Y). Or Nation 1 could move from point Z to point A and produce more of Y
(i.e., 60Y instead of 45Y) and the same amount of X (both Z and A are on the isoquant for
50X). Or Nation 1 could produce a little more of both X and Y and end up on the contract
curve somewhere between A and F . (The isoquants for this are not shown in the figure.)
Once on its contract curve, Nation 1 could only expand the output of one commodity by
reducing the output of the other. The fact that the contract curve bulges toward the lower
right-hand corner indicates that commodity X is the L-intensive commodity in Nation 1.

By transposing the contract curve from the input space in the top panel to the output
space in the bottom panel, we derive Nation 1’s production frontier, shown in the bottom
panel. For example, from point Z , where the isoquant for 50X crosses the straight-line
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FIGURE 3.9. Derivation of the Edgeworth Box Diagram and Production Frontier for Nation 1.
The size of the box in the top panel gives the total amount of L and K available to Nation 1. The bottom
left-hand corner is the origin for X, so that higher X outputs are given by X -isoquants farther away from
this origin. The top right-hand corner is the origin for Y, and higher Y outputs are given by Y -isoquants
farther from this origin. Any point in the box gives how much K and L are used in the production of X and
Y, respectively. The line joining points of tangency of X - and Y -isoquants is called the contract curve. Any
point not on the contract curve is not efficient because the nation could produce more of one commodity
without reducing the output of the other. The contract curve is not a straight line because factor prices
change to keep K and L fully employed. By mapping the contract curve from input to output space, we
derive the production frontier of Nation 1 in the bottom panel.

diagonal OX OY in the top panel, we get point A (i.e., 50X) in the bottom panel. Note that
point A in the bottom panel is directly below point Z in the top panel, rather than directly
below point A in the top panel, because output is measured at constant K /L (i.e., along the
straight-line diagonal). The measurement along the diagonal reflects the fact that inputs are
being used to measure outputs (with constant returns to scale).

Even though outputs are measured along the diagonal, efficiency considerations (dis-
cussed earlier) require that Nation 1 produce 50X at point A in the top panel, where the
X-isoquant for 50X is tangent to the Y-isoquant for 60Y. This gives point A in the bottom
panel, referring to the output of 50X and 60Y. If Nation 1 produced at point Z instead of
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FIGURE 3.10. Derivation of the Edgeworth Box Diagram and Production Frontier for Nation 2.
The dimensions of its Edgeworth box indicate that Nation 2 has a relative abundance of K compared
with Nation 1. Efficiency considerations require that Nation 2 produce on its contract curve shown by the
line joining OX

′ to OY
′ through points A ′, F ′, and B ′. The amount of commodity X produced at points A ′,

F ′, and B ′ is given by the points where the X -isoquant through each crosses the diagonal. This output
is then projected down to the X -axis at the bottom of the figure. Similarly, the amount of commodity Y
produced at points A ′, F ′, and B ′ is given by the points where the Y -isoquant through each (and tangent
to an X -isoquant) crosses the diagonal. This output is then projected to the Y -axis at the left of the figure.

point A in the top panel, Nation 1 would produce 50X but only 45Y, giving point Z inside
the production frontier in the bottom panel.

Similarly, directly below the point in the top panel where the X-isoquant showing 95X
crosses the diagonal, we get point F , referring to 95X and 45Y, on the production frontier
in the bottom panel. Finally, point B on the isoquants for 130X and 20Y in the top panel
is projected down to point B , referring to 130X and 20Y, on the production frontier in the
bottom panel. Thus, there is a one-to-one correspondence between the contract curve and
the production frontier, with each point on the contract curve uniquely defining one point
on the production frontier.
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Note that the output of commodity X is proportional to the distance from origin OX
along the diagonal because of our assumption of constant returns to scale. Similarly, the
output of commodity Y is proportional to the distance from origin OY along the diagonal.
(This is the reason for measuring outputs along the diagonal.) Also note that the X-intercept
and the Y-intercept of the production frontier correspond to the length and height of the
Edgeworth box.

Figure 3.10 shows the Edgeworth box for Nation 2. The dimensions of the box indicate
that Nation 2 has a relative abundance of K compared with Nation 1. As with Nation 1, the
amount of commodity X produced at points A′, F ′, and B ′ is given by the points where the
X-isoquant through each point crosses the diagonal. This output is then projected down to
the X-axis at the bottom of the figure. Similarly, the amount of commodity Y produced at
points A′, F ′, and B ′ is given by the points where the Y-isoquant through each point (and tan-
gent to an X-isoquant) crosses the diagonal. This output is then projected to the Y-axis at the
left of the figure. For example, the X-isoquant through B ′ crosses the diagonal at an output
of 40X (see the X-axis at the bottom of the figure). Similarly, the Y-isoquant through point
B ′ crosses the diagonal at the output of 120Y (see the Y-axis at the left of the figure). These
give the coordinates of point B ′ as 40X and 120Y on Nation 2’s production frontier (not
shown). The other points on Nation 2’s production frontier are similarly derived. Note that
the production frontiers for Nation 1 and Nation 2 that we have just derived are the ones that
we used earlier in this chapter. However, we have now derived rather than assumed them.

Problem Derive from Figure 3.10 Nation 2’s production frontier. Which commodity is L
intensive in Nation 2? Why?

A3.4 Some Important Conclusions
The movement from point A to point B on Nation 1’s contract curve (see Figure 3.9) refers
to an increase in the production of X (the commodity of its comparative advantage) and
results in a rise in the K /L ratio. This rise in the K /L ratio is measured by the increase in
the slope of a straight line (not drawn) from origin OX to point B as opposed to point A.
The same movement from point A to point B also raises the K /L ratio in the production
of Y. This is measured by the increase in the slope of a line from origin OY to point B as
opposed to point A.

The rise in the K /L ratio in the production of both commodities in Nation 1 can be
explained as follows. Since Y is K intensive, as Nation 1 reduces its output of Y, capital
and labor are released in a ratio that exceeds the K /L ratio used in expanding the production
of X. There would then be a tendency for some of the nation’s capital to be unemployed,
causing the relative price of K to fall (i.e., PL/PK to rise).

As a result, Nation 1 will substitute K for L in the production of both commodities until
all available K is once again fully utilized. Thus, the K /L ratio in Nation 1 rises in the
production of both commodities. This also explains why the production contract curve is
not a straight line but becomes steeper as Nation 1 produces more X (i.e., it moves farther
from origin OX ). The contract curve would be a straight line only if relative factor prices
remained unchanged, and here factor prices change. The rise in PL/PK in Nation 1 can be
visualized in the top panel of Figure 3.9 by the greater slope of the common tangent to the
isoquants at point B as opposed to point A (to keep the figure simple, such tangents are
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not actually drawn). We will review and expand these results in the appendix to Chapter 5,
where we prove the factor-price equalization theorem of the Heckscher–Ohlin trade model.

Problem Explain why, as Nation 2 moves from point A′ to point B ′ on its contract curve
(i.e., specializes in the production of Y, the commodity of its comparative advantage), its
K /L ratio falls in the production of both X and Y. (If you cannot, reread Section A3.4.)
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Demand and Supply, Offer
Curves, and the Terms of Trade

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Show how the equilibrium price at which trade takes
place is determined by demand and supply

• Show how the equilibrium price at which trade takes
place is determined with offer curves

• Explain the meaning of the terms of trade and how they
changed over time for the United States and other
countries

4.1 Introduction
We saw in Chapter 3 that a difference in relative commodity prices between two
nations in isolation is a reflection of their comparative advantage and forms the
basis for mutually beneficial trade. The equilibrium-relative commodity price at
which trade takes place was then found by trial and error at the level at which
trade was balanced. In this chapter, we present a more rigorous theoretical way of
determining the equilibrium-relative commodity price with trade. We will first do
this with partial equilibrium analysis (i.e., by utilizing demand and supply curves)
and then by the more complex general equilibrium analysis, which makes use of
offer curves.

Section 4.2 shows how the equilibrium-relative commodity price with trade is
determined with demand and supply curves (i.e., with partial equilibrium analy-
sis). We then go on to general equilibrium analysis and derive the offer curves
of Nation 1 and Nation 2 in Section 4.3. In Section 4.4, we examine how the
interaction of the offer curves of the two nations defines the equilibrium-relative
commodity price with trade. In Section 4.5, we look at the relationship between
general and partial equilibrium analyses. Finally, Section 4.6 examines the meaning,
measurement, and importance of the terms of trade. The appendix to this chapter
presents the formal derivation of offer curves and examines the case of multiple
and unstable equilibria.
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4.2 The Equilibrium-Relative Commodity Price
with Trade—Partial Equilibrium Analysis

Figure 4.1 shows how the equilibrium-relative commodity price with trade is determined
by partial equilibrium analysis. Curves DX and SX in panels A and C of Figure 4.1 refer
to the demand and supply curves for commodity X of Nation 1 and Nation 2, respectively.
The vertical axes in all three panels of Figure 4.1 measure the relative price of commodity
X (i.e., PX /PY , or the amount of commodity Y that a nation must give up to produce one
additional unit of X). The horizontal axes measure the quantities of commodity X.

Panel A of Figure 4.1 shows that in the absence of trade, Nation 1 produces and consumes
at point A at the relative price of X of P1, while Nation 2 produces and consumes at point
A′ at P3. With the opening of trade, the relative price of X will be between P1 and P3 if
both nations are large. At prices above P1, Nation 1 will supply (produce) more than it
will demand (consume) of commodity X and will export the difference or excess supply
(see panel A). Alternatively, at prices below P3, Nation 2 will demand a greater quantity
of commodity X than it produces or supplies domestically and will import the difference or
excess demand (see panel C).

Specifically, panel A shows that at P1, the quantity supplied of commodity X (QSX )
equals the quantity demanded of commodity X (QDX ) in Nation 1, and so Nation 1 exports
nothing of commodity X. This gives point A

∗
on curve S (Nation 1’s supply curve of

exports) in panel B. Panel A also shows that at P2, the excess of BE of QSX over QDX
represents the quantity of commodity X that Nation 1 would export at P2. This is equal to
B

∗
E

∗
in panel B and defines point E

∗
on Nation 1’s S curve of exports of commodity X.
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FIGURE 4.1. The Equilibrium-Relative Commodity Price with Trade with Partial Equilibrium Analysis.
At PX /PY larger than P1, Nation 1’s excess supply of commodity X in panel A gives rise to Nation 1’s supply
curve of exports of commodity X (S) in panel B. On the other hand, at PX /PY lower than P3, Nation 2’s
excess demand for commodity X in panel C gives rise to Nation 2’s demand for imports of commodity
X (D) in panel B. Panel B shows that only at P2 does the quantity of imports of commodity X demanded by
Nation 2 equal the quantity of exports supplied by Nation 1. Thus, P2 is the equilibrium PX /PY with trade. At
PX /PY > P2, there will be an excess supply of exports of commodity X, and this will drive PX /PY down to
P2. At PX /PY < P2, there will be an excess demand for imports of X, and this will drive PX /PY up to P2.
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On the other hand, panel C shows that at P3, QDX = QSX (point A′), so Nation 2 does
not demand any imports of commodity X. This defines point A′′ on Nation 2’s demand
curve for imports of commodity X (D) in panel B. Panel C also shows that at P2, the excess
B ′E ′ of QDX over QSX represents the quantity of commodity X that Nation 2 would import
at P2. This is equal to B

∗
E

∗
in panel B and defines point E

∗
on Nation 2’s D curve of

imports of commodity X.
At P2, the quantity of imports of commodity X demanded by Nation 2 (B ′E ′ in panel

C) equals the quantity of exports of commodity X supplied by Nation 1 (BE in panel A).
This is shown by the intersection of the D and S curves for trade in commodity X in panel
B. Thus, P2 is the equilibrium-relative price of commodity X with trade. From panel B we
can also see that at PX /PY > P2 the quantity of exports of commodity X supplied exceeds
the quantity of imports demanded, and so the relative price of X (PX /PY ) will fall to P2. On
the contrary, at PX /PY < P2, the quantity of imports of commodity X demanded exceeds
the quantity of exports supplied, and PX /PY will rise to P2.

The same could be shown with commodity Y. Commodity Y is exported by Nation 2 and
imported by Nation 1. At any relative price of Y higher than equilibrium, the quantity of

■ CASE STUDY 4-1 Demand, Supply, and the International Price of Petroleum

Table 4.1 shows that the price of petroleum
fluctuated widely from 1972 to 2011. As a
result of supply shocks during the Arab-Israeli
War in fall 1973 and the Iranian revolution in
1979–1980, OPEC (Organization of Petroleum
Exporting Countries) was able to increase the
price of petroleum from an average of $2.89
per barrel in 1972 to $11.60 in 1974 and to
$36.68 per barrel in 1980. These increases stim-
ulated energy conservation and expanded explo-
ration and petroleum production by non-OPEC
countries. In the face of excess supplies during
the 1980s and 1990s, OPEC was unable to prevent
the price of petroleum from falling to a low of

■ TABLE 4.1. Nominal and Real Petroleum Prices, Selected Years, 1972–2011

Year 1972 1973 1974 1978 1979 1980 1985

Petroleum Prices ($/barrel) 2.89 3.24 11.60 13.39 30.21 36.68 27.37
Real Petroleum Prices ($/barrel) 2.89 3.00 9.51 7.70 15.82 17.14 9.34

Year 1986 1990 1998 2000 2005 2008 2011

Petroleum Prices ($/barrel) 14.17 22.99 13.07 28.23 53.40 97.03 140.00
Real Petroleum Prices ($/barrel) 4.69 6.51 2.90 5.73 8.99 14.83 15.80

Source: Elaborated from data in International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF,
various issues).

$14.17 in 1986 and $13.07 in 1998. The price of
petroleum then rose to $28.23 in 2000 and $104.00
in 2011 (the all-time monthly high was $132.60 in
July 2008).

If we consider, however, that all prices have
risen over time, we can see from Table 4.1 that the
real (i.e., inflation-adjusted) price of petroleum rose
from $2.89 per barrel in 1972 to $9.51 in 1974 and
to $17.14 in 1980; it then fell to $4.69 in 1986 and
$2.90 in 1998, but it subsequently rose to $5.73
in 2000 and $14.83 in 2008, and it was $15.80 in
2011. Thus, the real price of petroleum was 5.47
times higher (15.80/2.89) in 2011 than in 1972,
rather than by 35.99 times in nominal prices.
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exports of Y supplied by Nation 2 would exceed the quantity of imports of Y demanded by
Nation 1, and the relative price of Y would fall to the equilibrium level. On the other hand,
at any PY /PX below equilibrium, the quantity of imports of Y demanded would exceed the
quantity of exports of Y supplied, and PY /PX would rise to the equilibrium level. (You will
be asked to show this graphically in Problem 1.) Case Study 4-1 shows the international
price of petroleum in nominal and real (i.e., inflation-adjusted) terms from 1972 to 2010,
while Case Study 4-2 shows the index of export to import prices for the United States over
the same period.

■ CASE STUDY 4-2 The Index of Export to Import Prices for the United States

Figure 4.2 shows the index of U.S. export to import
prices or terms of trade from 1972 to 2011. This
index declined almost continuously from 1972 to
1980, it rose from 1980 to 1986, and then it
remained in the 96–107 range (with 2000 = 100),
except in 2008, when it fell to 92. The decline
in the index was particularly large during the two
“oil shocks” of 1973–74 and 1979–80, and from
2002 to 2008 when the price of petroleum and other
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FIGURE 4.2. Index of Relative U.S. Export Prices, 1972–2011 (2000 = 100).
The index of U.S. export to import prices declined from 127.1 in 1972 to 107.2 in 1974 (due to the sharp increase in
petroleum prices in 1973 and 1974) and to 90.2 in 1980, as a result of the second ‘‘oil shock.’’ The index then rose to 107.1
in 1986, but it fell to 91.8 in 2008 as a result of the sharp increase in the price of petroleum and other primary commodities
imports. The index was 94.6 in 2011.
Source: Elaborated from data in International Monetary Fund, International Financial Statistics Washington, D.C.: IMF, various
issues.

primary commodities imports rose sharply. From
the figure, we see that the average relative price of
U.S. exports declined from 127.1 in 1972 to 90.2
in 1980, and 91.8 in 2008, and it was 94.6 in 2011.
This means that, on the average, the United States
had to export 34 percent more of its goods and
services in 1980, 32 percent more in 2008, and 29
percent more in 2011 to import the same quantity
of goods and services that it did in 1972.

(c) ketabton.com: The Digital Library



Salvatore c04.tex V2 - 10/26/2012 12:58 A.M. Page 89

4.3 Offer Curves 89

4.3 Offer Curves
In this section, we define offer curves and note their origin. We then derive the offer curves
of the two nations and examine the reasons for their shape.

4.3A Origin and Definition of Offer Curves
Offer curves (sometimes referred to as reciprocal demand curves) were devised and
introduced into international economics by Alfred Marshall and Ysidro Edgeworth , two
British economists, at the turn of the twentieth century. Since then, offer curves have been
used extensively in international economics, especially for pedagogical purposes.

The offer curve of a nation shows how much of its import commodity the nation demands
for it to be willing to supply various amounts of its export commodity. As the definition
indicates, offer curves incorporate elements of both demand and supply. Alternatively, we
can say that the offer curve of a nation shows the nation’s willingness to import and export
at various relative commodity prices.

The offer curve of a nation can be derived rather easily and somewhat informally from
the nation’s production frontier, its indifference map, and the various hypothetical relative
commodity prices at which trade could take place. The formal derivation of offer curves
presented in the appendix is based on the work of James Meade, another British economist
and Nobel Prize winner.

4.3B Derivation and Shape of the Offer Curve of Nation 1
In the left panel of Figure 4.3, Nation 1 starts at the no-trade (or autarky) point A, as in
Figure 3.3. If trade takes place at PB = PX /PY = 1, Nation 1 moves to point B in production,
trades 60X for 60Y with Nation 2, and reaches point E on its indifference curve III. (So far
this is exactly the same as in Figure 3.4.) This gives point E in the right panel of Figure 4.3.

At PF = PX /PY = 1/2 (see the left panel of Figure 4.3), Nation 1 would move instead
from point A to point F in production, exchange 40X for 20Y with Nation 2, and reach
point H on its indifference curve II. This gives point H in the right panel. Joining the origin
with points H and E and other points similarly obtained, we generate Nation 1’s offer curve
in the right panel. The offer curve of Nation 1 shows how many imports of commodity Y
Nation 1 requires to be willing to export various quantities of commodity X.

To keep the left panel simple, we omitted the autarky price line PA = 1/4 and indifference
curve I tangent to the production frontier and PA at point A. Note that PA, PF , and PB in
the right panel refer to the same PX /PY as PA, PF , and PB in the left panel because they
refer to the same absolute slope.

The offer curve of Nation 1 in the right panel of Figure 4.3 lies above the autarky
price line of PA = 1/4 and bulges toward the X-axis, which measures the commodity of its
comparative advantage and export. To induce Nation 1 to export more of commodity X,
PX /PY must rise. Thus, at PF = 1/2, Nation 1 would export 40X, and at PB = 1, it would
export 60X. There are two reasons for this: (1) Nation 1 incurs increasing opportunity costs
in producing more of commodity X (for export), and (2) the more of commodity Y and the
less of commodity X that Nation 1 consumes with trade, the more valuable to the nation is
a unit of X at the margin compared with a unit of Y.
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FIGURE 4.3. Derivation of the Offer Curve of Nation 1.
In the left panel, Nation 1 starts at pretrade-equilibrium point A. If trade takes place at PB = 1, Nation 1
moves to point B in production, exchanges 60X for 60Y with Nation 2, and reaches point E. This gives
point E in the right panel. At PF = 1/2 in the left panel, Nation 1 would move instead from point A to point
F in production, exchange 40X for 20Y with Nation 2, and reach point H. This gives point H in the right
panel. Joining the origin with points H and E in the right panel, we generate Nation 1’s offer curve. This
shows how many imports of commodity Y Nation 1 requires to be willing to export various quantities of
commodity X.

4.3C Derivation and Shape of the Offer Curve of Nation 2
In the left panel of Figure 4.4, Nation 2 starts at the autarky equilibrium point A′, as
in Figure 3.3. If trade takes place at PB ′ = PX /PY = 1, Nation 2 moves to point B ′ in
production, exchanges 60Y for 60X with Nation 1, and reaches point E ′ on its indifference
curve III′. (So far this is exactly the same as in Figure 3.4.) Trade triangle B ′C ′E ′ in the
left panel of Figure 4.4 corresponds to trade triangle O ′C ′E ′ in the right panel, and we get
point E ′ on Nation 2’s offer curve.

At PF ′ = PX /PY = 2 in the left panel, Nation 2 would move instead to point F ′ in
production, exchange 40Y for 20X with Nation 1, and reach point H ′ on its indifference
curve II′. Trade triangle F ′G ′H ′ in the left panel corresponds to trade triangle O ′G ′H ′ in
the right panel, and we get point H ′ on Nation 2’s offer curve. Joining the origin with
points H ′ and E ′ and other points similarly obtained, we generate Nation 2’s offer curve
in the right panel. The offer curve of Nation 2 shows how many imports of commodity X
Nation 2 demands to be willing to export various quantities of commodity Y.

Once again, we omitted the autarky price line PA′ = 4 and indifference curve I′ tangent
to the production frontier and PA′ at point A′. Note that PA′ , PF ′ , and PB ′ in the right panel
refer to the same PX /PY as PA′ , PF ′ , and PB ′ in the left panel because they refer to the same
absolute slope.

The offer curve of Nation 2 in the right panel of Figure 4.4 lies below its autarky
price line of PA′ = 4 and bulges toward the Y-axis, which measures the commodity of its
comparative advantage and export. To induce Nation 2 to export more of commodity Y, the
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FIGURE 4.4. Derivation of the Offer Curve of Nation 2.
In the left panel, Nation 2 starts at pretrade equilibrium point A ′. If trade takes place at PB ′ = 1, Nation 2
moves to point B ′ in production, exchanges 60Y for 60X with Nation 1, and reaches point E ′. This gives point
E ′ in the right panel. At PF ′ = 2 in the left panel, Nation 2 would move instead from A ′ to F ′ in production,
exchange 40Y for 20X with Nation 1, and reach H′. This gives point H′ in the right panel. Joining the origin
with points H′ and E ′ in the right panel, we generate Nation 2’s offer curve. This shows how many imports
of commodity X Nation 2 demands to be willing to supply various amounts of commodity Y for export.

relative price of Y must rise. This means that its reciprocal (i.e., PX /PY ) must fall. Thus,
at PF ′ = 2, Nation 2 would export 40Y, and at PB ′ = 1, it would export 60Y. Nation 2
requires a higher relative price of Y to be induced to export more of Y because (1) Nation 2
incurs increasing opportunity costs in producing more of commodity Y (for export), and (2)
the more of commodity X and the less of commodity Y that Nation 2 consumes with trade,
the more valuable to the nation is a unit of Y at the margin compared with a unit of X.

4.4 The Equilibrium-Relative Commodity Price
with Trade—General Equilibrium Analysis

The intersection of the offer curves of the two nations defines the equilibrium-relative
commodity price at which trade takes place between them. Only at this equilibrium price
will trade be balanced between the two nations. At any other relative commodity price, the
desired quantities of imports and exports of the two commodities would not be equal. This
would put pressure on the relative commodity price to move toward its equilibrium level.
This is shown in Figure 4.5.

(c) ketabton.com: The Digital Library



Salvatore c04.tex V2 - 10/26/2012 12:58 A.M. Page 92

92 Demand and Supply, Offer Curves, and the Terms of Trade

The offer curves of Nation 1 and Nation 2 in Figure 4.5 are those derived in Figures 4.3
and 4.4. These two offer curves intersect at point E , defining equilibrium PX /PY = PB =
PB ′ = 1. At PB , Nation 1 offers 60X for 60Y (point E on Nation 1’s offer curve), and
Nation 2 offers exactly 60Y for 60X (point E ′ on Nation 2’s offer curve). Thus, trade is in
equilibrium at PB .

At any other PX /PY , trade would not be in equilibrium. For example, at PF = 1/2, the
40X that Nation 1 would export (see point H in Figure 4.5) would fall short of the imports
of commodity X demanded by Nation 2 at this relatively low price of X. (This is given by
a point, not shown in Figure 4.5, where the extended price line PF crosses the extended
offer curve of Nation 2.)

The excess import demand for commodity X at PF = 1/2 by Nation 2 tends to drive PX /PY
up. As this occurs, Nation 1 will supply more of commodity X for export (i.e., Nation 1 will
move up its offer curve), while Nation 2 will reduce its import demand for commodity X
(i.e., Nation 2 will move down its offer curve). This will continue until supply and demand
become equal at PB . The pressure for PF to move toward PB could also be explained in
terms of commodity Y and arises at any other PX /PY , such as PF �= PB .

Note that the equilibrium-relative commodity price of PB = 1 with trade (determined in
Figure 4.5 by the intersection of the offer curves of Nation 1 and Nation 2) is identical to
that found by trial and error in Figure 3.4. At PB = 1, both nations happen to gain equally
from trade (refer to Figure 3.4).
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FIGURE 4.5. Equilibrium-Relative Commodity Price with Trade.
The offer curves of Nation 1 and Nation 2 are those of Figures 4.3 and 4.4. The offer curves intersect at point
E, defining the equilibrium-relative commodity price PB = 1. At PB , trade is in equilibrium because Nation
1 offers to exchange 60X for 60Y and Nation 2 offers exactly 60Y for 60X. At any PX /PY < 1, the quantity of
exports of commodity X supplied by Nation 1 would fall short of the quantity of imports of commodity
X demanded by Nation 2. This would drive the relative commodity price up to the equilibrium level. The
opposite would be true at PX /PY > 1.
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4.5 Relationship between General and Partial
Equilibrium Analyses

We can also illustrate equilibrium for our two nations with demand and supply curves and
thus show the relationship between the general equilibrium analysis of Section 4.4 and the
partial equilibrium analysis of Section 4.2. This is shown with Figure 4.6.

In Figure 4.6, S is Nation 1’s supply curve of exports of commodity X and is derived
from Nation 1’s production frontier and indifference map in the left panel of Figure 4.3
(the same information from which Nation 1’s offer curve in the right panel of Figure 4.3
is derived). Specifically, S shows that the quantity supplied of exports of commodity X by
Nation 1 is zero (point A) at PX /PY = 1/4, 40 (point H ) at PX /PY = 1/2, and 60 (point E )
at PX /PY = 1 (as indicated in the left panel of Figure 4.3 and on Nation 1’s offer curve in
the right panel of Figure 4.3). The export of 70X by Nation 1 at PX /PY = 11/2 (point R on
the S curve in Figure 4.6) can similarly be obtained from the left panel of Figure 4.3 and
is shown as point R on Nation 1’s offer curve in Figure 4.9 in Appendix A4.3.

On the other hand, D refers to Nation 2’s demand for Nation 1’s exports of commodity
X and is derived from Nation 2’s production frontier and indifference map in the left panel
of Figure 4.4 (the same information from which Nation 2’s offer curve in the right panel
of Figure 4.4 is derived). Specifically, D in Figure 4.6 shows that the quantity demanded
of Nation 1’s exports of commodity X by Nation 2 is 60 (point E ) at PX /PY = 1 (as in the
left panel of Figure 4.4), 120 (point H ′) at PX /PY = 1/2, but 40 (point R′) at PX /PY = 11/2.

D and S intersect at point E in Figure 4.6, determining the equilibrium PX /PY = 1
and the equilibrium quantity of exports of 60X (as in Figure 4.5). Figure 4.6 shows that at
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FIGURE 4.6. Equilibrium-Relative Commodity Price with Partial Equilibrium Analysis.
S refers to Nation 1’s supply curve of exports of commodity X, while D refers to Nation 2’s demand curve
for Nation 1’s exports of commodity X. S and D are derived from the left panel of Figures 4.3 and 4.4, and
show the same basic information as Figure 4.5. D and S intersect at point E, determining the equilibrium
PX /PY = 1 and the equilibrium quantity of exports of 60X. At PX /PY = 11/2, there is an excess supply of
exports of R ′R = 30X, and PX /PY falls toward equilibrium PX /PY = 1. At PX /PY = 1/2, there is an excess
demand of exports of HH′ = 80X, and PX /PY rises toward PX /PY = 1.
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PX /PY = 11/2 there is an excess supply of exports of R′R = 30X, and PX /PY falls toward
equilibrium PX /PY = 1. On the other hand, at PX /PY = 1/2, there is an excess demand of
exports of HH ′ = 80X, and PX /PY rises toward PX /PY = 1. Thus, the relative price of
X gravitates toward the equilibrium price of PX /PY = 1, given by point E in Figure 4.6
(the same as in Figure 4.5). The same conclusion would be reached in terms of Y (see
Problem 8, with answer at www.wiley.com/college/salvatore).

If, on the other hand, Nation 2 were small, its demand curve for Nation 1’s exports of
commodity X would intersect the horizontal portion of Nation 1’s supply curve of exports
of commodity X (near the vertical axis). In that case, Nation 2 would trade at the pretrade
price of PX /PY = 1/4 in Nation 1, and Nation 2 would receive all of the gains from trade.
(This could also be shown with offer curves; see Problem 10, with the answer on the Web.)

Going back to our Figure 4.6, we see that it shows the same basic information as
Figure 4.5, and both are derived from the nations’ production frontiers and indifference
maps. There is a basic difference, however, between the two figures. Figure 4.5 refers
to general equilibrium analysis and considers all markets together, not just the market for
commodity X. This is important because changes in the market for commodity X affect other
markets, and these may give rise to important repercussions on the market for commodity
X itself. On the other hand, the partial equilibrium analysis of Figure 4.6, which utilizes D
and S curves, does not consider these repercussions and the connections that exist between
the market for commodity X and the market for all other commodities in the economy.
Partial equilibrium analysis is often useful as a first approximation, but for the complete
and full answer, the more difficult general equilibrium analysis is usually required.

4.6 The Terms of Trade
In this section, we define the terms of trade of each nation and illustrate their measurement.
We also discuss the meaning of a change in a nation’s terms of trade. Finally, we pause to
take stock of what we have accomplished up to this point and examine the usefulness of
our trade model.

4.6A Definition and Measurement of the Terms of Trade
The terms of trade of a nation are defined as the ratio of the price of its export commodity
to the price of its import commodity. Since in a two-nation world, the exports of a nation
are the imports of its trade partner, the terms of trade of the latter are equal to the inverse,
or reciprocal, of the terms of trade of the former.

In a world of many (rather than just two) traded commodities, the terms of trade of
a nation are given by the ratio of the price index of its exports to the price index of its
imports. This ratio is usually multiplied by 100 in order to express the terms of trade in
percentages. These terms of trade are often referred to as the commodity or net barter
terms of trade to distinguish them from other measures of the terms of trade presented in
Chapter 11 in connection with trade and development.

As supply and demand considerations change over time, offer curves will shift, changing
the volume and the terms of trade. This matter will be examined in Chapter 7, which deals
with growth and change, and international trade. An improvement in a nation’s terms of
trade is usually regarded as beneficial to the nation in the sense that the prices that the
nation receives for its exports rise relative to the prices that it pays for imports.
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4.6B Illustration of the Terms of Trade
Since Nation 1 exports commodity X and imports commodity Y, the terms of trade of
Nation 1 are given by PX /PY . From Figure 4.5, these are PX /PY = PB = 1 or 100 (in
percentages). If Nation 1 exported and imported many commodities, PX would be the
index of its export prices, and PY would be the index of its import prices.

Since Nation 2 exports commodity Y and imports commodity X, the terms of trade of
Nation 2 are given by PY /PX . Note that this is the inverse, or reciprocal, of Nation 1’s terms
of trade and also equals 1 or 100 (in percentages) in this case.

If through time the terms of trade of Nation 1 rose, say, from 100 to 120, this would
mean that Nation 1’s export prices rose 20 percent in relation to its import prices.
This would also mean that Nation 2’s terms of trade have deteriorated from 100 to
(100/120)100 = 83. Note that we can always set a nation’s terms of trade equal to 100 in the
base period, so that changes in its terms of trade over time can be measured in percentages.

Even if Nation 1’s terms of trade improve over time, we cannot conclude that Nation 1
is necessarily better off because of this, or that Nation 2 is necessarily worse off because
of the deterioration in its terms of trade. Changes in a nation’s terms of trade are the result
of many forces at work both in that nation and in the rest of the world, and we cannot
determine their net effect on a nation’s welfare by simply looking at the change in the
nation’s terms of trade. To answer this question, we need more information and analysis,
and we will postpone that until Chapter 11. Case Study 4-3 shows the terms of trade of

■ CASE STUDY 4-3 The Terms of Trade of the G-7 Countries

Table 4.2 gives the terms of trade of the Group of 7
largest advanced countries (G-7) for selected years
from 1972 to 2011. The terms of trade were mea-
sured by dividing the index of export unit value
by the index of import unit value, taking 2000 as
100. Table 4.2 shows that the terms of trade of the
G-7 countries fluctuated very widely over the years

■ TABLE 4.2. The Terms of Trade of the G-7 Countries, Selected Years, 1972–2011 (Export Unit
Value ÷ Import Unit Value; 2000 = 100)

% Change
1972 1974 1980 1985 1990 1995 2000 2005 2010 2011 1972–2011

United States 127 107 90 103 101 103 100 97 97 95 −29
Canada 96 109 107 94 97 97 100 117 120 122 24
Japan 109 81 59 66 84 115 100 83 68 60 −58
Germany 118 105 98 94 110 108 100 105 103 99 −18
United Kingdom 107 82 103 102 101 100 100 105 103 103 −4
France 101 89 90 89 100 107 100 111 100* 100* −1*

Italy 106 80 78 78 94 96 100 101 99 96 −10

*refers to 2008
Source: Elaborated from data in International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF,
various issues).

and were much lower in 2011 than in 1972 for
the United States, Germany, and especially Japan;
a little lower for the United Kingdom, France,
and Italy; and much higher in the past decade for
Canada (primarily because of the sharp increase in
the price of petroleum and of other primary com-
modities, of which Canada is a major exporter).
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■ CASE STUDY 4-4 The Terms of Trade of Advanced and Developing Countries

Table 4.3 gives the terms of trade of advanced
countries and developing countries as a whole, as
well as for African, Asian, European, Middle East-
ern, and Western Hemispheric developing countries
for selected years from 1972 to 2010. The terms
of trade were measured by dividing the index of
export unit value by the index of import unit value,
with 2000 as 100.

Table 4.3 shows that the terms of trade of
advanced countries declined from 1972 to 1985
but then rose until 1995, and they were 98 in
2010, as compared with 110 in 1972. For devel-
oping countries, the terms of trade rose sharply
from 1972 to 1980 primarily as a result of the
very sharp increase in the terms of trade of West-
ern Hemispheric countries, but they then declined
until 1985 and they were 102 in 2010, as com-
pared with 61 in 1972. The terms of trade of Africa
increased from 85 in 1972 to 108 in 2005 (more
recent data were not available). From 1972 to

■ TABLE 4.3. The Terms of Trade of Advanced and Developing Countries, Selected Years,
1972–2010 (Export Unit Value ÷ Import Unit Value; 2000 = 100)

1972 1974 1980 1985 1990 1995 2000 2005 2010

Industrial countries 110 97 89 87 100 105 100 101 98
Developing countries 61 86 107 101 103 102 100 99 102

Africa 85 118 117 115 100 103 100 108 —
Asia 101 101 101 98 103 107 100 92 104
Europe 112 101 69 64 69 106 100 102 95
Middle East 94 75 90 80 109 68 100 140 167*

Western Hemisphere 39 110 194 189 130 107 100 104 92

*refers to 2007
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, various issues).

2010, the terms of trade rose for Asia from 101 to
104 and declined for European developing coun-
tries from 112 to 95. The term of trade rose sharply
for the Western Hemispheric countries from 39 in
1972 to 92 in 2010 and for the Middle East from 94
in 1972 to 167 in 2007 (more recent data were not
available).

Although the terms of trade of industrial and
developing countries reflected to a large extent the
large fluctuations in the price of petroleum over
the period examined, other forces were also clearly
at work (note, for example, that the largest fluc-
tuation was in the terms of trade of the Western
Hemispheric countries, whose exports were mostly
nonpetroleum and that the terms of trade of the
Middle East as a whole declined between 1972 and
1974 because many Middle Eastern countries did
not export petroleum). A detailed analysis and data
of the forces that determine the terms of trade of
developing countries are presented in Chapter 10.

the G-7 countries, and Case Study 4-4 gives the terms of trade of advanced and developing
countries for selected years over the 1972–2010 period.

4.6C Usefulness of the Model
The trade model presented thus far summarizes clearly and concisely a remarkable amount
of useful information and analysis. It shows the conditions of production, or supply, in
the two nations, the tastes, or demand preferences, the autarky point of production and

(c) ketabton.com: The Digital Library



Salvatore c04.tex V2 - 10/26/2012 12:58 A.M. Page 97

Summary 97

consumption, the equilibrium-relative commodity price in the absence of trade, and the
comparative advantage of each nation (refer to Figure 3.3). It also shows the degree of
specialization in production with trade, the volume of trade, the terms of trade, the gains
from trade, and the share of these gains going to each of the trading nations (see Figures
3.5 and 4.5).

Because it deals with only two nations (Nation 1 and Nation 2), two commodities (X and
Y), and two factors (labor and capital), our trade model is a completely general equilibrium
model. It can be used to examine how a change in demand and/or supply conditions in a
nation would affect the terms of trade, the volume of trade, and the share of the gains from
trade in each nation. This is done in Chapter 7.

Before doing that, however, our trade model must be extended in two important direc-
tions: (1) to identify the basis for (i.e., what determines) comparative advantage and (2) to
examine the effect of international trade on the returns, or earnings, of resources or factors
of production in the two trading nations. This is done in the next chapter.

S U M M A R Y

1. In this chapter, we derived the demand for imports
and the supply of exports of the traded commodity, as
well as the offer curves for the two nations, and used
them to determine the equilibrium volume of trade
and the equilibrium-relative commodity price at which
trade takes place between the two nations. The results
obtained here confirm those reached in Chapter 3 by
a process of trial and error.

2. The excess supply of a commodity above the no-trade
equilibrium price gives one nation’s export supply of
the commodity. On the other hand, the excess demand
of a commodity below the no-trade equilibrium price
gives the other nation’s import demand for the com-
modity. The intersection of the demand curve for
imports and the supply curve for exports of the com-
modity defines the partial equilibrium-relative price
and quantity of the commodity at which trade takes
place.

3. The offer curve of a nation shows how much of its
import commodity the nation demands to be willing to
supply various amounts of its export commodity. The
offer curve of a nation can be derived from its pro-
duction frontier, its indifference map, and the various
relative commodity prices at which trade could take
place. The offer curve of each nation bends toward
the axis measuring the commodity of its comparative
advantage. The offer curves of two nations will lie
between their pretrade, or autarky, relative commod-
ity prices. To induce a nation to export more of a

commodity, the relative price of the commodity must
rise.

4. The intersection of the offer curves of two nations
defines the equilibrium-relative commodity price at
which trade takes place between them. Only at this
equilibrium price will trade be balanced. At any other
relative commodity price, the desired quantities of
imports and exports of the two commodities would
not be equal. This would put pressure on the relative
commodity price to move toward its equilibrium level.

5. We can also illustrate the equilibrium-relative com-
modity price and quantity with trade with partial equi-
librium analysis. This makes use of the demand and
supply curves for the traded commodities. These are
derived from the nations’ production frontiers and
indifference maps—the same basic information from
which the nations’ offer curves (which are used in
general equilibrium analysis) are derived.

6. The terms of trade of a nation are defined as the ratio
of the price of its export commodity to the price of
its import commodity. The terms of trade of the trade
partner are then equal to the inverse, or reciprocal, of
the terms of trade of the other nation. With more than
two commodities traded, we use the index of export
to import prices and multiply by 100 to express the
terms of trade in percentages. Our trade model is a
general equilibrium model except for the fact that it
deals with only two nations, two commodities, and
two factors.
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A L O O K A H E A D

In Chapter 5, we extend our trade model in order to
identify one of the most important determinants of the dif-
ference in the pretrade-relative commodity prices and the
comparative advantage among nations. This also allows
us to examine the effect that international trade has on the

relative price and income of the various factors of pro-
duction. Our trade model so extended is referred to as the
Heckscher–Ohlin model . In Chapter 6, we present other
more recent trade models.

K E Y T E R M S

Commodity or net
barter terms of
trade,
p. 94

General equilibrium
model, p. 97

Law of reciprocal
demand, p. 104

Offer curves,
p. 89

Reciprocal demand
curves, p. 89

Terms of trade,
p. 94

Trade indifference
curve, p. 100

Q U E S T I O N S F O R R E V I E W

1. How can the supply curve of exports and the demand
curve of imports of a commodity be derived from the
total demand and supply curves of a commodity in
the two nations?

2. How is the equilibrium-relative commodity price
with trade determined with demand and supply
curves?

3. What is the usefulness of offer curves? How are they
related to the trade model of Figure 3.4?

4. What do offer curves show? How are they derived?
What is their shape? What explains their shape?

5. How do offer curves define the equilibrium-relative
commodity price at which trade takes place?

6. What are the forces that would push any
nonequilibrium-relative commodity price toward the
equilibrium level?

7. How is a nation’s supply curve of its export
commodity and demand for its import commodity
derived from the nation’s production frontier and
indifference map?

8. Why does the use of demand and supply curves of
the traded commodity refer to partial equilibrium
analysis? In what way is partial equilibrium analysis
of trade related to general equilibrium analysis?

9. Under what condition will trade take place at the
pretrade-relative commodity price in one of the
nations?

10. What do the terms of trade measure? What is
the relationship between the terms of trade in a
world of two trading nations? How are the terms of
trade measured in a world of more than two traded
commodities?

11. What does an improvement in a nation’s terms of
trade mean? What effect does this have on the
nation’s welfare?

12. In what way does our trade model represent a gen-
eral equilibrium model? In what way does it not?
In what ways does our trade model require further
extension?

P R O B L E M S

1. Show graphically how the equilibrium-relative
commodity price of commodity Y with trade can
be derived from Figure 4.1.

2. Without looking at the text, derive a nation’s offer
curve from its production frontier, its indifference
map, and two relative commodity prices at which
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trade could take place (i.e., sketch a figure similar
to Figure 4.3).

3. Do the same as Problem 2 for the trade partner
(i.e., sketch a figure similar to Figure 4.4).

4. Bring together on another graph the offer curves
that you derived in Problems 2 and 3 and deter-
mine the equilibrium-relative commodity prices at
which trade would take place (i.e., sketch a figure
similar to Figure 4.5).

5. In what way is a nation’s offer curve similar to:

(a) a demand curve?

(b) a supply curve?

In what way is the offer curve different from the
usual demand and supply curves?

*6. Sketch a figure similar to Figure 4.5.

(a) Extend the PF ′ price line, and the offer curve
of Nation 1 until they cross. (In extending it, let
the offer curve of Nation 1 bend backward.)

(b) Using the figure you sketched, explain the
forces that push PF ′ toward PB in terms of com-
modity Y.

(c) What does the backward-bending (nega-
tively sloped) segment of Nation 1’s offer curve
indicate?

7. To show how nations can share unequally in the
benefits from trade:

(a) Sketch a figure showing the offer curve of a
nation having a much greater curvature than the
offer curve of its trade partner.

(b) Which nation gains more from trade, the
nation with the greater offer curve or the one with
the lesser curvature?

(c) Can you explain why?

*8. From the left panel of Figure 4.4, derive Nation
2’s supply curve of exports of commodity Y. From

the left panel of Figure 4.3, derive Nation 1’s
demand curve for Nation 2’s exports of commod-
ity Y. Use the demand and supply curves that
you derived to show how the equilibrium-relative
commodity price of commodity Y with trade is
determined.

9. sfasfd(a) Why does the analysis in the answer to Prob-
lem 8 refer to partial equilibrium analysis?

(b) Why does the analysis of Figure 4.5 refer to
general equilibrium analysis?

(c) What is the relationship between partial and
general equilibrium analysis?

*10. Draw the offer curves for Nation 1 and Nation 2,
showing that Nation 2 is a small nation that
trades at the pretrade-relative commodity prices in
Nation 1. How are the gains from trade distributed
between the two nations? Why?

11. Draw a figure showing the equilibrium point with
trade for two nations that face constant opportu-
nity costs.

12. Suppose that the terms of trade of a nation
improved from 100 to 110 over a given period
of time.

(a) By how much did the terms of trade of its
trade partner deteriorate?

(b) In what sense can this be said to be unfa-
vorable to the trade partner? Does this mean that
the welfare of the trade partner has definitely
declined?

13. It has often been said that OPEC (Organization of
Petroleum Exporting Countries) operates as a car-
tel and is able to set petroleum prices by restricting
supplies. Do you agree? Explain.

* = Answer provided at www.wiley.com/college/
salvatore.

APPENDIX
This appendix presents the formal derivation of offer curves, using a technique perfected
by James Meade. In Section A4.1, we derive a trade indifference curve for Nation 1, and in
Section A4.2, its trade indifference map. In Section A4.3, Nation 1’s offer curve is derived
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from its trade indifference map and various relative commodity prices at which trade could
take place. Section A4.4 outlines the derivation of Nation 2’s offer curve in relation to
Nation 1’s offer curve. In Section A4.5, we present the complete general equilibrium model
showing production, consumption, and trade in both nations simultaneously. Finally, in
Section A4.6 we examine multiple and unstable equilibria.

A4.1 Derivation of a Trade Indifference Curve for Nation 1
The second (upper-left) quadrant of Figure 4.7 shows the familiar production frontier
and community indifference curve I for Nation 1. The only difference between this and
Figure 3.3 is that now the production frontier and community indifference curve I are in
the second rather than the first quadrant, and quantities are measured from right to left
instead of from left to right. (The reason for this will become evident in a moment.) As in
Figure 3.3, Nation 1 is in equilibrium at point A in the absence of trade by producing and
consuming 50X and 60Y.

Now let us slide Nation 1’s production block, or frontier, along indifference curve I so
that the production block remains tangent to indifference curve I and the commodity axes
are kept parallel at all times. As we do this, the origin of the production block will trace
out curve TI (see Figure 4.7). Point A

∗
is derived from the tangency at A, point B

∗
from

the tangency at B , point W
∗

from the tangency at W (not shown to keep the figure simple),
and point Z

∗
from the tangency at Z .

Curve TI is Nation 1’s trade indifference curve, corresponding to its indifference curve I .
TI shows the various trade situations that would keep Nation 1 at the same level of welfare
as in the initial no-trade situation. For example, Nation 1 is as well off at point A as at point
B , since both points A and B are on the same community indifference curve I . However, at
point A, Nation 1 produces and consumes 50X and 60Y without trade. At point B , Nation 1
would produce 130X and 20Y (with reference to the origin at B

∗
) and consume 30X and

70Y (with reference to the origin at O or A
∗
) by exporting 100X in exchange for 50Y (see

the figure).
Thus, a trade indifference curve shows the various trade situations that provide a nation

equal welfare. The level of welfare shown by a trade indifference curve is given by the
community indifference curve, from which the trade indifference curve is derived. Also
note that the slope of the trade indifference curve at any point is equal to the slope at the
corresponding point on the community indifference curve from which the trade indifference
curve is derived.

A4.2 Derivation of Nation 1’s Trade Indifference Map
There is one trade indifference curve for each community indifference curve. Higher com-
munity indifference curves (reflecting greater national welfare) will give higher trade indif-
ference curves. Thus, a nation’s trade indifference map can be derived from its community
indifference curve map.

Figure 4.8 shows the derivation of trade indifference curve TI from community indif-
ference curve I (as in Figure 4.7) and the derivation of trade indifference curve TIII from
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FIGURE 4.7. Derivation of a Trade Indifference Curve for Nation 1.
Trade indifference curve TI is derived by sliding Nation 1’s production frontier, or block, along its
indifference curve I so that the production block remains tangent to indifference curve I and the commodity
axes are kept parallel at all times. As we do this, the origin of the production block will trace out TI. This
shows the various trade situations that would keep Nation 1 at the same level of welfare as in the initial
no-trade situation (given by point A on indifference curve I).

community indifference curve III for Nation 1. Note that community indifference curve III
is the one shown in Figure 3.2. To reach community indifference curve III in Figure 4.8, the
production block must be shifted up parallel to the axes until it is tangent to that community
indifference curve. Thus, the tangency point J gives J

∗
on TIII . Tangency point E would

give E
∗

on TIII , and so on.
Figure 4.8 shows only the derivation of TI and TIII (to keep the figure simple). How-

ever, for each indifference curve for Nation 1, we could derive the corresponding trade
indifference curve and obtain the entire trade indifference map of Nation 1.

A4.3 Formal Derivation of Nation 1’s Offer Curve
A nation’s offer curve is the locus of tangencies of the relative commodity price lines
at which trade could take place with the nation’s trade indifference curves. The formal
derivation of Nation 1’s offer curve is shown in Figure 4.9.

In Figure 4.9, TI and TII are Nation 1’s trade indifference curves, derived from its
production block and community indifference curves, as illustrated in Figure 4.8. Lines PA,
PF , PB , PF

′, and PA
′ from the origin refer to relative prices of commodity X at which trade

could take place (as in Figure 4.5).
Joining the origin with tangency points H, E, R, S , and T gives Nation 1’s offer curve.

This is the same offer curve that we derived with a simpler technique in Figure 4.3. The only
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FIGURE 4.8. Derivation of Nation 1’s Trade Indifference Map.
Trade indifference curve TI is derived from Nation 1’s indifference curve I, as shown in Figure 4.7. Trade
indifference curve TIII is similarly derived by sliding Nation 1’s production block along its indifference
curve III while keeping the axes always parallel. Higher community indifference curve III gives higher trade
indifference curve TIII. For each indifference curve, we could derive the corresponding trade indifference
curve and obtain the entire trade indifference map of Nation 1.

difference is that now we have derived the top and backward-bending portion of Nation
1’s offer curve as well. As defined earlier, Nation 1’s offer curve shows the amount of
imports of commodity Y that Nation 1 demands to be willing to supply various amounts of
commodity X for export. Note that the greater Nation 1’s terms of trade are, the higher is
the trade indifference curve reached and the greater is Nation 1’s welfare.

From Figure 4.9, we can see that as its terms of trade rise from PA = 1/4 to PM = 11/2,
Nation 1 offers more and more exports of commodity X in exchange for more and more
imports of commodity Y. At point R, Nation 1 offers the maximum amount of 70X for
export. Past point R, Nation 1 will only export less and less of commodity X in exchange
for more and more imports of commodity Y. The reason for the backward bend in Nation 1’s
offer curve past point R is generally the same as the reason (discussed in Section 4.3b) that
gives the offer curve its shape and curvature before the bend. Past point R, the opportunity
cost of X has risen so much and the marginal rate of substitution of X for Y has fallen so
much that Nation 1 is only willing to offer less and less of X for more and more of Y.

The shape of Nation 1’s offer curve can also be explained in terms of the substitution
and income effects on Nation 1’s home demand for commodity X. As PX /PY rises, Nation 1
tends to produce more of commodity X and demand less of it. As a result, Nation 1 has
more of commodity X available for export. At the same time, as PX /PY rises, the income of
Nation 1 tends to rise (because it exports commodity X), and when income rises, more of
every normal good is demanded in Nation 1, including commodity X. Thus, by itself, the
income effect tends to reduce the amount of commodity X available to Nation 1 for export,
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FIGURE 4.9. Formal Derivation of Nation 1’s Offer Curve.
Curves TI to TIII are Nation 1’s trade indifference curves, derived from its production block and community
indifference curves, as illustrated in Figure 4.8. Lines PA , PF , PB , PM

′, PF
′, and PA

′ from the origin refer to
relative prices of commodity X at which trade could take place. Joining the origin with tangency points of
price lines with trade indifference curves gives Nation 1’s offer curve. This is elastic up to point R, unitary
elastic at point R, and inelastic over its backward-bending portion.

while the substitution effect tends to increase it. These effects operate simultaneously. Up
to PX /PY = 11/2 (i.e., up to point R), the substitution effect overwhelms the opposite income
effect, and Nation 1 supplies more of commodity X for export. At PX /PY > 11/2, the income
effect overwhelms the opposite substitution effect, and Nation 1 supplies less of commodity
X for export (i.e., Nation 1’s offer curve bends backward).

Note that Nation 1’s offer curve also represents its demand for imports of commodity Y,
not in terms of the price of imports (as along a usual demand curve), but in terms of total
expenditures in terms of the nation’s exports of commodity X . As Nation 1’s terms of trade
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rise (and PY /PX falls) so that it demands more imported Y, its expenditures in terms of
commodity X rise up to point R, reach the maximum at point R, and fall past R. Thus, the
nation’s offer curve is elastic up to point R, unitary elastic at point R, and inelastic past
point R.

We can now understand (at least intuitively) why the nation with the weaker or less
intense demand for the other nation’s export commodity has an offer curve with a greater
curvature (i.e., less elasticity) and gains more from trade than the nation with the stronger
or more intense demand (refer to Problem 5).

This is sometimes referred to as the law of reciprocal demand, first expounded numeri-
cally by John Stuart Mill (another British classical economist) and subsequently generalized
and visualized with offer curves, or reciprocal demand curves.

Problem Starting with Nation 1’s offer curve, the more advanced student should attempt
to sketch (a) Nation 1’s demand curve for imports of commodity Y (with PY /PX along the
vertical axis) and (b) Nation 1’s supply curve for exports of commodity X (with PX /PY
along the vertical axis).

A4.4 Outline of the Formal Derivation of Nation 2’s Offer Curve
Nation 2’s offer curve can be formally derived in a completely analogous way from its
trade indifference map and the various relative commodity prices at which trade could take
place. This is outlined in Figure 4.10 without repeating the entire process.

Quadrant 2 of Figure 4.10 shows Nation 1’s production frontier, or block, and indifference
curves I and III , while quadrant 4 shows the same things for Nation 2. Nation 2’s production
frontier and indifference curves are placed in quadrant 4 so that its offer curve will be derived
in the proper relationship to Nation 1’s offer curve in quadrant 1.

Nation 1’s offer curve in quadrant 1 of Figure 4.10 was derived from its trade indifference
map in Figure 4.9. Note that Nation 1’s offer curve bends in the same direction as its
community indifference curves. In a completely analogous way, Nation 2’s offer curve in
quadrant 1 of Figure 4.10 can be derived from its trade indifference map and bends in the
same direction as its community indifference curves in quadrant 4.

The offer curves of Nation 1 and Nation 2 in quadrant 1 of Figure 4.10 are the offer
curves of Figure 4.5 and define the equilibrium-relative commodity price of PB = 1 at their
intersection. As will be seen in the next section, only at point E does general equilibrium
exist.

Problem Draw a figure showing Nation 2’s trade indifference curves that would give its
offer curve, including its backward-bending portion.

A4.5 General Equilibrium of Production, Consumption,
and Trade

Figure 4.11 brings together in one diagram all the information about production, consump-
tion, and trade for the two nations in equilibrium. The production blocks of Nation 1 and
Nation 2 are joined at point E

∗
(the same as point E in Figure 4.10), where the offer curves

of the two nations cross.

(c) ketabton.com: The Digital Library



Salvatore c04.tex V2 - 10/26/2012 12:58 A.M. Page 105

A4.5 General Equilibrium of Production, Consumption, and Trade 105

Y

III
I

A

A'

E

I'

III'

Y

X X

Quadrant 2
(Nation 1)

Quadrant 1
(offer curves)

Nation 1’s
offer curve

Nation 2’s
offer curve

Quadrant 4
(Nation 2)

20

40

60

80

100

120

120

100

140

80

60

40

20

20

40 60 80 100 120

110 90130 70 50 30 10 0

PB =1

FIGURE 4.10. Outline of the Formal Derivation of Nation 2’s Offer Curve.
Nation 2’s offer curve can be formally derived from its trade indifference map and the various relative
commodity prices at which trade could take place, as was done for Nation 1. This is simply outlined
here without repeating the entire process. Thus, Nation 1’s offer curve in quadrant 1 is derived from its
production block and indifference curves in quadrant 2 and bends in the same direction as its indifference
curves. Nation 2’s offer curve in quadrant 1 could similarly be derived from its production block and
indifference curves in quadrant 4 and bends in the same direction as its indifference curves.

With trade, Nation 1 produces 130X and 20Y (point E with reference to point E
∗
) and

consumes 70X and 80Y (the same point E but with reference to the origin, O) by exchanging
60X and 60Y with Nation 2. On the other hand, Nation 2 produces 40X and 120Y (point
E ′ with reference to point E

∗
) and consumes 100X and 60Y (the same point E ′ but with

reference to the origin) by exchanging 60Y for 60X with Nation 1.
International trade is in equilibrium with 60X exchanged for 60Y at PB = 1. This is

shown by the intersection of offer curves 1 and 2 at point E
∗
. PB = 1 is also the relative

commodity price of X prevailing domestically in Nations 1 and 2 (see the relative price line
tangent to each nation’s production blocks at points E and E ′, respectively). Thus, producers,
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consumers, and traders in both nations all respond to the same set of equilibrium-relative
commodity prices.

Note that point E on Nation 1’s indifference curve III measures consumption in relation
to the origin, O , while the same point E on Nation 1’s production block measures production
from point E

∗
. Finding Nation 1’s indifference curve III tangent to its production block at

point E seems different but is in fact entirely consistent and confirms the results of Figure
3.4 for Nation 1. The same is true for Nation 2.

Figure 4.11 summarizes and confirms all of our previous results and the conclusions of
our trade model (compare, for example, Figure 4.11 with Figure 3.4). Thus, Figure 4.11
is a complete general equilibrium model (except for the fact that it deals with only two
nations and two commodities). The figure is admittedly complicated. But this is because it
summarizes in a single graph a tremendous amount of very useful information. Figure 4.11
is the pinnacle of the neoclassical trade model. The rewards of mastering it are great indeed
in terms of future deeper understanding.
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FIGURE 4.11. Meade’s General Equilibrium Trade Model.
The production blocks of Nations 1 and 2 are joined at point E

∗
(the same as point E in Figure 4.10),

where the offer curves of the two nations cross. With trade, Nation 1 produces 130X and 20Y (point E with
reference to point E

∗
) and consumes 70X and 80Y (the same point E but with reference to the origin) by

exchanging 60X and 60Y with Nation 2. On the other hand, Nation 2 produces 40X and 120Y and consumes
100X and 60Y by exchanging 60Y for 60X with Nation 1. International trade is in equilibrium at point E

∗
.

PB = 1 is the equilibrium-relative commodity price prevailing in international trade and domestically in
each nation.
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A4.6 Multiple and Unstable Equilibria
In Figure 4.12, offer curve 1 and offer curve 2 intersect at three points (A, B , and C ) where
at least one of the offer curves is inelastic. Equilibrium points B and C are stable, while
equilibrium point A is unstable. The reason is that a small displacement from point A will
give rise to economic forces that will automatically shift the equilibrium point farther away
from A and toward either B or C .

For example, at PF , Nation 2 will demand GH more of commodity X than Nation 1
is willing to export at that price. At the same time, Nation 1 will demand FH less of
commodity Y than Nation 2 wants to export at PF . For both reasons, PX /PY will rise until
point B is reached. Past point B , Nation 1 will demand more of commodity Y than Nation 2
is willing to offer, and Nation 2 will demand less of commodity X than Nation 1 wants to
export, so that PX /PY will fall until the nations have moved back to point B . Thus, point B
is a point of stable equilibrium.

On the other hand, if for whatever reason PX /PY falls below PA (see Figure 4.12),
automatic forces will come into play that will push the nations to equilibrium point C ,
which is also a point of stable equilibrium.

Problem Draw two relative commodity price lines on Figure 4.12, one between point A
and point C and one intersecting both offer curves to the right of point C . Starting from
each of the two price lines that you have drawn, explain the forces that will automatically
push the nations toward equilibrium point C .

Y

X

B

H

F

G
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PA

A

C

1

2

0

FIGURE 4.12. Stable and Unstable Equilibria.
Equilibrium point A is unstable because any displacement from it will give rise to economic forces that
will automatically move the nations even farther away from it and toward either point B or point C. For
example, at PF , Nation 2 demands GH more of commodity X than Nation 1 is willing to export at that price.
At the same time, Nation 1 demands FH less of commodity Y than Nation 2 wants to export at PF . For both
reasons, PX /PY will rise until point B is reached. Any small displacement away from point B will push the
nations back to point B. On the other hand, if PX /PY falls below PA , the nations will be pushed toward
stable equilibrium point C.
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S E L E C T E D B I B L I O G R A P H Y

For a problem-solving approach to the material covered in this
chapter, see:

■ D. Salvatore, Theory and Problems of International Eco-
nomics , 4th ed. (New York: McGraw-Hill, 1996), ch. 3 (sects.
3.3 to 3.6).

An excellent discussion of offer curves is found in:

■ A. P. Lerner, “The Diagrammatic Representation of Demand
Conditions in International Trade,” Economica , 1934,
pp. 319–334.

■ G. Haberler, The Theory of International Trade (London: W.
Hodge & Co., 1936), ch. 11.

■ J. Viner, Studies in the Theory of International Trade (New
York: Harper & Brothers, 1937), ch. 9.

For the law of reciprocal demand, see:

■ J. S. Mill, Principles of Political Economy (New York: Kelly,
1965, a reprint of Mill’s 1848 treatise), ch. 18.

For the formal derivation of offer curves perfected by Meade and
presented in the appendix to this chapter, see:

■ J. E. Meade, A Geometry of International Trade (London:
George Allen & Unwin, 1952), chs. 1–4.

I N T E R N e t

Online current and historical data on energy prices in gen-
eral and petroleum prices in particular are available from
the Energy Information Administration at:

http://www.eia.doe.gov

Historical series on export and import unit values, which
are used to determine the terms of trade of 45 countries,

as well as other specific commodity prices, are found in
International Financial Statistics , published monthly and
yearly by the International Monetary Fund (IMF). See:

http://www.imf.org
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Factor Endowments and
the Heckscher–Ohlin Theory

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Explain how comparative advantage is based on
differences in factor endowments across nations

• Explain how trade affects relative factor prices within
and across nations

• Explain why trade is likely to be only a small reason for
higher skilled–unskilled wage inequalities

5.1 Introduction
In this chapter, we extend our trade model in two important directions. First, we
explain the basis of (i.e., what determines) comparative advantage. We have seen
in previous chapters that the difference in relative commodity prices between two
nations is evidence of their comparative advantage and forms the basis for mutually
beneficial trade. We now go one step further and explain the reason, or cause, for
the difference in relative commodity prices and comparative advantage between
the two nations. The second way we extend our trade model is to analyze the
effect that international trade has on the earnings of factors of production in the
two trading nations. That is, we want to examine the effect of international trade
on the earnings of labor as well as on international differences in earnings.

These two important questions were left largely unanswered by Smith, Ricardo,
and Mill. According to classical economists, comparative advantage was based
on the difference in the productivity of labor (the only factor of production
they explicitly considered) among nations, but they provided no explanation for
such a difference in productivity, except for possible differences in climate. The
Heckscher–Ohlin theory goes much beyond that by extending the trade model of
the previous two chapters to examine the basis for comparative advantage and the
effect that trade has on factor earnings in the two nations.

Section 5.2 deals with the assumptions of the theory. Section 5.3 clarifies the
meaning of factor intensity and factor abundance, and explains how the latter is
related to factor prices and the shape of the production frontier in each nation.

109
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Section 5.4 presents the Heckscher–Ohlin model proper and illustrates it graphically. The
effect of international trade on factor earnings and income distribution in the two nations is
examined in Section 5.5. The chapter concludes with Section 5.6, which reviews empirical
tests of the Heckscher–Ohlin trade model. The appendix presents the formal derivation of
the factor–price equalization theorem and introduces more advanced tools for empirically
testing the Heckscher–Ohlin trade model.

5.2 Assumptions of the Theory
The Heckscher–Ohlin theory is based on a number of simplifying assumptions (some made
only implicitly by Heckscher and Ohlin). Rather than note these assumptions along the way
as they are needed in the analysis, it is both logical and convenient to present them together
and explain their meaning at this point. This will not only allow us to view the theory to
be presented in a better perspective but will also make the presentation smoother and more
direct. To make the theory more realistic, we will relax these assumptions in the next chapter
and examine the effect that such relaxation has on the conclusions reached in this chapter.

5.2A The Assumptions
The Heckscher–Ohlin theory is based on the following assumptions:

1. There are two nations (Nation 1 and Nation 2), two commodities (commodity X and
commodity Y), and two factors of production (labor and capital).

2. Both nations use the same technology in production.

3. Commodity X is labor intensive, and commodity Y is capital intensive in both nations.

4. Both commodities are produced under constant returns to scale in both nations.

5. There is incomplete specialization in production in both nations.

6. Tastes are equal in both nations.

7. There is perfect competition in both commodities and factor markets in both nations.

8. There is perfect factor mobility within each nation but no international factor mobility.

9. There are no transportation costs, tariffs, or other obstructions to the free flow of
international trade.

10. All resources are fully employed in both nations.

11. International trade between the two nations is balanced.

5.2B Meaning of the Assumptions
The meaning of assumption 1 (two nations, two commodities, and two factors) is clear, and
it is made in order to be able to illustrate the theory with a two-dimensional figure. This
assumption is made with the knowledge (discussed in the next chapter) that its relaxation (so
as to deal with the more realistic case of more than two nations, more than two commodities,
and more than two factors) will leave the conclusions of the theory basically unchanged.
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Assumption 2 (that both nations use the same technology) means that both nations have
access to and use the same general production techniques. Thus, if factor prices were the
same in both nations, producers in both nations would use exactly the same amount of
labor and capital in the production of each commodity. Since factor prices usually differ,
producers in each nation will use more of the relatively cheaper factor in the nation to
minimize their costs of production.

Assumption 3 (that commodity X is labor intensive and commodity Y is capital intensive)
means that commodity X requires relatively more labor to produce than commodity Y in
both nations. In a more technical and precise way, this means that the labor–capital ratio
(L/K ) is higher for commodity X than for commodity Y in both nations at the same relative
factor prices. This is equivalent to saying that the capital–labor ratio (K /L) is lower for
X than for Y . But it does not mean that the K /L ratio for X is the same in Nation 1 and
Nation 2, only that K /L is lower for X than for Y in both nations. This point is so important
that we will use Section 5.3a to clarify it.

Assumption 4 (constant returns to scale in the production of both commodities in both
nations) means that increasing the amount of labor and capital used in the production of any
commodity will increase output of that commodity in the same proportion. For example, if
Nation 1 increases by 10 percent both the amount of labor and the amount of capital that
it uses in the production of commodity X, its output of commodity X will also increase by
10 percent. If it doubles the amount of both labor and capital used, its output of X will also
double. The same is true for commodity Y and in Nation 2.

Assumption 5 (incomplete specialization in production in both nations) means that even
with free trade both nations continue to produce both commodities. This implies that neither
of the two nations is “very small.”

Assumption 6 (equal tastes in both nations) means that demand preferences, as reflected
in the shape and location of indifference curves, are identical in both nations. Thus, when
relative commodity prices are equal in the two nations (as, for example, with free trade), both
nations will consume X and Y in the same proportion. This is illustrated in Section 5.4c.

Assumption 7 (perfect competition in both commodities and factor markets) means that
producers, consumers, and traders of commodity X and commodity Y in both nations are
each too small to affect the price of these commodities. The same is true for each user
and supplier of labor time and capital. Perfect competition also means that, in the long
run, commodity prices equal their costs of production, leaving no (economic) profit after all
costs (including implicit costs) are taken into account. Finally, perfect competition means
that all producers, consumers, and owners of factors of production have perfect knowledge
of commodity prices and factor earnings in all parts of the nation and in all industries.

Assumption 8 (perfect internal factor mobility but no international factor mobility) means
that labor and capital are free to move, and indeed do move quickly, from areas and industries
of lower earnings to areas and industries of higher earnings until earnings for the same type
of labor and capital are the same in all areas, uses, and industries of the nation. On the other
hand, there is zero international factor mobility (i.e., no mobility of factors among nations),
so that international differences in factor earnings would persist indefinitely in the absence
of international trade.

Assumption 9 (no transportation costs, tariffs, or other obstructions to the free flow
of international trade) means that specialization in production proceeds until relative
(and absolute) commodity prices are the same in both nations with trade. If we allowed
for transportation costs and tariffs, specialization would proceed only until relative (and
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absolute) commodity prices differed by no more than the costs of transportation and the
tariff on each unit of the commodity traded.

Assumption 10 (all resources are fully employed in both nations) means that there are
no unemployed resources or factors of production in either nation.

Assumption 11 (international trade between the two nations is balanced) means that the
total value of each nation’s exports equals the total value of the nation’s imports.

5.3 Factor Intensity, Factor Abundance, and the Shape
of the Production Frontier

Since the Heckscher–Ohlin theory to be presented in Section 5.4 is expressed in terms
of factor intensity and factor abundance, it is crucial that the meaning of these terms be
very clear and precise. Hence, the meaning of factor intensity is explained and illustrated
in Section 5.3a. In Section 5.3b, we examine the meaning of factor abundance and its
relationship to factor prices. Finally, in Section 5.3c, we focus on the relationship between
factor abundance and the shape of the production frontier of each nation.

5.3A Factor Intensity
In a world of two commodities (X and Y) and two factors (labor and capital), we say that
commodity Y is capital intensive if the capital–labor ratio (K /L) used in the production of
Y is greater than K /L used in the production of X.

For example, if two units of capital (2K ) and two units of labor (2L) are required to
produce one unit of commodity Y, the capital–labor ratio is one. That is, 2/2 in the production
of Y. If at the same time 1K and 4L are required to produce one unit of X, K /L = 1/4 for
commodity X. Since K /L = 1 for Y and K /L = 1/4 for X, we say that Y is K intensive and
X is L intensive.

Note that it is not the absolute amount of capital and labor used in the production of
commodities X and Y that is important in measuring the capital and labor intensity of the two
commodities, but the amount of capital per unit of labor (i.e., K /L). For example, suppose
that 3K and 12L (instead of 1K and 4L) are required to produce 1X, while to produce 1Y
requires 2K and 2L (as indicated earlier). Even though to produce 1X requires 3K , while
to produce 1Y requires only 2K , commodity Y would still be the K -intensive commodity
because K /L is higher for Y than for X. That is, K /L = 2/2 for Y, but K /L = 3/12 = 1/4 for X.

If we plotted capital (K ) along the vertical axis of a graph and labor (L) along the
horizontal axis, and production took place along a straight-line ray from the origin, the slope
of the line would measure the capital–labor ratio (K /L) in the production of the commodity.
This is shown in Figure 5.1.

Figure 5.1 shows that Nation 1 can produce 1Y with 2K and 2L. With 4K and 4L, Nation
1 can produce 2Y because of constant returns to scale (assumption 4). Thus, K /L = 2/2 =
4/4 = 1 for Y. This is given by the slope of 1 for the ray from the origin for commodity Y
in Nation 1 (see the figure). On the other hand, 1K and 4L are required to produce 1X, and
2K and 8L to produce 2X, in Nation 1. Thus, K /L = 1/4 for X in Nation 1. This is given
by the slope of 1/4 for the ray from the origin for commodity X in Nation 1. Since K /L, or
the slope of the ray from the origin, is higher for commodity Y than for commodity X, we
say that commodity Y is K intensive and commodity X is L intensive in Nation 1.
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FIGURE 5.1. Factor Intensities for Commodities X and Y in Nations 1 and 2.
In Nation 1, the capital–labor ratio (K/L) equals 1 for commodity Y and K/L = 1/4 for commodity X. These
are given by the slope of the ray from the origin for each commodity in Nation 1. Thus, commodity Y is
the K-intensive commodity in Nation 1. In Nation 2, K/L = 4 for Y and K/L = 1 for X. Thus, commodity Y is
the K-intensive commodity, and commodity X is the L-intensive commodity in both nations. Nation 2 uses
a higher K/L than Nation 1 in the production of both commodities because the relative price of capital
(r/w) is lower in Nation 2. If r/w declined, producers would substitute K for L in the production of both
commodities to minimize their costs of production. As a result, K/L would rise for both commodities.

In Nation 2, K /L (or the slope of the ray) is 4 for Y and 1 for X (see Figure 5.1).
Therefore, Y is the K -intensive commodity, and X is the L-intensive commodity in Nation
2 also. This is illustrated by the fact that the ray from the origin for commodity Y is steeper
(i.e., has a greater slope) than the ray for commodity X in both nations.

Even though commodity Y is K intensive in relation to commodity X in both nations,
Nation 2 uses a higher K/L in producing both Y and X than Nation 1. For Y, K /L = 4 in
Nation 2 but K /L = 1 in Nation 1. For X, K /L = 1 in Nation 2 but K /L = 1/4 in Nation 1.
The obvious question is: Why does Nation 2 use more K -intensive production techniques
in both commodities than Nation 1? The answer is that capital must be relatively cheaper in
Nation 2 than in Nation 1, so that producers in Nation 2 use relatively more capital in the
production of both commodities to minimize their costs of production. But why is capital
relatively cheaper in Nation 2? To answer this question, we must define factor abundance
and examine its relationship to factor prices.

Before doing this, however, we must settle one other related point of crucial importance.
This refers to what happens if, for whatever reason, the relative price of capital falls. Pro-
ducers would substitute capital for labor in the production of both commodities to minimize
their costs of production. As a result, both commodities would become more K intensive.
However, only if K /L in the production of commodity Y exceeds K /L in the production
of commodity X at all possible relative factor prices can we say unequivocally that com-
modity Y is the K -intensive commodity. This is basically an empirical question and will be
explored in Section 5.6. For now, we will assume that this is true (i.e., that commodity Y
remains the K -intensive commodity at all possible relative factor prices).

To summarize, we say that commodity Y is unequivocally the K -intensive commodity if
K /L is higher for commodity Y than for commodity X at all possible relative factor prices.
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Nation 2 uses a higher K /L in the production of both commodities because the relative price
of capital is lower in Nation 2 than in Nation 1. If the relative price of capital declines,
producers will substitute K for L in the production of both commodities to minimize their
costs of production. Thus, K /L will rise for both commodities, but Y continues to be the
K -intensive commodity.

5.3B Factor Abundance
There are two ways to define factor abundance. One way is in terms of physical units (i.e.,
in terms of the overall amount of capital and labor available to each nation). Another way
to define factor abundance is in terms of relative factor prices (i.e., in terms of the rental
price of capital and the price of labor time in each nation).

According to the definition in terms of physical units, Nation 2 is capital abundant if
the ratio of the total amount of capital to the total amount of labor (TK/TL) available in
Nation 2 is greater than that in Nation 1 (i.e., if TK/TL for Nation 2 exceeds TK/TL for
Nation 1). Note that it is not the absolute amount of capital and labor available in each
nation that is important but the ratio of the total amount of capital to the total amount of
labor. Thus, Nation 2 can have less capital than Nation 1 and still be the capital-abundant
nation if TK/TL in Nation 2 exceeds TK/TL in Nation 1.

According to the definition in terms of factor prices, Nation 2 is capital abundant if the
ratio of the rental price of capital to the price of labor time (PK /PL) is lower in Nation 2
than in Nation 1 (i.e., if PK /PL in Nation 2 is smaller than PK /PL in Nation 1). Since the
rental price of capital is usually taken to be the interest rate (r) while the price of labor
time is the wage rate (w ), PK /PL = r /w . Once again, it is not the absolute level of r that
determines whether or not a nation is the K -abundant nation, but r /w . For example, r may
be higher in Nation 2 than in Nation 1, but Nation 2 will still be the K -abundant nation if
r /w is lower there than in Nation 1.

The relationship between the two definitions of factor abundance is clear. The definition
of factor abundance in terms of physical units considers only the supply of factors. The def-
inition in terms of relative factor prices considers both demand and supply (since we know
from principles of economics that the price of a commodity or factor is determined by both
demand and supply considerations under perfect competition). Also from principles of eco-
nomics, we know that the demand for a factor of production is a derived demand—derived
from the demand for the final commodity that requires the factor in its production.

Since we have assumed that tastes, or demand preferences, are the same in both nations,
the two definitions of factor abundance give the same conclusions in our case. That is, with
TK/TL larger in Nation 2 than in Nation 1 in the face of equal demand conditions (and
technology), PK /PL will be smaller in Nation 2. Thus, Nation 2 is the K -abundant nation
in terms of both definitions.

This is not always the case. For example, it is conceivable that the demand for commodity
Y (the K -intensive commodity), and therefore the demand for capital, could be so much
higher in Nation 2 than in Nation 1 that the relative price of capital would be higher in
Nation 2 than in Nation 1 (despite the relatively greater supply of capital in Nation 2). In
that case, Nation 2 would be considered K abundant according to the definition in physical
terms and L abundant according to the definition in terms of relative factor prices.

In such situations, it is the definition in terms of relative factor prices that should be used .
That is, a nation is K abundant if the relative price of capital is lower in it than in the other
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nation. In our case, there is no such contradiction between the two definitions. Nation 2 is
K abundant and Nation 1 is L abundant in terms of both definitions. We will assume this
to be the case throughout the rest of the chapter, unless otherwise explicitly indicated.

5.3C Factor Abundance and the Shape
of the Production Frontier

Since Nation 2 is the K -abundant nation and commodity Y is the K -intensive commodity,
Nation 2 can produce relatively more of commodity Y than Nation 1. On the other hand,
since Nation 1 is the L-abundant nation and commodity X is the L-intensive commodity,
Nation 1 can produce relatively more of commodity X than Nation 2. This gives a production
frontier for Nation 1 that is relatively flatter and wider than the production frontier of Nation
2 (if we measure X along the horizontal axis).

In Figure 5.2, we have plotted the production frontiers of Nation 1 and Nation 2 on the
same set of axes. (These are the same production frontiers introduced with Figure 3.1 and
used throughout Chapters 3 and 4.) Since Nation 1 is the L-abundant nation and commod-
ity X is the L-intensive commodity, Nation 1’s production frontier is skewed toward the
horizontal axis, which measures commodity X. On the other hand, since Nation 2 is the
K -abundant nation and commodity Y is the K -intensive commodity, Nation 2’s production
frontier is skewed toward the vertical axis measuring commodity Y. The production frontiers
are plotted on the same set of axes so that the difference in their shape is more clearly
evident and because this will facilitate the illustration of the Heckscher–Ohlin model in
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FIGURE 5.2. The Shape of the Production Frontiers of Nation 1 and Nation 2.
The production frontier of Nation 1 is flatter and wider than the production frontier of Nation 2, indicating
that Nation 1 can produce relatively more of commodity X than Nation 2. The reason for this is that Nation
1 is the L-abundant nation and commodity X is the L-intensive commodity.
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Section 5.4c. Case Study 5-1 presents the relative resource endowments of various countries,
and Case Study 5-2 gives the capital stock per worker for a number of leading developed
and developing countries.

(continued)

■ CASE STUDY 5-1 Relative Resource Endowments of Various Countries

Table 5.1 gives the share of the world’s resource
endowments of (1) land, (2) physical capital, (3)
research and development (R&D) scientists, (4)
highly skilled labor, (5) medium-skilled labor,
and (6) unskilled labor, as well as the share of
world GDP, for most of the leading developed and
developing countries in 2006 (more recent data were
not available for all resource endowments). Arable
land is the general resource to produce agricultural
products; physical capital refers to machinery,
factories, and other nonhuman means of production;
R&D scientists refers to the most highly skilled
labor with more than tertiary (college) education
and used to produce the most highly technologi-

■ TABLE 5.1. Factor Endowments of Various Countries as a Percentage of the World
Total in 2006

(1) (2) (3) (4) (5) (6) (7)
Highly Medium-

Arable Physical R&D Skilled Skilled Unskilled
Country Land Capital Scientists Labor Labor Labor GDP

United States 12.2% 22.0% 24.1% 22.2% 7.5% 0.4% 21.9%
Japan 0.3 14.1 12.3 10.3 4.2 0.2 7.0
Germany 0.8 6.8 4.9 4.4 3.3 0.5 4.5
United

Kingdom
0.4 2.8 3.2 3.4 2.2 0.1 3.4

France 1.3 4.4 3.5 3.1 1.9 0.1 3.3
Italy 0.5 3.5 1.4 1.5 2.3 0.3 2.8
Canada 3.2 3.0 2.2 3.1 0.9 0.1 2.0
China 10.1 11.1 21.1 5.9 25.6 24.9 10.2
India 11.2 4.9 1.6 5.9 9.2 21.7 4.5
Russia 8.5 2.3 8.1 2.8 6.6 0.1 3.0
Brazil 4.2 2.9 1.5 2.6 3.2 2.9 2.7
Korea 0.1 3.3 3.5 2.6 1.7 1.3 1.7
Mexico 1.8 2.0 0.8 3.2 1.5 0.2 2.1
Rest of the

World
45.4 16.7 11.7 29.0 28.4 47.2 30.7

World 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Source: Author’s calculations on data from: World Bank, OECD, and United Nations Data Bank.

cal products; highly skilled labor is labor that has
completed tertiary or college education; unskilled
labor is labor that has no education beyond primary
education. A nation is broadly defined as having
a relative abundance of those factors for which
its share of the world availability of that factor
exceeds the nation’s share of world output (GDP
in terms of purchasing power).

The table shows that the U.S. share of the
world availability of R&D scientists and highly
skilled labor exceeds its share of world GDP; it
is about the same as its share of world output
for the availability of physical capital, and smaller
than its share of world GDP for arable land and
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■ CASE STUDY 5-1 Continued

medium-skilled and unskilled labor. Thus, we
would expect the United States to have a net
export surplus or comparative advantage in the
most highly technological goods that are intensive
in R&D scientists and highly skilled labor, to be
more or less neutral in capital-intensive goods, and
to have a comparative disadvantage in agricultural
and other land and natural resource-intensive
products, as well as in all types of goods produced
with medium-skilled and unskilled labor.

Japan has a relative abundance (and we
expect it to have a comparative advantage) in capi-
tal-intensive products and in products requiring
intensive use of R&D scientists and highly skilled
labor; the United Kingdom does not seem to
have any relative abundance in broadly defined
factors (in fact, the United Kingdom has a relative
abundance of highly skilled financial labor).

Germany and France have a relative abundance
of physical capital and R&D scientists; Italy has a
relative abundance in physical capital; and Canada
is relatively abundant in arable land, physical
capital, R&D scientists, and highly skilled labor.

China has a relative abundance of physical
capital but especially of R&D scientists, medi-
um-skilled labor, and unskilled labor; India has a
relative abundance of arable land, physical capital,
highly skilled, medium-skilled, and unskilled
labor; Russia is relatively abundant in arable land,
R&D scientists, and medium-skilled labor; Brazil
has a relative abundance in all but R&D scientists
and highly skilled labor; Korea has a relative
abundance in physical capital, R&D scientists,
and highly skilled labor; and Mexico is relatively
abundant in highly skilled labor.

■ CASE STUDY 5-2 Capital–Labor Ratios of Selected Countries

Table 5.2 gives the capital stock per worker of a
number of developed and developing countries in
2006. Capital stocks are measured in 1990 interna-
tional dollar prices to reflect the actual purchasing
power of the dollar in each country, thus allowing
meaningful international comparisons. The table
shows that the United States has a lower capi-
tal stock per worker than many other industrial or
developed countries (the left-hand part of the table)

■ TABLE 5.2. Capital Stock per Worker of Selected Countries in 2006 (in 1990
International Dollar Prices)

Developed Capital Stock Developing Capital Stock
Country per Worker Country per Worker

Japan $111, 615 Korea $45, 235
Canada 89, 652 Mexico 23, 921
Germany 87, 400 Turkey 20, 478
France 85, 097 Brazil 16, 650
Italy 73, 966 Russia 16, 131
United States 73, 282 Thailand 11, 688
Spain 51, 814 China 7, 485
United Kingdom 44, 545 India 5, 870

Source: Author’s calculations on UN data.

but a much higher capital stock per worker than
developing countries (the right-hand part of the
table). From Table 5.2, we can thus infer that
the United States has a comparative advantage in
capital-intensive products with respect to develop-
ing countries but not with respect to many other
developed or industrial countries. This is broadly
consistent with the data presented in Table 5.1.
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Having clarified the meaning of factor intensity and factor abundance, we are now ready
to present the Heckscher–Ohlin theory.

5.4 Factor Endowments and the Heckscher–Ohlin
Theory

In 1919, Eli Heckscher , a Swedish economist, published an article titled “The Effect of
Foreign Trade on the Distribution of Income,” in which he presented the outline of what was
to become the “modern theory of international trade.” The article went largely unnoticed
for over ten years until Bertil Ohlin , another Swedish economist and former student of
Heckscher, picked it up, built on it, clarified it, and in 1933 published his famous book
Interregional and International Trade.

We will discuss only Ohlin’s work, since it incorporates all that Heckscher had said in
his article and much more. However, since the essence of the model was first introduced
by Heckscher, due credit is given to him by calling the theory the Heckscher–Ohlin theory.
Ohlin, for his part, shared (with James Meade) the 1977 Nobel prize in economics for his
work in international trade.

The Heckscher–Ohlin (H–O) theory can be presented in a nutshell in the form of two
theorems: the so-called H–O theorem (which deals with and predicts the pattern of trade)
and the factor–price equalization theorem (which deals with the effect of international trade
on factor prices). The factor–price equalization theorem will be discussed in Section 5.5.
In this section, we present and discuss the H–O theorem. We begin with a statement of the
theorem and briefly explain its meaning. Then we examine the general equilibrium nature
of the H–O theory, and finally we give a geometrical interpretation of the model.

5.4A The Heckscher–Ohlin Theorem
Starting with the assumptions presented in Section 5.2, we can state the Heckscher–
Ohlin theorem as follows: A nation will export the commodity whose production requires the
intensive use of the nation’s relatively abundant and cheap factor and import the commodity
whose production requires the intensive use of the nation’s relatively scarce and expensive
factor . In short, the relatively labor-rich nation exports the relatively labor-intensive
commodity and imports the relatively capital-intensive commodity.

In terms of our previous discussion, this means that Nation 1 exports commodity X
because commodity X is the L-intensive commodity and L is the relatively abundant and
cheap factor in Nation 1. Conversely, Nation 2 exports commodity Y because commodity Y
is the K -intensive commodity and K is the relatively abundant and cheap factor in Nation
2 (i.e., r /w is lower in Nation 2 than in Nation 1).

Of all the possible reasons for differences in relative commodity prices and compara-
tive advantage among nations, the H–O theorem isolates the difference in relative factor
abundance, or factor endowments , among nations as the basic cause or determinant of com-
parative advantage and international trade. For this reason, the H–O model is often referred
to as the factor-proportions or factor-endowment theory. That is, each nation specializes in
the production and export of the commodity intensive in its relatively abundant and cheap
factor and imports the commodity intensive in its relatively scarce and expensive factor.
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Thus, the H–O theorem explains comparative advantage rather than assuming it (as was
the case for classical economists). In other words, the H–O theorem postulates that the
difference in relative factor abundance and prices is the cause of the pretrade difference in
relative commodity prices between two nations. This difference in relative factor and relative
commodity prices is then translated into a difference in absolute factor and commodity
prices between the two nations (as outlined in Section 2.4d). It is this difference in absolute
commodity prices in the two nations that is the immediate cause of trade.

5.4B General Equilibrium Framework of
the Heckscher–Ohlin Theory

The general equilibrium nature of the H–O theory can be visualized and summarized with
the use of Figure 5.3. Starting at the lower right-hand corner of the diagram, we see that
tastes and the distribution in the ownership of factors of production (i.e., the distribution
of income) together determine the demand for commodities. The demand for commodities
determines the derived demand for the factors required to produce them. The demand for
factors of production, together with the supply of the factors, determines the price of factors
of production under perfect competition. The price of factors of production, together with
technology, determines the price of final commodities. The difference in relative commodity
prices between nations determines comparative advantage and the pattern of trade (i.e., which
nation exports which commodity).

Commodity prices

Factor prices

Technology Supply of factors Tastes Distribution of ownership
of factors of production

Derived demand for factors

Demand for final commodities

FIGURE 5.3. General Equilibrium Framework of the Heckscher–Ohlin Theory.
Beginning at the lower right-hand corner of the diagram, we see that the distribution of ownership of
factors of production or income and tastes determines the demand for commodities. The demand for
factors of production is then derived from the demand for final commodities. The demand for and supply
of factors determine the price of factors. The price of factors and technology determine the price of final
commodities. The difference in relative commodity prices among nations then determines comparative
advantage and the pattern of trade.
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Figure 5.3 shows clearly how all economic forces jointly determine the price of final
commodities. This is what is meant when we say that the H–O model is a general equilibrium
model.

However, out of all these forces working together, the H–O theorem isolates the differ-
ence in the physical availability or supply of factors of production among nations (in the
face of equal tastes and technology) to explain the difference in relative commodity prices
and trade among nations. Specifically, Ohlin assumed equal tastes (and income distribution)
among nations. This gave rise to similar demands for final commodities and factors of pro-
duction in different nations. Thus, it is the difference in the supply of the various factors of
production in different nations that is the cause of different relative factor prices in different
nations. Finally, the same technology but different factor prices lead to different relative
commodity prices and trade among nations. Thus, the difference in the relative supply of
factors leading to the difference in relative factor prices and commodity prices is shown by
the double lines in Figure 5.3.

Note that the H–O model does not require that tastes, distribution of income, and tech-
nology be exactly the same in the two nations for these results to follow. It requires only
that they be broadly similar. The assumptions of equal tastes, distribution of income, and
technology do simplify the exposition and graphical illustration of the theory. They will be
relaxed in Section 6.2.

5.4C Illustration of the Heckscher–Ohlin Theory
The H–O theory is illustrated in Figure 5.4. The left panel of the figure shows the production
frontiers of Nation 1 and Nation 2, as in Figure 5.2. As indicated in Section 5.3c, Nation
1’s production frontier is skewed along the X-axis because commodity X is the L-intensive
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FIGURE 5.4. The Heckscher—Ohlin Model.
Indifference curve I is common to both nations because of the assumption of equal tastes. Indifference
curve I is tangent to the production frontier of Nation 1 at point A and tangent to the production frontier
of Nation 2 at A ′. This defines the no-trade equilibrium-relative commodity price of PA in Nation 1 and
PA ′ in Nation 2 (see the left panel). Since PA < PA ′ , Nation 1 has a comparative advantage in commodity
X and Nation 2 in commodity Y. With trade (see the right panel) Nation 1 produces at point B and by
exchanging X for Y reaches point E in consumption (see trade triangle BCE). Nation 2 produces at B ′ and
by exchanging Y for X reaches point E ′ (which coincides with E). Both nations gain from trade because
they consume on higher indifference curve II.
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commodity, Nation 1 is the L-abundant nation, and both nations use the same technology.
Furthermore, since the two nations have equal tastes, they face the same indifference map.
Indifference curve I (which is common for both nations) is tangent to Nation 1’s production
frontier at point A and to Nation 2’s production frontier at A′. Indifference curve I is the
highest indifference curve that Nation 1 and Nation 2 can reach in isolation, and points A
and A′ represent their equilibrium points of production and consumption in the absence of
trade. Note that although we assume that the two nations have identical tastes (indifference
map), the two nations need not be on the same indifference curve in isolation and end up
on the same indifference map with trade. We only did so in order to simplify the figure.

The tangency of indifference curve I at points A and A′ defines the no-trade, or autarky,
equilibrium-relative commodity prices of PA in Nation 1 and PA′ in Nation 2 (see the figure).
Since PA < PA′ , Nation 1 has a comparative advantage in commodity X, and Nation 2 has
a comparative advantage in commodity Y.

The right panel shows that with trade Nation 1 specializes in the production of com-
modity X, and Nation 2 specializes in the production of commodity Y (see the direction
of the arrows on the production frontiers of the two nations). Specialization in production
proceeds until Nation 1 has reached point B and Nation 2 has reached point B ′, where the
transformation curves of the two nations are tangent to the common relative price line PB .
Nation 1 will then export commodity X in exchange for commodity Y and consume at point
E on indifference curve II (see trade triangle BCE ). On the contrary, Nation 2 will export
Y for X and consume at point E ′, which coincides with point E (see trade triangle B ′C ′E ′).

Note that Nation 1’s exports of commodity X equal Nation 2’s imports of commodity
X (i.e., BC = C ′E ′). Similarly, Nation 2’s exports of commodity Y equal Nation 1’s
imports of commodity Y (i.e., B ′C ′ = CE ). At PX /PY > PB , Nation 1 wants to export
more of commodity X than Nation 2 wants to import at this high relative price of X, and
PX /PY falls toward PB . On the contrary, at PX /PY < PB , Nation 1 wants to export less
of commodity X than Nation 2 wants to import at this low relative price of X, and PX /PY
rises toward PB . This tendency of PX /PY could also be explained in terms of commodity Y.

Also to be noted is that point E involves more of Y but less of X than point A. Nev-
ertheless, Nation 1 gains from trade because point E is on higher indifference curve II .
Similarly, even though point E ′ involves more X but less Y than point A′, Nation 2 is also
better off because point E ′ is on higher indifference curve II . This pattern of specialization
in production and trade and consumption will remain the same until there is a change in
the underlying demand or supply conditions in commodity and factor markets in either or
both nations.

It is now instructive briefly to compare Figure 5.4 with Figure 3.4. In Figure 3.4, the
difference in the production frontiers of the two nations is reinforced by their difference
in tastes, thus making the autarky-relative commodity prices in the two nations differ even
more than in Figure 5.4. On the other hand, the tastes of the two nations could be different
in such a way as to make mutually beneficial trade impossible. This would occur if the
different indifference curves in the two nations were tangent to their respective and different
production frontiers in such a way as to result in equal autarky-relative commodity prices
in the two nations. This is assigned as end-of-chapter Problem 4, with the answer on the
website.

Note also that the H–O theory does not require identical tastes (i.e., equal indifference
curves) in the two nations. It only requires that if tastes differ, they do not differ sufficiently to
neutralize the tendency of different factor endowments and production possibility curves from
leading to different relative commodity prices and comparative advantage in the two nations .
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Thus, in a sense, Figure 3.4 can be regarded as a more general illustration of the H–O model
than Figure 5.4. Case Study 5-3 identifies the factor intensity of various industries and then
Case Study 5-4 examines whether the patterns of trade of some of the leading developed
and developing countries conforms to their factor endowments, as predicted by the H–O
theory.

■ CASE STUDY 5-3 Classification of Major Product Categories in Terms of Factor Intensity

Table 5.3 gives the approximate factor intensity of
the major product categories entering into interna-
tional trade. It must be pointed out, however, that
in this age of globalization and outsourcing of parts

■ TABLE 5.3. Factor Intensity of Major Product Categories

Arable Land and Other Natural Resource-Intensive Products:
Agricultural products (food and raw materials)
Fuels and mining products (ores and other minerals, fuels, and nonferrous metals)

Capital-Intensive Products:
Iron and steel
Agricultural chemicals
Automotive products (automotive vehicles, parts, and engines)

R&D Scientists and Other Highly Skilled Labor-Intensive Products:
Chemicals (pharmaceuticals and other chemicals, excluding agricultural)
Office and telecommunications equipment
Civilian aircraft, engines, and parts
Machinery (power generating, nonelectrical, and electrical machinery)
Scientific and controlling instruments

Unskilled Labor-Intensive Products
Textiles
Clothing and footwear
Personal and household goods

Source: World Trade Organizations, International Trade Statistics, (Geneva: WTO, 2008); and J.
Romalis, ‘‘Factor Proportions and the Structure Commodity of Trade,’’ American Economic Review,
March 2004, pp. 67–97.

and components from abroad, the overall average
factor intensity of a product may be different from
that of some of its parts and components.

(continued)

■ CASE STUDY 5-4 The Factor Intensity of Trade of Various Countries

We now look at trade data for the year 2006 to
determine the factor intensities of the net exports
of the various countries examined in Case Study
5-1 to see if their trade broadly corresponded to
their relative factor endowments.

United States: In 2006, the United States had
a net export surplus in products intensive in
R&D and other highly skilled labor (such as

chemicals other than pharmaceuticals, aircrafts,
integrated circuits, power-generating machinery,
and scientific and controlling instruments), and
a net import surplus in some natural resource
products (such as fuels) and products intensive
in unskilled labor (such as textiles, clothing, and
personal and household goods). These correspond
to the broad relative factor endowments of the
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■ CASE STUDY 5-4 Continued

United States and conform to the predictions of
the H–O theory. On the other hand, the United
States had a net trade deficit in other products
intensive in R&D and highly skilled labor, such
as pharmaceuticals, machinery (other than power
generating machinery), and office and telecommu-
nications equipment, and a net exporter of agricul-
tural products, when we would have expected the
opposite. The United States was also a large net
importer of some capital-intensive products (such
as iron and steel, and automotive products), in
which we would have expected its trade to be
more or less balanced.

Japan: Japan had a large net export surplus in
capital-intensive products and products intensive
in R&D and other highly skilled labor, and a very
large net import surplus in products intensive in
natural resources and unskilled labor—as expected
from Japan’s relative factor endowments. Japan
also had large net imports surplus of commercial
aircrafts.

European Union: As predicted by its relative fac-
tor abundance, the European Union (EU-27) had
a net export surplus in capital-intensive products
and in products intensive in R&D and other highly
skilled labor, and a net import surplus in agricul-
tural products, fuels and mining products, textiles
and clothing, and personal and household goods.
But the EU had also a large net import surplus in
office and telecom equipment, which is not in con-
formity with its relative abundance of R&D and
other highly skilled labor.

Canada: Canada’s trade was dominated by a very
large net export surplus in agricultural products and

fuels and mining products, and a large net import
surplus of products intensive in unskilled labor as
predicted by its relative factor endowments. Con-
trary to its relative abundance, however, Canada
had a net import surplus in almost all other capital
and skill-intensive products, except for automotive
products (which was mostly in balance).

China: As predicted by its relative factor endow-
ments, China had a large import surplus in agricul-
tural, fuel, and mining products, and a large export
surplus in iron and steel, in transport equipment
other than automotive, and in office and telecom
equipment, electrical machinery, textiles, clothing,
and personal and household goods. Contrary to its
relative factor endowments, however, China had net
import surplus in chemicals other than pharmaceu-
ticals, integrated circuits, automotive products, and
power-generating and nonelectrical machinery.

Other Countries: As for the other countries, the
trade of India, Russia, Brazil, Korea, and Mex-
ico reflected to a large extent their relative factor
endowments, but with some major exceptions.

In summary, we can say that a great deal
of the trade of most of the largest developed and
developing countries took place as predicted by the
factor endowment (H–O) theory, but there were
some important exceptions. More rigorous tests
of the H–O theory are discussed in Section 5.6.
Changes in comparative advantage over time are
examined in Chapter 7.

Source: World Trade Organization, International Trade
Statistics , Geneva, 2008.

5.5 Factor–Price Equalization and Income Distribution
In this section, we examine the factor–price equalization theorem , which is really a corol-
lary, since it follows directly from the H–O theorem and holds only if the H–O theorem
holds. It was Paul Samuelson (1970 Nobel prize in economics) who rigorously proved this
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factor–price equalization theorem (corollary). For this reason, it is sometimes referred to as
the Heckscher–Ohlin–Samuelson theorem (H–O–S theorem, for short).

In Section 5.5a, we state the theorem and explain its meaning. Section 5.5b presents an
intuitive proof of the factor–price equalization theorem. In Section 5.5c, we examine the
related question of the effect of international trade on the distribution of income within each
trading nation. Section 5.5d extends the analysis to the case where one or more factors of
production are not mobile but specific to an industry. Finally, in Section 5.5e, we briefly
consider the empirical relevance of the factor–price equalization theorem. The rigorous proof
of the factor–price equalization theorem and of the specific-factors model are presented in
the appendix to this chapter and requires the tools of analysis of intermediate microeconomic
theory reviewed in the appendix to Chapter 3.

5.5A The Factor–Price Equalization Theorem
Starting with the assumptions given in Section 5.2a, we can state the factor–price equaliza-
tion (H–O–S) theorem as follows: International trade will bring about equalization in the
relative and absolute returns to homogeneous factors across nations . As such, international
trade is a substitute for the international mobility of factors.

What this means is that international trade will cause the wages of homogeneous labor
(i.e., labor with the same level of training, skills, and productivity) to be the same in all
trading nations (if all of the assumptions of Section 5.2a hold). Similarly, international trade
will cause the return to homogeneous capital (i.e., capital of the same productivity and risk)
to be the same in all trading nations. That is, international trade will make w the same
in Nation 1 and Nation 2; similarly, it will cause r to be the same in both nations. Both
relative and absolute factor prices will be equalized.

From Section 5.4, we know that in the absence of trade the relative price of commodity X
is lower in Nation 1 than in Nation 2 because the relative price of labor, or the wage rate, is
lower in Nation 1. As Nation 1 specializes in the production of commodity X (the L-intensive
commodity) and reduces its production of commodity Y (the K -intensive commodity), the
relative demand for labor rises, causing wages (w) to rise, while the relative demand for
capital falls, causing the interest rate (r) to fall. The exact opposite occurs in Nation 2. That
is, as Nation 2 specializes in the production of Y and reduces its production of X with trade,
its demand for L falls, causing w to fall, while its demand for K rises, causing r to rise.

To summarize, international trade causes w to rise in Nation 1 (the low-wage nation)
and to fall in Nation 2 (the high-wage nation). Thus, international trade reduces the pretrade
difference in w between the two nations. Similarly, international trade causes r to fall
in Nation 1 (the K -expensive nation) and to rise in Nation 2 (the K -cheap nation), thus
reducing the pretrade difference in r between the two nations. This proves that international
trade tends to reduce the pretrade difference in w and r between the two nations.

We can go further and demonstrate that international trade not only tends to reduce the
international difference in the returns to homogeneous factors, but would in fact bring about
complete equalization in relative factor prices when all of the assumptions made hold. This
is so because as long as relative factor prices differ, relative commodity prices differ and
trade continues to expand. But the expansion of trade reduces the difference in factor prices
between nations. Thus, international trade keeps expanding until relative commodity prices
are completely equalized, which means that relative factor prices have also become equal
in the two nations.
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5.5B Relative and Absolute Factor–Price Equalization
We can show graphically that relative factor prices are equalized by trade in the two nations
(if all the assumptions of Section 5.2a hold). In Figure 5.5, the relative price of labor (w /r)
is measured along the horizontal axis, and the relative price of commodity X (PX /PY ) is
measured along the vertical axis. Since each nation operates under perfect competition and
uses the same technology, there is a one-to-one relationship between w /r and PX /PY . That
is, each w /r ratio is associated with a specific PX /PY ratio.

Before trade, Nation 1 is at point A, with w /r = (w /r)1 and PX /PY = PA, while
Nation 2 is at point A′, with w /r = (w /r)2 and PX /PY = PA′ . With w /r lower
in Nation 1 than in Nation 2 in the absence of trade, PA is lower than PA′ so
that Nation 1 has a comparative advantage in commodity X.

As Nation 1 (the relatively L-abundant nation) specializes in the production of commodity
X (the L-intensive commodity) and reduces the production of commodity Y, the demand
for labor increases relative to the demand for capital and w /r rises in Nation 1. This
causes PX /PY to rise in Nation 1. On the other hand, as Nation 2 (the K -abundant nation)
specializes in the production of commodity Y (the K -intensive commodity), its relative
demand for capital increases and r /w rises (i.e., w /r falls). This causes PY /PX to rise (i.e.,
PX /PY to fall) in Nation 2. The process will continue until point B = B ′, at which PB =
PB ′ and w /r = (w /r)

∗
in both nations (see Figure 5.5). Note that PB = PB ′ only if w/r is

identical in the two nations, since both nations operate under perfect competition and use
the same technology (by assumption). Note also that PB = PB ′ lies between PA and PA′ , and
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FIGURE 5.5. Relative Factor–Price Equalization.
The horizontal axis measures w/r and the vertical axis PX /PY . Before trade, Nation 1 is at point A, with
w/r = (w/r)1 and PX /PY = PA while Nation 2 is at point A ′, with w/r = (w/r)2 and PX /PY = PA ′ . Since w/r
is lower in Nation 1 than in Nation 2, PA is lower than PA ′ so that Nation 1 has a comparative advantage
in commodity X. As Nation 1 specializes in the production of commodity X with trade and increases the
demand for labor relative to capital, w/r rises. As Nation 2 specializes in the production of commodity Y
and increases its relative demand for capital, r/w rises (i.e., w/r falls). This will continue until point B = B ′,
at which PB = PB ′ and w/r = (w/r)∗ in both nations.
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(w /r)
∗

lies between (w /r)1 and (w /r)2. To summarize, PX /PY will become equal as a result
of trade, and this will occur only when w /r has also become equal in the two nations (as
long as both nations continue to produce both commodities). A more rigorous and difficult
proof of the relative factor–price equalization theorem is given in the appendix.

The preceding paragraph shows the process by which relative, not absolute, factor prices
are equalized. Equalization of absolute factor prices means that free international trade also
equalizes the real wages for the same type of labor in the two nations and the real rate of
interest for the same type of capital in the two nations. However, given that trade equalizes
relative factor prices, that perfect competition exists in all commodity and factor markets,
and that both nations use the same technology and face constant returns to scale in the
production of both commodities, it follows that trade also equalizes the absolute returns to
homogeneous factors. A rigorous and difficult proof of absolute factor–price equalization
is presented in the appendix to this chapter, following the proof of relative factor–price
equalization.

Note that trade acts as a substitute for the international mobility of factors of production
in its effect on factor prices. With perfect mobility (i.e., with complete information and no
legal restrictions or transportation costs), labor would migrate from the low-wage nation
to the high-wage nation until wages in the two nations became equal. Similarly, capital
would move from the low-interest to the high-interest nation until the rate of interest was
equalized in the two nations. While trade operates on the demand for factors, factor mobility
operates on the supply of factors . In either case, the result is complete equalization in
the absolute returns of homogeneous factors. With some (rather than perfect) international
mobility of factors, a smaller volume of trade would be required to bring about equality in
factor returns between the two nations.

5.5C Effect of Trade on the Distribution of Income
In the previous section we examined the effect of international trade on the difference in
factor prices between nations , but in this section we analyze the effect of international trade
on relative factor prices and income within each nation . These two questions are certainly
related, but they are not the same.

Specifically, we have seen in Section 5.5a that international trade tends to equalize w in
the two nations and also to equalize r in the two nations. We now want to examine how
international trade affects real wages and the real income of labor in relation to real interest
rates and the real income of owners of capital within each nation. Do the real wages and
income of labor rise or fall in relation to the real interest rates and earnings of owners of
capital in the same nation as a result of international trade?

From our discussion in Section 5.5a, we know that trade increases the price of the
nation’s abundant and cheap factor and reduces the price of its scarce and expensive factor.
In terms of our example, w rises and r falls in Nation 1, while w falls and r rises in Nation
2. Since labor and capital are assumed to remain fully employed before and after trade, the
real income of labor and the real income of owners of capital move in the same direction
as the movement in factor prices. Thus, trade causes the real income of labor to rise and
the real income of owners of capital to fall in Nation 1 (the nation with cheap labor and
expensive capital). On the other hand, international trade causes the real income of labor to
fall and the real income of owners of capital to rise in Nation 2 (the nation with expensive
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labor and cheap capital). This is the conclusion of the Stolper–Samuelson theorem , which
is examined in detail in Section 8.4c.

Since in developed nations (e.g., the United States, Germany, Japan, France, Britain,
Italy, Canada) capital is the relatively abundant factor (as in our Nation 2), international
trade tends to reduce the real income of labor and increase the real income of owners of
capital. This is why labor unions in developed nations generally favor trade restrictions. In
less developed nations (e.g., India, Egypt, Korea, Mexico), however, labor is the relatively
abundant factor, and international trade will increase the real income of labor and reduce
the real income of owners of capital.

Since, according to the Heckscher–Ohlin theory, international trade causes real wages
and the real income of labor to fall in a capital-abundant and labor-scarce nation such as the
United States, shouldn’t the U.S. government restrict trade? The answer is almost invariably
no. The reason is that the loss that trade causes to labor (particularly unskilled labor; see
Case Study 5-5) is less than the gain received by owners of capital. With an appropriate
redistribution policy of taxes on owners of capital and subsidies to labor, both broad classes
of factors of production can benefit from international trade. Such a redistribution policy
can take not only the form of retraining labor displaced by imports but also the form of tax
relief for labor and provision of some social services. We return to this important question
in our discussion of trade restrictions in Chapters 8 and 9.

(continued)

■ CASE STUDY 5-5 Has International Trade Increased U.S. Wage Inequalities?

Has international trade increased wage inequalities
between skilled and unskilled workers in the
United States and other industrial countries
during the past two decades? The answer is yes,
but it was probably not a major cause. First,
some facts. Between 1979 and 1993, average
real wages declined by more than 20 percent
for U.S. high school graduates but rose by 11
percent for college graduates, resulting in a large
increase in skilled–unskilled workers’ real wage
inequalities. According to another study, the real
wage differential between college and high school
graduates in the United States increased by 63
percent between 1973 and 1996. The question is
how much did international trade contribute to
this increase?

Here there are wide disagreements. Some
economists, such as Wood (1994, 1995, 1998),
Borjas and Ramey (1994), Sachs and Shatz (1994,
1996), Rodrik (1997), and Feenstra and Hanson
(2009) argue that the growth of manufactured
exports from newly industrializing economies
(NIEs) was the major cause of the increased wage

inequalities in the United States and unemploy-
ment in Western Europe between 1980 and 2000.
Other economists, such as Krugman and Lawrence
(1994), Bhagwati and Kosters (1994), Krugman
(1995, 2000), Slaughter and Wagel (1997), Cline
(1997), and OECD (1998), however, point out
that industrial countries’ nonpetroleum imports
from low-wage countries are only about 3 percent
of their GDP and, hence, it could not possibly
have been the major cause of the large fall
in the real wages of unskilled workers in the
United States and large increase in unemployment
(because of more rigid wages) in Western
Europe. They acknowledge that international
trade certainly contributed to the unskilled
workers’ problems in industrial countries, but
that it played only a minor role in (i.e., it may
have been responsible for no more than 10 to 15
percent) the increase in U.S. skilled–unskilled
real wage inequalities. Most of the increase
in unskilled–skilled real wage inequalities was
probably due to technological changes, such as
automation and the computerization of many jobs,
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■ CASE STUDY 5-5 Continued

which sharply reduced the demand for unskilled
workers in the United States and Europe.

The weight of evidence seems to be with
this latter view—international trade seems to have
had only a small direct impact (about 10%) on the
demand and wages of unskilled labor in industrial
nations from 1980 to 2000. Most of the increase
in wage inequality was due to other factors (see
Table 5.4). Despite the sharp increase in interna-
tional trade and off-shoring during the past two

■ TABLE 5.4. Sources of Wage Inequalities
in the United States

Source of Wage Inequality Contribution (in percent)

Technological change 37.7
Trade 10.1
Stagnant minimum wage 7.2
Decline of unions 4.4
Immigration 2.9
Unexplained 37.7

Source: ‘‘At the Heart of the Trade Debate: Inequity,’’ The
Wall Street Journal , October 31, 1997, p. A2.

decades, Lawrence (2008) and Krugman (2008)
agree with that conclusion, and so does Lippoldt
(2012). To the extent, however, that international
trade and off-shoring led to more rapid technologi-
cal change, Ebenstein et al. (2009) found that their
effect on wage inequalities in the United States
was much greater and comparable to that of tech-
nological change. Also refer to Case Studies 1-3,
3-3, and 3-4.

5.5D The Specific-Factors Model
The effect of international trade on the distribution of income discussed in the previous
section is based on the assumption that factors are perfectly mobile among the nation’s
industries or sectors. Although this is likely to be true in the long run, it may not be true in
the short run, when some factors (say, capital) may be immobile or specific to some industry
or sector. In this case, the conclusions of the Heckscher–Ohlin model on the effects of inter-
national trade on distribution need to be modified as explained by the specific-factors model.

In order to examine the specific-factors model, suppose that a nation that is relatively
labor-abundant produces two commodities: commodity X, which is L intensive, and com-
modity Y, which is K intensive. Both commodities are produced with labor and capital, but
labor is mobile between the two industries while capital is specific to each industry. That is,
the capital used in the production of X (say, food) cannot be used in the production of Y (say,
cloth), and vice versa. This is like having three factors of production: labor (which is used
in and is mobile between the production of X and Y), natural resources (arable land), which
are used only in the production of X, and capital, which is used only in the production of Y.

With the opening of trade, the nation will specialize in the production of and will
export commodity X (the labor-intensive commodity) and import commodity Y (the specific
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capital-intensive commodity). This will increase the relative price of X (i.e., PX /PY ) and
the demand and nominal wage rate of labor in the nation. Some labor will move from the
production of Y to the production of X. Since labor is mobile between the two industries,
industry Y will have to pay the higher going nominal wage rate for labor even while facing
a reduction in PY /PX and the transfer of some its labor to the production of X.

The effect of this on the real wage rate of labor in the nation is ambiguous. The reason
is that the increase in PX /PY and in the derived demand for labor will be greater than the
increase in the nominal wage rate (since the supply of labor is not vertical—this is explained
and shown in Figure 5.9 in the appendix), and so the real wage rate of labor falls in terms
of commodity X. On the contrary, since the nominal wage rate increased but the price of
commodity Y (the import-competing commodity) declined in the nation, the real wage rate
increased in terms of commodity Y. Thus, the real wage rate in the nation falls in terms of
X but rises in terms of Y. The effect on the real wage of labor is, therefore, ambiguous.
The real wage and income will fall for those workers who consume mainly commodity X
and will increase for those workers who consume mainly commodity Y.

The result for specific capital is not ambiguous. Since capital is specific to each industry,
opening trade does not lead to any transfer of capital from the production of commodity Y to
the production of commodity X in the nation. With more labor used with the given specific
capital in the production of X (the nation’s export commodity), the real return on capital in
the production of X rises. On the contrary, with less labor used with the same amount of
specific capital in the production of Y (the nation’s import-competing commodity), the real
return on the specific capital used in the production of Y falls.

The conclusion reached by the specific-factors model is that trade will have an ambiguous
effect on the nation’s mobile factors, benefit the immobile factors specific to the nation’s
export commodities or sectors, and harm the immobile factors specific to the nation’s
import-competing commodities or sectors . In the previously mentioned example, the open-
ing of trade will have an ambiguous effect on the real wage and income of labor (the
nation’s mobile factor), will increase the real return on the specific capital used in the pro-
duction of X (the nation’s export commodity), and will reduce the real return on the other
specific factor used in the production of commodity Y (the nation’s import-competing
commodity). If the specific factor used in the production of X was natural resources, then
opening of trade would increase the real return or rent on land, reduce the real return on
capital used in the production of Y, and have an ambiguous effect on labor. (See Appendix
A5.4 for the rigorous proof of this theorem.)

5.5E Empirical Relevance
Has international trade equalized the returns to homogeneous factors in different nations in
the real world? Even casual observation clearly indicates that it has not. Thus, wages are
much higher for doctors, engineers, technicians, mechanics, secretaries, and laborers in the
United States and Germany than in Korea and Mexico.

The reason for this is that many of the simplifying assumptions on which the H–O–S
theory rests do not hold in the real world. For example, nations do not use exactly the same
technology, and transportation costs and trade barriers prevent the equalization of relative
commodity prices in different nations. Furthermore, many industries operate under condi-
tions of imperfect competition and nonconstant returns to scale. It should not be surprising,
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■ CASE STUDY 5-6 Convergence of Real Wages among Industrial Countries

Table 5.5 shows that real hourly wages in man-
ufacturing in the leading industrial countries have
converged in U.S. wages over time. Specifically,
average wages abroad rose from 27 percent of
U.S. wages in 1959 to 43 percent in 1983, 96 per-
cent in 1997, and 103 percent in 2010. Although
the rapid expansion of international trade over this
period is likely to have been an important reason

■ TABLE 5.5. Real Hourly Wage in Manufacturing in the Leading
Industrial Countries as a Percentage of the U.S. Wage

Country 1959 1983 1997 2007

Japan 11 24 97 92
Italy 23 42 85 96
France 27 41 108 117
United Kingdom 29 35 80 85
Germany 29 56 126 126
Canada 42 57 82 103
Unweighted average 27 43 96 103
United States 100 100 100 100

Source: U.S. Bureau of Labor Statistics, Bulletins. December 2011.

for the wage convergence, other important forces
were also at work, such as the reduction of the
technological gap between the United States and
the other leading industrial countries, the smaller
growth of the labor force in the latter group of
countries than in the United States, and increased
international labor mobility.

therefore, that international trade has not equalized wages and interest rates for homogeneous
factors in different nations.

Under these circumstances, it is more realistic to say that international trade has reduced ,
rather than completely eliminated, the international difference in the returns to homogeneous
factors. Although international trade seems to have reduced differences in real wages in
manufacturing among the leading industrial countries (see Case Study 5-6), this cannot be
regarded as “proof ” of the theory, and it is even more difficult to give a clear-cut answer
for other countries and other factors.

The reason for this is that, even if international trade has operated to reduce absolute
differences in factor returns among nations, many other forces were operating at the same
time, preventing any such relationship from becoming clearly evident. For example, while
international trade may have tended to reduce the difference in real wages and incomes
for the same type of labor between the United States and Egypt, technological advances
occurred more rapidly in the United States than in Egypt, so that the difference in earnings
has in fact increased. This seems indeed to have been the case between developed nations
as a group and most developing nations since World War II.

Once again, this does not disprove the factor–price equalization theorem, since in the
absence of trade these international differences might have been much greater than they are
now. In any event, the factor–price equalization theorem is useful because it identifies crucial
forces affecting factor prices and provides important insights into the general equilibrium
nature of our trade model and of economics in general.
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One thing the factor–price equalization theorem does not say is that international trade
will eliminate or reduce international differences in per capita incomes . It only predicts
that international trade will eliminate or reduce international differences in the returns to
homogeneous factors . Even if real wages were to be equalized among nations, their per
capita incomes could still remain widely different. Per capita income depends on many
other forces not directly related to the factor–price equalization theorem. These other forces
include the ratio of skilled to unskilled labor, the participation rate in the labor force, the
dependency rate, the type of effort made by workers, and so on. For example, Japan has
a higher ratio of skilled to unskilled labor than India, a higher participation rate and lower
dependency rate, and Japanese workers seem to thrive on work and precision. Thus, even
if wages for the same type of labor were exactly the same in Japan and India, Japan would
end up with a much higher per capita income than India.

5.6 Empirical Tests of the Heckscher–Ohlin Model
This section presents and evaluates the results of empirical tests of the Heckscher–Ohlin
model. A model must be successfully tested empirically before it is accepted as a theory. If
a model is contradicted by empirical evidence, it must be rejected and an alternative model
drawn up.

In Section 5.6a, we present the results of the original empirical test of the
Heckscher–Ohlin model, conducted by Wassily Leontief . Since these results seemed to
conflict with the model, many attempts were made to reconcile them with the model;
in the process numerous other empirical tests were undertaken. These are discussed in
Section 5.6b. In Section 5.6c, we look at the situation called factor-intensity reversal ,
which, if very prevalent, would also lead to rejection of the H–O model. Empirical tests,
however, indicate that this is not a very frequent occurrence in the real world.

5.6A Empirical Results—The Leontief Paradox
The first empirical test of the Heckscher–Ohlin model was conducted by Wassily Leontief
in 1951 using U.S. data for the year 1947. Since the United States was the most K -abundant
nation in the world, Leontief expected to find that it exported K -intensive commodities and
imported L-intensive commodities.

For this test, Leontief utilized the input–output table of the U.S. economy to calculate
the amount of labor and capital in a “representative bundle” of $1 million worth of U.S.
exports and import substitutes for the year 1947. (The input–output table is a table showing
the origin and destination of each product in the economy. Leontief himself had contributed
importantly to the development of this new technique of analysis and received the Nobel
prize in 1973 for his contributions.)

To be noted is that Leontief estimated K /L for U.S. import substitutes rather than
for imports. Import substitutes are commodities, such as automobiles, that the United
States produces at home but also imports from abroad (because of incomplete specializa-
tion in production). Leontief was forced to use U.S. data on import substitutes because
foreign production data on actual U.S. imports were not available. However, Leontief cor-
rectly reasoned that even though U.S. import substitutes would be more K intensive than
actual imports (because K was relatively cheaper in the United States than abroad), they
should still be less K intensive than U.S. exports if the H–O model held true. Of course, the
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use of U.S. data on import substitutes, instead of foreign data on actual U.S. imports, also
eliminated from the calculations commodities, such as coffee and bananas, not produced at
all in the United States.

The results of Leontief’s test were startling. U.S. import substitutes were about 30 percent
more K intensive than U.S. exports. That is, the United States seemed to export L-intensive
commodities and import K -intensive commodities. This was the opposite of what the H–O
model predicted, and it became known as the Leontief paradox (see Case Study 5-7).

■ CASE STUDY 5-7 Capital and Labor Requirements in U.S. Trade

Table 5.6 gives the capital and labor requirements
per million dollars of U.S. exports and import
substitutes, as well as the capital/worker-year for
imports relative to exports. For example, divid-
ing the capital/worker-year of $18,180 for U.S.
import substitutes by the capital/worker-year of
$14,010 for exports using 1947 data (see the
third row of the table), Leontief obtained the
capital/worker-year for imports relative to exports
of 1.30. Since the United States is a relatively
capital-abundant nation and U.S. import substitutes

■ TABLE 5.6. Capital and Labor Requirements per Million Dollars of U.S. Exports
and Import Substitutes

Import Imports
Exports Substitutes Exports

Leontief
(1947 input requirements, 1947 trade):

Capital $2, 550, 780 $3, 091, 339
Labor (worker-years) 182 170
Capital/worker-year $14, 010 $18, 180 1.30

Leontief
(1947 input requirements, 1951 trade):

Capital $2, 256, 800 $2, 303, 400
Labor (worker-years) 174 168
Capital/worker-year $12, 977 $13, 726 1.06
Capital/worker-year, excluding natural

resources
0.88

Baldwin
(1958 input requirements, 1962 trade):

Capital $1, 876, 000 $2, 132, 000
Labor (worker-years) 131 119
Capital/worker-year $14, 200 $18, 000 1.27
Capital/worker-year, excluding natural

resources
1.04

Capital/worker-year, excluding natural
resources and including human capital

0.92

Sources: Leontief (1951, 1956) and Baldwin (1971). See the Selected Bibliography at the end of the chapter.

are more capital intensive than U.S. exports, we
have a paradox. Using 1951 trade data, the K /L
ratio for imports/exports fell to 1.06, and, exclud-
ing natural resource industries, the ratio fell to
0.88 (thus eliminating the paradox). Using 1958
input requirements and 1962 trade data, Baldwin
obtained the K /L ratio for imports/exports of 1.27.
When natural resource industries were excluded,
the ratio fell to 1.04, and when human capital was
included, it fell to 0.92 (once again, eliminating the
paradox).
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In the same study, Leontief tried to rationalize his results rather than reject the H–O
model. He argued that what we had here was an optical illusion: Since in 1947 U.S.
labor was about three times as productive as foreign labor, the United States was really
an L-abundant nation if we multiplied the U.S. labor force by 3 and compared this figure
to the availability of capital in the nation. Therefore, it was only appropriate that U.S.
exports should be L intensive in relation to U.S. import substitutes. This explanation is not
acceptable, and Leontief himself subsequently withdrew it. The reason is that while U.S.
labor was definitely more productive than foreign labor (though the multiple of 3 used by
Leontief was largely arbitrary), so was U.S. capital. Therefore, both U.S. labor and U.S.
capital should be multiplied by a similar multiple, leaving the relative abundance of capital
in the United States more or less unaffected.

Similarly invalid is another explanation that postulated that U.S. tastes were biased so
strongly in favor of K -intensive commodities as to result in higher relative prices for these
commodities in the United States. Therefore, the United States would export relatively
L-intensive commodities. The reason this explanation is not acceptable is that tastes are
known to be similar across nations. A study by Houthakker in 1957 on household consump-
tion patterns in many countries found that the income elasticity of demand for food, clothing,
housing, and other classes of goods was remarkably similar across nations. As a result, this
explanation of the Leontief paradox based on a difference in tastes is also unacceptable.

5.6B Explanations of the Leontief Paradox and Other Empirical
Tests of the H–O Model

One possible explanation of the paradox is that the year 1947, which Leontief used for
the test, was too close to World War II to be representative. Leontief himself answered
this criticism by repeating his study in 1956 using the 1947 input–output table of the U.S.
economy but 1951 trade data. (The year 1951 is usually taken to mark the completion of
postwar reconstruction.) This analysis showed that U.S. exports were only 6 percent more
L intensive than U.S. import substitutes. Leontief had reduced the paradox but had not
eliminated it (see Case Study 5-7).

A more general source of bias is that Leontief used a two-factor model (L and K ), thus
abstracting from other factors such as natural resources (soil, climate, mineral deposits,
forests, etc.). However, a commodity might be intensive in natural resources so that classi-
fying it as either K or L intensive (with a two-factor model) would clearly be inappropriate.
Furthermore, many production processes using natural resources—such as coal mining,
steel production, and farming—also require large amounts of physical capital. The U.S.
dependence on imports of many natural resources, therefore, might help explain the large
capital intensity of U.S. import-competing industries.

U.S. tariff policy was another source of bias in the Leontief study. A tariff is nothing else
than a tax on imports. As such, it reduces imports and stimulates the domestic production of
import substitutes. In a 1956 study, Kravis found that the most heavily protected industries
in the United States were the L-intensive industries. This biased the pattern of trade and
reduced the labor intensity of U.S. import substitutes, thus contributing to the existence of
the Leontief paradox.

Perhaps the most important source of bias was the fact that Leontief included in his
measure of capital only physical capital (such as machinery, other equipment, buildings, and
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so on) and completely ignored human capital. Human capital refers to the education, job
training, and health embodied in workers, which increase their productivity. The implication
is that since U.S. labor embodies more human capital than foreign labor, adding the human
capital component to physical capital would make U.S. exports more K intensive relative to
U.S. import substitutes. (In fairness to Leontief, it must be said that the analysis of human
capital became fully developed and fashionable only following the work of Schultz in 1961
and Becker in 1964.)

Somewhat related to human capital is the influence of research and development (R&D)
on U.S. exports. The “knowledge” capital resulting from R&D leads to an increase in the
value of output derived from a given stock of material and human resources. Even casual
observation shows that most U.S. exports are R&D and skill intensive. Thus, human and
knowledge capital are important considerations in determining the pattern of U.S. trade.
These were not considered by Leontief in his study.

The most important of the numerous empirical studies following a human capital approach
were undertaken by Kravis, Keesing, Kenen, and Baldwin. In two studies published in 1956,
Kravis found that wages in U.S. exports industries in both 1947 and 1951 were about 15
percent higher than wages in U.S. import-competing industries. Kravis correctly argued that
the higher wages in U.S. exports industries were a reflection of the greater productivity and
human capital embodied in U.S. exports than in U.S. import substitutes.

In a 1966 study, Keesing found that U.S. exports were more skill intensive than the
exports of nine other industrial nations for the year 1957. This reflected the fact that the
United States had the most highly trained labor force, embodying more human capital than
other nations.

It remained for Kenen , in a 1965 study, to actually estimate the human capital embodied
in U.S. exports and import-competing goods, add these estimates to the physical capital
requirements, and then recompute K /L for U.S. exports and U.S. import substitutes. Using
1947 data and without excluding products with an important natural resource content (as in
the original Leontief study), Kenen succeeded in eliminating the Leontief paradox.

In a 1971 study, Baldwin updated Leontief’s study by using the 1958 U.S. input–output
table and U.S. trade data for 1962. Baldwin found that excluding natural resource indus-
tries was not sufficient to eliminate the paradox unless human capital was included (see
Case Study 5-7). The paradox remained, however, for developing nations and for Canada.
Similar paradoxical results arose by using other countries’ data. A 1977 study by Branson
and Monoyios also raised some questions on the appropriateness of combining human and
physical capital into a single measure for the purpose of testing the H–O trade model.

In 1980 and 1984 publications, Leamer argued that in a multifactor world we should
compare the K /L ratio in production versus consumption rather than in exports versus
imports. Taking this approach to Leontief’s 1947 data, Leamer (1984) found that the K /L
ratio embodied in U.S. production was indeed greater than that embodied in U.S. consump-
tion, so that the paradox disappeared. This was confirmed in a 1981 study by Stern and
Maskus for the year 1972 and in a 1990 study by Salvatore and Barazesh for each year
from 1958 to 1981 when natural resource industries were excluded.

In a 1987 study, however, Bowen, Leamer, and Sveikauskas , using more complete
1967 cross-sectional data on trade, factor-input requirements, and factor endowments for
27 countries, 12 factors (resources), and many commodities, found that the H–O trade
model was supported only about half of the time. This seemed to inflict a devastating
blow on the validity of the H–O model. Subsequent research, however, does provide
support for some restricted form of the H–O trade model. In a 1993 study, Brecher and
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Choudhri found production evidence in support of the H–O model for U.S.–Canadian
trade; a 1994 study by Wood provided support for the H–O model for trade between
developed and developing countries based on differences in their relative availability
of skills and land, and so did a 1995 study by the World Bank (see Case Study 5-8).

■ CASE STUDY 5-8 The H–O Model with Skills and Land

Figure 5.6 shows that Africa (1) with relatively
more abundant land and fewer skilled workers
exports more primary commodities, whereas indus-
trial market economies (5) with relatively more
skilled workers export more manufactured goods.
Between Africa and industrial countries lie Latin
America (2), South Asia (3), and East Asia (4),
which have relatively less land and more skilled
workers than Africa and export relatively more
manufactured goods than Africa but fewer than
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manufactured 
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primary 
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Abundant land and 
scarce skilled workers

Legend:
(1) Sub-Saharan Africa; (2) Latin America and the Caribbean; (3) South Asia; 
(4) East Asia and the Pacific; (5) Industrial market economies 

Scarce land and 
abundant skilled workers

FIGURE 5.6. Comparative Advantage with Skills and Land.
The regression line shows that Africa with relatively more land and fewer skilled workers than other regions exports
more primary commodities and fewer manufactured goods than other regions.
Source: World Bank, World Development Report, Washington, D.C., 1995, p. 59.

industrial countries. The straight line in the figure
is the regression line showing the general relation-
ship between relative factor endowments and type
of exports. It was estimated for the year 1985 from
126 data points (not shown in the figure), each
referring to a country, and it shows a clear positive
relationship between skill availability and exports
of manufactures. The numbered circles in the figure
show regional averages.
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Additional evidence in support of the H–O model for trade in manufactured goods among
the largest industrial countries was also provided in 1996 by James and Elmslie, and more
broadly, but still qualified, by Leamer (1993), Leamer and Levinsohn (1995), and Wood
(1997).

More convincing evidence validating a qualified or restricted form of the H–O theory
comes from more recent research. Using data on a large sample of developed and develop-
ing countries over the 1970–1992 period and allowing for differences in technology among
nations, Harrigan and Zakrajsek (2000) show that factor endowments do explain compara-
tive advantage. Schott (2003, p. 686) provides “strong support for H–O specialization” by
utilizing more disaggregated data, which shows that countries specialize in the particular
subset of goods most suited to their specific factor endowments (showing, for example,
that considering all electrical machinery as hi-tech, as done in previous studies, was wrong
because electrical machinery also includes portable radios assembled by hand).

Additional evidence is provided by Davis and Weinstein (2001). They utilized the trade
data of ten countries (the United States, Japan, Germany, France, the United Kingdom, Italy,
Canada, Australia, Denmark, and the Netherlands) with the rest of the world. For 34 sectors,
over the 1970–1995 period, and allowing for different technologies and factor prices across
countries, the existence of nontraded goods, and transportation costs, Davis and Weinstein
show that countries export commodities intensive in their relatively abundant and cheap
factors of production and they do so in the predicted magnitudes.

More evidence is provided by Romalis (2004). By using a many-country version of the
Heckscher–Ohlin model with differentiated products and transportation costs, and detailed
bilateral trade data, Romalis (p. 67) conclude, “Countries capture larger shares of world pro-
duction and trade in commodities that more intensively use their abundant factor. Countries
that rapidly accumulate a factor see their production and export structures systematically
shift towards industries that intensively use that factor.”

Some support for the Heckscher–Ohlin model was also provided by Morrow (2010)
using panel data across 20 developed and developing countries over the 1985–1995 period
by considering also relative labor productivity differences across 24 manufacturing industries
(besides differences in factor endowments across nations). Chor (2010) provided additional
evidence by including relative institutional strengths of different countries. Trefler and Zhu
(2010) showed more support by using “the correct” (i.e., a better) definition of factor content
and input–output tables for 41 developed and developing countries for 24 industries for the
year 1997.

Thus, it seems (see Baldwin, 2008, pp. 174–175) that we can retain the traditional
Hecksher–Ohlin model for explaining trade between developed and developing countries
(often referred to as North–South trade) and a qualified or restricted version of the H–O
model for the much larger volume of trade among developed countries (i.e., North–North
trade) if the model is extended to allow for different technologies and factor prices across
countries, as well as the existence of nontraded goods, economies of scale, product differen-
tiation, and transportation costs. But then some would argue that not much is left from the
original H–O model and that all we have is a general factor-endowments trade model. The
next chapter will examine economies of scale, product differentiation, and technological
differences as additional or complementary factors determining comparative advantage and
international trade.
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5.6C Factor-Intensity Reversal
Factor-intensity reversal refers to the situation where a given commodity is the L-intensive
commodity in the L-abundant nation and the K -intensive commodity in the K -abundant
nation. For example, factor-intensity reversal is present if commodity X is the L-intensive
commodity in Nation 1 (the low-wage nation), and, at the same time, it is the K -intensive
commodity in Nation 2 (the high-wage nation).

To determine when and why factor-intensity reversal occurs, we use the concept of the
elasticity of substitution of factors in production. The elasticity of substitution measures
the degree or ease with which one factor can be substituted for another in production as the
relative price of the factor declines. For example, suppose that the elasticity of substitution
of L for K is much greater in the production of commodity X than in the production of
commodity Y. This means that it is much easier to substitute L for K (or vice versa) in the
production of commodity X than in the production of commodity Y.

Factor-intensity reversal is more likely to occur the greater is the difference in the elas-
ticity of substitution of L for K in the production of the two commodities. With a large
elasticity of substitution of L for K in the production of commodity X, Nation 1 will pro-
duce commodity X with L-intensive techniques because its wages are low. On the other
hand, Nation 2 will produce commodity X with K -intensive techniques because its wages
are high. If at the same time the elasticity of substitution of L for K is very low in the
production of commodity Y, the two nations will be forced to use similar techniques in
producing commodity Y even though their relative factor prices may differ greatly. As a
result, commodity X will be the L-intensive commodity in Nation 1 and the K -intensive
commodity in Nation 2, and we have a case of factor-intensity reversal.

When factor-intensity reversal is present, neither the H–O theorem nor the factor–price
equalization theorem holds. The H–O model fails because it would predict that Nation 1 (the
L-abundant nation) would export commodity X (its L-intensive commodity) and that Nation
2 (the K -abundant nation) would also export commodity X (its K -intensive commodity).
Since the two nations cannot possibly export the same homogeneous commodity to each
other, the H–O model no longer predicts the pattern of trade.

With factor-intensity reversal, the factor–price equalization theorem also fails to hold.
The reason for this is that as Nation 1 specializes in the production of commodity X
and demands more L, the relative and the absolute wage rate will rise in Nation 1 (the
low-wage nation). Conversely, since Nation 2 cannot export commodity X to Nation 1, it
will have to specialize in the production of and export commodity Y. Since commodity Y
is the L-intensive commodity in Nation 2, the demand for L and thus wages will also rise in
Nation 2. What happens to the difference in relative and absolute wages between Nation 1
and Nation 2 depends on how fast wages rise in each nation. The difference in relative and
absolute wages between the two nations could decline, increase, or remain unchanged as a
result of international trade, so that the factor–price equalization theorem no longer holds.

That factor-intensity reversal does occur in the real world is beyond doubt. The ques-
tion is how prevalent it is. If factor reversal is very prevalent, the entire H–O theory must
be rejected. If it occurs but rarely, we can retain the H–O model and treat factor rever-
sal as an exception. The frequency of factor reversal in the real world is an empirical
question.
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The first empirical research on this topic was a study conducted by Minhas in 1962, in
which he found factor reversal to be fairly prevalent, occurring in about one-third of the
cases that he studied. However, by correcting an important source of bias in the Minhas
study, Leontief showed in 1964 that factor reversal occurred in only about 8 percent of the
cases studied, and that if two industries with an important natural resource content were
excluded, factor reversal occurred in only 1 percent of the cases.

A study by Ball , published in 1966 and testing another aspect of Minhas’s results,
confirmed Leontief’s conclusion that factor-intensity reversal seems to be a rather rare
occurrence in the real world. As a result, the assumption that one commodity is L intensive
and the other commodity is K intensive (assumption 3 in Section 5.2) at all relevant relative
factor prices generally holds, so that the H–O model can be retained.

S U M M A R Y

1. The Heckscher–Ohlin theory presented in this chapter
extends our trade model of previous chapters to
explain the basis of (i.e., what determines) compar-
ative advantage and to examine the effect of interna-
tional trade on the earnings of factors of production.
These two important questions were left largely unan-
swered by classical economists.

2. The Heckscher–Ohlin theory is based on a number of
simplifying assumptions (some made only implicitly
by Heckscher and Ohlin). These are (1) two nations,
two commodities, and two factors of production; (2)
both nations use the same technology; (3) the same
commodity is labor intensive in both nations; (4) con-
stant returns to scale; (5) incomplete specialization in
production; (6) equal tastes in both nations; (7) perfect
competition in both commodities and factor markets;
(8) perfect internal but no international mobility of
factors; (9) no transportation costs, tariffs, or other
obstructions to the free flow of international trade;
(10) all resources are fully employed; and (11) trade
is balanced. These assumptions will be relaxed in
Chapter 6.

3. In a world of two nations (Nation 1 and Nation 2),
two commodities (X and Y), and two factors (labor
and capital), we say that commodity Y is capital
intensive if the capital–labor ratio (K /L) used in the
production of Y is greater than K /L for X in both
nations. We also say that Nation 2 is the K -abundant
nation if the relative price of capital (r /w ) is lower
there than in Nation 1. Thus, Nation 2’s production
frontier is skewed toward the Y-axis and Nation 1’s is
skewed toward the X-axis. Since the relative price of
capital is lower in Nation 2, producers there will use

more K -intensive techniques in the production of both
commodities in relation to Nation 1. Producers would
also substitute K for L (causing K /L to rise) in the
production of both commodities if the relative price of
capital declined. Commodity Y is unequivocally the
K -intensive commodity if K /L remains higher for Y
than for X in both nations at all relative factor prices.

4. The Heckscher–Ohlin, or factor-endowment, theory
can be expressed in terms of two theorems. According
to the H–O theorem, a nation will export the com-
modity intensive in its relatively abundant and cheap
factor and import the commodity intensive in its rel-
atively scarce and expensive factor. According to the
factor–price equalization (H–O–S) theorem, interna-
tional trade will bring about equalization of relative
and absolute returns to homogeneous factors across
nations. If some factors are specific (i.e., can only be
used in some industries), the specific-factors model
postulates that trade will have an ambiguous effect on
the nation’s mobile factors: It will benefit the immo-
bile factors that are specific to the nation’s export
commodities or sectors, and harm the immobile fac-
tors that are specific to the nation’s import-competing
commodities or sectors.

5. Out of all the possible forces that could cause a dif-
ference in pretrade-relative commodity prices between
nations, Heckscher and Ohlin isolate the difference in
factor endowments (in the face of equal technology
and tastes) as the basic determinant or cause of com-
parative advantage. International trade can also be a
substitute for the international mobility of factors in
equalizing relative and absolute returns to homoge-
neous factors across nations. The general equilibrium
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nature of the H–O theory arises from the fact that all
commodity and factor markets are components of an
overall unified system so that a change in any part
affects every other part.

6. The first empirical test of the H–O model was con-
ducted by Leontief using 1947 U.S. data. Leontief
found that U.S. import substitutes were about 30 per-
cent more K intensive than U.S. exports. Since the
United States is the most K -abundant nation, this
result was the opposite of what the H–O model pre-
dicted; this became known as the Leontief paradox.
Empirical results seem to show that the traditional
Heckscher–Ohlin model can explain trade between
developed and developing countries (often referred
to as North–South trade) and a highly qualified

or restricted version of the H–O can model the
much larger trade among developed countries (i.e.,
North–North trade).

7. Factor-intensity reversal refers to the situation where
a commodity is L intensive in the L-abundant nation
and K intensive in the K -abundant nation. This may
occur when the elasticity of substitution of factors in
production varies greatly for the two commodities.
With factor reversal, both the H–O theorem and the
factor–price equalization theorem fail. Minhas con-
ducted a test in 1962 that showed that factor reversal
was fairly prevalent. Leontief and Ball demonstrated,
however, that Minhas’s results were biased and that
factor reversal was a rather rare occurrence.

A L O O K A H E A D

In Chapter 6, we relax the assumptions of the
Heckscher–Ohlin model and examine complementary
trade theories that base international trade on economies
of scale and imperfect competition, and we evaluate their
relative importance as explanations of international trade

today. We will also look at the effect of transportation
costs and environmental standards on international trade
and the relationship between transportation costs and envi-
ronmental standards on the location of industry.
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Q U E S T I O N S F O R R E V I E W

1. In what ways does the Heckscher–Ohlin theory
represent an extension of the trade model pre-
sented in the previous chapters? What did classical
economists say on these matters?

2. State the assumptions of the Heckscher–Ohlin the-
ory. What is the meaning and importance of each
of these assumptions?
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3. What is meant by labor-intensive commodity?
Capital-intensive commodity? Capital–labor ratio?

4. What is meant by capital-abundant nation? What
determines the shape of the production frontier of
each nation?

5. What determines the capital–labor ratio in the pro-
duction of each commodity in both nations? Which
of the two nations would you expect to use a higher
capital–labor ratio in the production of both com-
modities? Why? Under what circumstance would
the capital–labor ratio be the same in the produc-
tion of both commodities in each nation?

6. If labor and capital can be substituted for each other
in the production of both commodities, when can
we say that one commodity is capital intensive and
the other labor intensive?

7. What does the Heckscher–Ohlin theory postulate?
Which force do Heckscher and Ohlin identify as
the basic determinant of comparative advantage and
trade?

8. What does the factor–price equalization theorem
postulate? What is its relationship to the interna-
tional mobility of factors of production?

9. Explain why the Heckscher–Ohlin theory is a gen-
eral equilibrium model.

10. What is meant by the Leontief paradox? What are
some possible explanations of the paradox? How
can human capital contribute to the explanation of
the paradox?

11. What were the results of empirical tests on the rela-
tionship between human capital and international
trade? Natural resources and international trade?
What is the status of the H–O theory today?

12. What is meant by factor-intensity reversal? How is
this related to the elasticity of substitution of factors
in production? Why would the prevalence of factor
reversal lead to rejection of the H–O theorem and
the factor–price equalization theorem? What were
the results of empirical tests on the prevalence of
factor reversal in the real world?

13. Did more recent research confirm or reject the H–O
model?

P R O B L E M S

1. Draw two sets of axes, one for Nation 1 and the
other for Nation 2, measuring labor along the hor-
izontal axis and capital along the vertical axis.

(a) Show by straight lines through the origin that
K /L is higher for commodity Y than for commod-
ity X in both nations in the absence of trade and
that K /L is higher in Nation 2 than in Nation 1
for both commodities.

(b) What happens to the slope of the lines mea-
suring K /L of each commodity in Nation 2 if r /w
rises in Nation 2 as a result of international trade?

(c) What happens to the slope of the lines mea-
suring K /L in Nation 1 if r /w falls in Nation 1 as
a result of international trade?

(d) Given the results of parts b and c, does inter-
national trade increase or reduce the difference in
the K /L in the production of each commodity in
the two nations as compared with the pretrade sit-
uation?

2. Without looking at the text,

(a) Sketch a figure similar to Figure 5.4 showing
the autarky equilibrium point in each nation and
the point of production and consumption in each
nation with trade.

(b) With reference to your figure in part a,
explain what determines the comparative advan-
tage of each nation.

(c) Why do the two nations consume different
amounts of the two commodities in the absence
of trade but the same amount with trade?

3. Starting with the production frontiers for Nation
1 and Nation 2 shown in Figure 5.4, show
graphically that even with a small difference in
tastes in the two nations, Nation 1 would continue
to have a comparative advantage in commodity X.

*4. Starting with the production frontiers for Nation
1 and Nation 2 shown in Figure 5.4, show
graphically that sufficiently different tastes in the
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two nations could conceivably neutralize the dif-
ference in their factor endowments and lead to
equal relative commodity prices in the two nations
in the absence of trade.

5. Starting with the production frontiers for Nation
1 and Nation 2 shown in Figure 5.4, show that
with an even greater difference in tastes in the
two nations, Nation 1 could end up exporting the
capital-intensive commodity.

6. A difference in factor endowments will cause the
production frontiers of two nations to be shaped
differently.

(a) What else could cause their production fron-
tiers to have different shapes?

(b) What assumption made by Heckscher and
Ohlin prevented this in the Heckscher–Ohlin
model?

(c) What are other possible causes of a differ-
ence in relative commodity prices between the two
nations in the absence of trade?

*7. Draw a figure similar to Figure 5.4 but showing
that the Heckscher–Ohlin model holds, even with
some difference in tastes between Nation 1 and
Nation 2.

8. If you have traveled to poor developing countries,
you will have noticed that people there consume
very different goods and services than U.S. con-
sumers. Does this mean that tastes in develop-
ing countries are very different from U.S. tastes?
Explain.

9. Starting from the pretrade equilibrium point in
Figure 5.4, assume that tastes in Nation 1 change
in favor of the commodity of its comparative
disadvantage (i.e., in favor of commodity Y).

(a) What is the effect of this change in tastes on
PX /PY in Nation 1? How did you reach such a
conclusion?

(b) What is the effect of this change in tastes on
r /w in Nation 1?

*= Answer provided at www.wiley.com/college/
salvatore.

(c) What is the effect of this on the volume of
trade and on the trade partner?

10. Comment on the following quotation: “The as-
sumptions necessary to bring about complete
equality in the returns to homogeneous factors
among nations are so restrictive and unrepresenta-
tive of actual reality that the theory can be said to
prove the opposite of what it seems to say—name-
ly, that there is no chance whatsoever that factor
prices will ever be equalized by free commodity
trade.”

11. In what way can international trade be said to have
contributed to increased wage inequalities in the
United States during the past 20 years?

12. sfasfd(a) Discuss the meaning and importance of the
Leontief paradox.

(b) Summarize the empirical results of Kravis,
Keesing, Kenen, and Baldwin on the importance
of human capital in helping to resolve the paradox.

(c) How was the paradox seemingly resolved
by Leamer, Stern, Maskus, and Salvatore and
Barazesh?

(d) What is the status of the controversy today?

*13. sfasfd(a) Draw a figure similar to Figure 5.1 showing
factor-intensity reversal.

(b) With reference to your figure, explain how
factor reversal could take place.

(c) Summarize the empirical results of Minhas,
Leontief, and Ball on the prevalence of factor
reversal in the real world.

14. Explain why, with factor-intensity reversal, inter-
national differences in the price of capital can
decrease, increase, or remain unchanged with
international trade.

15. sfasfd(a) Explain how more recent research tried to
verify the H–O model.

(b) Explain the results of these more recent
empirical tests.

(c) What general conclusion can be reached with
respect to the utility and acceptance of the H–O
model?
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APPENDIX
This appendix presents the formal proof of the factor–price equalization theorem and exam-
ines factor-intensity reversal. Section A5.1 repeats (with some modifications to fit our present
aim) the Edgeworth box diagrams of Nation 1 and Nation 2 from Figures 3.9 and 3.10.
Section A5.2 then examines how international trade brings about equality in relative factor
prices in the two nations. Section A5.3 shows that absolute factor prices are also equalized
across nations as a result of international trade. Section A5.4 examines the effect of trade
on the short-run distribution of income with the specific-factors model.

Sections A5.5 to A5.7 then feature factor-intensity reversal, utilizing the more advanced
analytical tools reviewed in the appendix to Chapter 3. Section A5.5 gives a diagram-
matic presentation of factor-intensity reversal. Section A5.6 presents the formula to measure
the elasticity of substitution of L for K in production and examines its relationship to
factor-intensity reversal. Section A5.7 discusses the method used to conduct empirical tests
to determine the prevalence of factor-intensity reversal in the real world.

A5.1 The Edgeworth Box Diagram for Nation 1 and Nation 2
Figure 5.7 shows the Edgeworth box diagram of Nation 2 superimposed on the box diagram
of Nation 1 in such a way that their origins for commodity X coincide. The origins for
commodity Y differ because Nation 1 has a relative abundance of labor, whereas Nation 2
has a relative abundance of capital. The box diagrams are superimposed on each other to
facilitate the analysis to follow.

Because both nations use the same technology , the isoquants for commodity X in the
two nations are identical (and are measured from the common origin OX ). Similarly, the
isoquants for commodity Y in the two nations are also identical (but are measured from
origin OY for Nation 1 and from origin OY ′ for Nation 2). X-isoquants farther from OX
refer to progressively higher outputs of X, while Y-isoquants farther from OY or OY ′ refer
to greater outputs of Y.

By joining all points where an X-isoquant is tangent to a Y-isoquant in each nation, we
obtain the nation’s production contract curve. Points A, F , and B on Nation 1’s production
contract curve in Figure 5.7 refer to corresponding points on Nation 1’s production frontier
(see Figure 3.9). Similarly, points A′, F ′, and B ′ on Nation 2’s production contract curve
refer to corresponding points on Nation 2’s production frontier. Note that the contract
curves of both nations bulge toward the lower right-hand corner because commodity X is
the L-intensive commodity in both nations.

A5.2 Relative Factor–Price Equalization
Figure 5.8 repeats Figure 5.7 but omits (to keep the figure simple) all isoquants as well as
points F and F ′ (which are not needed in the subsequent analysis). The no-trade equilibrium
point is A in Nation 1 and A′ in Nation 2 (as in Figures 3.3 and 3.4). The K /L ratio in
the production of commodity X is smaller in Nation 1 than in Nation 2. This is given by
the lesser slope of the line (not shown) from origin OX to point A as opposed to point A′.
Similarly, the K /L ratio in the production of commodity Y is also smaller in Nation 1 than
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FIGURE 5.7. The Edgeworth Box Diagram for Nation 1 and Nation 2—Once Again.
The Edgeworth box diagram of Nation 2 from Figure 3.10 is superimposed on the box diagram for Nation 1
from Figure 3.9 in such a way that their origins for commodity X coincide. Because both nations use the
same technology, the isoquants of commodity X are identical in the two nations. The same is true for
the Y-isoquants. The points on each nation’s production contract curve refer to corresponding points on
the nation’s production frontier. The contract curves of both nations bulge toward the lower right-hand
corner because commodity X is the L-intensive commodity in both nations.

in Nation 2. This is given by the smaller slope of the line (not shown) from OY to point A
as opposed to the slope of the line (also not shown) from OY ′ to point A′.

Since Nation 1 uses a smaller amount of capital per unit of labor (K /L) in the production
of both commodities with respect to Nation 2, the productivity of labor and therefore the
wage rate (w) are lower, while the productivity of capital and therefore the rate of interest
(r) are higher, in Nation 1 than in Nation 2. This is always the case when both nations use
a production function that is homogeneous of degree one, showing constant returns to scale
(as assumed throughout).

With a lower w and a higher r , w /r is lower in Nation 1 than in Nation 2. This is
consistent with the relative physical abundance of labor in Nation 1 and capital in Nation 2.
The lower w /r in Nation 1 at autarky point A is reflected in the smaller (absolute) slope
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FIGURE 5.8. Formal Proof of the Factor–Price Equalization Theorem.
At the no-trade equilibrium point A in Nation 1 and A ′ in Nation 2, K/L is lower in the production of both
commodities in Nation 1 than in Nation 2. These are given by the lower slopes of straight lines (not shown)
from OX and OY or OY ′ to points A and A ′. Since w/r (the absolute slope of the solid line through point A)
is lower in Nation 1 and commodity X is L intensive, Nation 1 specializes in the production of commodity
X until it reaches point B. Nation 2 specializes in Y until it reaches point B ′. At B and B ′, K/L and therefore
w/r are the same in both nations.

of the (short and solid) straight line through point A as opposed to the corresponding line
at point A′. (The straight lines are the common tangents to the X- and Y-isoquants—not
shown in Figure 5.8—at point A and point A′.)

To summarize, we can say that at the no-trade equilibrium point A, Nation 1 uses a
smaller K /L ratio in the production of both commodities with respect to Nation 2. This
results in lower productivity of labor and higher productivity of capital in Nation 1 than in
Nation 2. As a result, w /r is lower in Nation 1 (the L-abundant nation) than in Nation 2.

Since Nation 1 is the L-abundant nation and commodity X is the L-intensive commodity,
with the opening of trade Nation 1 will specialize in the production of commodity X (i.e.,
will move from point A toward OY along its production contract curve). Similarly, Nation 2
will specialize in the production of commodity Y and move from point A′ toward OX .
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Specialization in production continues until Nation 1 reaches point B and Nation 2 reaches
point B ′, where K /L is the same in each commodity in both nations. This is given by
the slope of the dashed line from OX through points B ′ and B for commodity X, and by
the parallel dashed lines from OY and OY ′ to points B and B ′ for commodity Y, for Nation 1
and Nation 2, respectively.

Note that as Nation 1 moves from point A to point B , K /L rises in the production of
both commodities. This is reflected by the steeper slope of the dashed lines from OX and
OY to point B as opposed to point A. As a result of this increase in K /L, the productivity
and therefore the wage of labor rise in Nation 1 (the low-wage nation). On the other hand,
as Nation 2 moves from point A′ to B ′, K /L falls in the production of both commodities.
This is reflected by the smaller slope of the dashed lines from OY ′ and OX to point B ′ as
opposed to point A′. As a result of this decline in K /L, the productivity and therefore the
wage of labor falls in Nation 2 (the high-wage nation). The exact opposite is true for capital.

In the absence of trade, w /r was lower in Nation 1 than in Nation 2 (see the absolute
slopes of the solid straight lines through points A and A′). As Nation 1 (the low-wage nation)
specializes in the production of commodity X, K /L and w /r rise in the production of both
commodities in Nation 1. As Nation 2 (the high-wage nation) specializes in the production
of commodity Y, K /L and w /r fall in the production of both commodities. Specialization in
production continues until K /L and w /r have become equal in the two nations. This occurs
when Nation 1 produces at point B and Nation 2 produces at point B ′ with trade. This
concludes our formal proof that international trade equalizes relative factor prices in the
two nations when all the assumptions listed in Section 5.2a hold.

Problem Show graphically that with sufficiently less capital available, Nation 1 would
have become completely specialized in the production of commodity X before relative
factor prices became equal in the two nations.

A5.3 Absolute Factor–Price Equalization
This proof of absolute factor-price equalization is more difficult than the proof of relative
factor-price equalization and is seldom if ever covered in undergraduate courses, even when
all students in the course have had intermediate microeconomics and macroeconomics. The
proof is included here only for the sake of completeness and for more advanced undergrad-
uate students and first-year graduate students.

The proof makes use of Euler’s theorem. According to Euler’s theorem, if constant
returns to scale prevail in production and if each factor is rewarded (paid) according to its
productivity, the output produced is exhausted and just exhausted. Specifically, the marginal
physical product of labor (MPL) times the amount of labor used in production (L) plus the
marginal physical product of capital (MPK) times the amount of capital used in production
(K) exactly equals the output produced. The same is true for commodity Y. In equation
form, Euler’s theorem in the production of commodity X can be expressed as

(MPL)(L) + (MPK )(K ) = X (5A-1)

Dividing both sides by L and rearranging:

X/L = MPL + (MPK )(K )/L (5A-2)
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Factoring out MPL:

X/L = MPL[(1 + K /L)(MPK /MPL)] (5A-3)

With trade, Nation 1 produces at point B and Nation 2 produces at point B ′ in Figure 5.8.
Since at points B and B ′, w /r is the same in both nations, MPK/MPL is also the same in
both nations. We also know that at points B and B ′, K /L in the production of commodity X
is the same in both nations. Finally, X /L is the average product of labor in the production of
commodity X—and this is also the same in the two nations because of the assumptions of
constant returns to scale and the same technology. As a result, the last remaining component
(MPL) in Equation (5A-3) must also be the same in the production of commodity X in both
nations if Equation (5A-3) is to hold.

Since the real wage is equal to MPL, the equality of MPL in the two nations means that
real wages are the same in the two nations in the production of commodity X. With perfect
competition and perfect internal factor mobility, real wages in the production of commodity
Y are equal to real wages in the production of commodity X in each nation as well. In a
completely analogous way, we can prove that the rate of interest is the same in the two
nations in the production of both commodities. This concludes our proof that international
trade equalizes absolute factor prices in the production of both commodities in both nations
(under highly restrictive assumptions). That is, we have proved that real wages (w ) are
the same in both nations in the production of both commodities. Similarly, the real rate of
interest (r) is also the same in both nations in the production of both commodities.

A5.4 Effect of Trade on the Short-Run Distribution of Income:
The Specific-Factors Model

Suppose that in Nation 1 (the L-abundant nation) labor is mobile between industries but
capital is not. Since labor is mobile, the wage of labor will be the same in the production of
commodities X and Y in Nation 1. The equilibrium wage and the amount of labor employed
in the production of X and Y in Nation 1 are given by the intersection of the value of the
marginal product of labor curve in the production of X and Y. From micro economic theory,
we know that the value of the marginal product of labor in the production of X is equal to
the price of commodity X times the marginal physical product of labor in the production of
X. That is, VMPLX = (PX )(MPLX ). Similarly, VMPLY = (PY )(MPLY ). We also know that
if a firm employs more labor with a given amount of capital, VMPL declines because of
the law of diminishing returns. Finally, to maximize profits, firms will employ labor until
the wage they must pay equals the value of the marginal product of labor (i.e., until w =
VMPL).

We can show the no-trade equilibrium wage and employment of labor in the production
of commodities X and Y in Nation 1 with the aid of Figure 5.9. In the figure, the horizontal
axis measures the total supply of labor available to Nation 1, and the vertical axis measures
the wage rate. To begin with, concentrate on the VMPLX curve (which is read from left to
right, as usual) and on the VMPLY curve (which is read from right to left). The equilibrium
wage rate is ED and is determined at the intersection of the VMPLX and VMPLY curves.
The wage rate is identical in the production of X and Y because of perfect labor mobility
in the nation between the two industries. The amount OD of labor is used in the production
of X, and the remainder, or DO ′, is used in the production of Y.
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FIGURE 5.9. Specific-Factors Model.
Labor is mobile between industries, but capital is not. The horizontal axis measures the total supply of L
available to Nation 1, and the vertical axis the wage rate (w). Before trade, the intersection of the VMPLX
and VMPLY curves determines w = ED in the two industries. OD of L is used in the production of X and
DO ′ in Y. With trade, PX /PY increases and shifts VMPLX up to VMPLX

′, w rises from ED to E ′D ′, and DD ′

of L shifts from Y to X. Since w rises less than PX , w falls in terms of X but rises in terms of Y (since PY is
unchanged). With more L used with fixed K in the production of X, VMPKX and r increase in terms of both
X and Y. With less L used with fixed K in Y, VMPKY and r fall in terms of both commodities.

Since Nation 1 (the L-abundant nation) has a comparative advantage in commodity
X (the L-intensive commodity), the opening of trade increases PX /PY . Since VMPLX =
(PX )(MPLX ), the increase in PX shifts the VMPLX curve upward proportionately, by EF ,
to VMPLX

′. The wage rate increases less than proportionately, from ED to E ′D ′, and DD ′
units of labor shift from the production of Y to the production of X. Since w increases by
less than the increase in PX , w falls in terms of X but rises in terms of Y (since PY is
unchanged). Thus, the effect of the increase in PX on the real income of labor is ambiguous
and depends on spending patterns. Workers who consume mainly commodity X will be
worse off, while those who consume mainly commodity Y will be better off.

The rewards (r) to the specific factor (capital) change unambiguously, however. Since
the specific capital in the production of commodity X has more labor to work with, VMPKX
and r increase in terms of both commodities X and Y. On the other hand, since less labor is
used with the fixed capital in the production of commodity Y, VMPKY and r fall in terms
of commodity X, and therefore in terms of commodity Y as well.

Thus, with the opening of trade, the real income of the immobile capital (the nation’s
scare factor) rises in the production of X and falls in the production of Y, whereas real
wages (which are equal in the production of both commodities) fall in terms of commodity
X and rise in terms of commodity Y. This is the result we obtain in the short run with the
specific-factors model when capital is specific to or immobile between the two industries
of the nation.
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Generalizing the specific-factors model, we can say that trade will have an ambiguous
effect on each nation’s mobile factors, benefit the immobile factors specific to the nation’s
export sectors, and harm the immobile factors specific to the nation’s import-competing
sectors . This is what we can expect in the short run when some factors are specific or
immobile (i.e., can only be used in some industries). In the long run, of course, when all
inputs are mobile among all industries of a nation, the Heckscher–Ohlin model postulates
that the opening of trade will lead to an increase in the real income or return of the inputs
used intensively in the nation’s export sectors and to a reduction in the real income or return
of the inputs used intensively in the production of the nation’s import-competing sectors.

Problem What effect will the opening of trade have on the real income of labor and capital
in Nation 2 (the K -abundant nation) if L is mobile between the two industries in Nation 2
but K is not?

A5.5 Illustration of Factor-Intensity Reversal
Figure 5.10 shows a single isoquant for commodity X and a single isoquant for com-
modity Y. From Section A3.1, we know that with a homogeneous production function of
degree one, a single isoquant completely describes the entire production function of each
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FIGURE 5.10. Factor-Intensity Reversal.
At w/r = 1/2, commodity X is produced at point A with K/L = 6/18 = 1/3, while commodity Y is produced at
point B with K/L = 9/12 = 3/4. Thus, commodity X is the L-intensive commodity. On the other hand, at w/r
= 2, commodity Y is produced at point C with K/L = 12/9 = 4/3, while commodity X is produced at point D
with K/L = 18/6 = 1/3 = 3. Thus, commodity X is L intensive at w/r = 1/2 and K intensive at w/r = 2 in relation
to commodity Y, and factor-intensity reversal is present.
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commodity. Furthermore, since both nations are assumed to use the same technology, we
can use the single X- and Y-isoquants to refer to both nations.

Figure 5.10 shows that at w/r = 1/2, commodity X is produced at point A, where the
X-isoquant is tangent to the isocost line with slope (w /r) equal to 1/2 and K /L = 6/18 = 1/3.
Commodity Y is produced at point B , where the Y-isoquant is tangent to the same isocost
line with slope (w /r) equal to 1/2 and K /L = 9/12 = 3/4. Thus, at w/r = 1/2, K /L is higher for
commodity Y, so that commodity X is the relatively L-intensive commodity.

On the other hand, at w /r = 2, commodity Y is produced at point C , where the Y-isoquant
is tangent to the isocost line with slope (w /r) equal to 2 and K /L = 12/9 = 4/3. Commodity
X is produced at point D , where the X-isoquant is tangent to the same isocost line with
slope (w /r) equal to 2 and K /L = 18/6 = 3. Thus, at w /r = 2, commodity X is the relatively
K -intensive commodity.

As a result, commodity X is L intensive at w/r = 1/2 and K intensive at w /r = 2 with
respect to commodity Y, and we say that factor-intensity reversal is present.

With factor-intensity reversal, both the H–O theorem and the factor-price equalization
theorem must be rejected. To see this, suppose that Nation 1 is the relatively L-abundant
nation with w/r = 1/2, while Nation 2 is the relatively K -abundant nation with w /r = 2. With
w/r = 1/2, Nation 1 should specialize in the production of and export commodity X because
Nation 1 is the L-abundant nation and commodity X is the L-intensive commodity there.
With w /r = 2, Nation 2 should specialize in the production of and export commodity X
because Nation 2 is the K -abundant nation and commodity X is the K -intensive commodity
there. Since both nations cannot export to each other the same homogeneous commodity
(i.e., commodity X), the H–O theorem no longer predicts the pattern of trade.

When the H–O model does not hold, the factor–price equalization theorem also fails.
To see this, note that as Nation 1 (the low-wage nation) specializes in the production of
commodity X (the L-intensive commodity), the demand for labor rises, and w /r and w
rise in Nation 1. With Nation 1 specializing in and exporting commodity X to Nation 2,
Nation 2 must specialize in and export commodity Y to Nation 1 (since the two nations
could not possibly export the same homogeneous commodity to each other). However, since
commodity Y is the L-intensive commodity in Nation 2, the demand for labor rises, and
w /r and w rise in Nation 2 (the high-wage nation) also. Thus, wages rise both in Nation 1
(the low-wage nation) and in Nation 2 (the high-wage nation).

If wages rise faster in Nation 1 than in Nation 2, the difference in wages between the
two nations declines, as predicted by the factor–price equalization theorem. If wages rise
more slowly in Nation 1 than in Nation 2, the wage difference increases. If wages rise by
the same amount in both nations, the wage difference remains unchanged. Since there is no
a priori way to determine the effect of international trade on the difference in factor prices
in each case, we must reject the factor–price equalization theorem.

From Figure 5.10, we can see that factor-intensity reversal arises because the X-isoquant
has a much smaller curvature than the Y-isoquant and the X- and Y-isoquants cross twice
within the two relative factor price lines . When the two isoquants have similar curvature,
they will only cross once and there is no factor-intensity reversal.

Problem Draw a figure similar to Figure 5.10 with the X-isoquant and the Y-isoquant
crossing only once within the relative factor price lines of the two nations and show that in
that case there is no factor-intensity reversal.
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A5.6 The Elasticity of Substitution and Factor-Intensity Reversal
We have said that for factor-intensity reversal to occur, the X-isoquant and the Y-isoquant
must have sufficiently different curvatures to cross twice within the relative factor price
lines prevailing in the two nations. The curvature of an isoquant measures the ease with
which L can be substituted for K in production as the relative price of labor (i.e., w /r)
declines. When w /r falls, producers will want to substitute L for K in the production of
both commodities to minimize their costs of production.

The flatter (i.e., the smaller the curvature of) an isoquant, the easier it is to substitute L
for K (and vice versa) in production. A measure of the curvature of an isoquant and the ease
with which one factor can be substituted for another in production is given by the elasticity
of substitution. The elasticity of substitution of L for K in production (e) is measured by
the following formula:

e = �(K /L)/(K /L)

�(slope)/(slope)

For example, the elasticity of substitution of L for K for commodity X between point
D and point A is calculated as follows. K /L = 3 at point D and K /L = 1/3 at point A in
Figure 5.10. Therefore, the change in K /L for a movement from point D to point A along the
X-isoquant is 3 − 1/3 = 22/3 = 8/3. Thus, �(K /L)/(K /L) = (8/3)/3 = 8/9. The absolute slope of
the X-isoquant is 2 at point D and 1/2 at point A. Therefore, �(slope) = 2 − 1/2 = 11/2 = 3/2.
Thus, �(slope)/(slope) = (3/2)/2 = 3/4. Substituting these values into the formula, we get

e = �(K /L)/(K /L)

�(slope)/(slope)
= 8/9

3/4
= 32/27 = 1.19

Similarly, the elasticity of substitution of L and K between point C and point B along
the Y-isoquant is

e = �(K /L)/(K /L)

�(slope)/(slope)
= [(4/3) − 3/4)]/(4/3)

(2 − 1/2)/(2)

= (7/12)/(4/3)

(11/2)/2
= 21/48

3/4
= 84/144 = 0.58

Thus, the X-isoquant has a much smaller curvature and a much greater elasticity of sub-
stitution than the Y-isoquant. It is this difference in curvature and elasticity of substitution
between the X-isoquant and the Y-isoquant that results in their crossing twice within the
relative factor price lines, giving factor-intensity reversal. Note that a difference in the cur-
vature of the isoquants and in the elasticity of substitution is a necessary but not sufficient
condition for factor-intensity reversal. For factor-intensity reversal to occur, the elasticity
of substitution must be sufficiently different so that the isoquants of the two commodities
cross within the relative factor price lines of the two nations.

Problem Calculate the elasticity of substitution of L and K for the X-isoquant and
Y-isoquant of the previous problem (where there is no factor-intensity reversal), and verify
that the elasticity of substitution for the two isoquants does not differ much because of
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their similar curvature. Assume that the coordinates are A (4,2), B (3,3), C (3,2.5), D
(2,4), and that the absolute slope of the isoquants is 1 at points A and C and 2 at B and D .

A5.7 Empirical Tests of Factor-Intensity Reversal
Until 1961, economists used almost exclusively the Cobb–Douglas production function in
their work. This implied that the elasticity of substitution of L for K was equal to 1 in the
production of all commodities. As a result, this production function was not at all useful to
measure the prevalence of factor-intensity reversal in the real world.

Partially in response to the need to measure factor-intensity reversal in international trade,
a new production function was developed in 1961 by Arrow, Chenery, Minhas, and Solow ,
called the constant elasticity of substitution (CES) production function. As its name implies,
the CES production function kept the elasticity of substitution of L for K constant for each
industry but allowed the elasticity of substitution to vary from industry to industry.

It was this CES production function that Minhas used to measure factor-intensity reversal.
That is, Minhas found that the elasticity of substitution of L and K differed widely in the six
industries that he studied and that factor-intensity reversal occurred in one-third of the cases.
This rate of occurrence is too frequent for factor reversal to be treated as an exception; if
true, it would have seriously damaged the H–O model.

However, Leontief calculated the elasticity of substitution of all 21 industries used to
derive the CES production function (rather than just the six selected by Minhas) and found
that factor reversal occurred in only 8 percent of the cases. Furthermore, when he removed
two industries intensive in natural resources, factor reversal fell to about 1 percent of the
cases. Thus, Leontief concluded that factor-intensity reversal is a rather rare occurrence and
that the H–O model should not be rejected on account of these exceptions.

Minhas also conducted another test in his study. He calculated K /L for the same 20 in-
dustries in the United States and Japan, ranked these industries according to the K /L in each
nation, and then found the coefficient of rank correlation between the industry rankings in
the two nations. Since the United States was the relatively K -abundant nation, all industries
could be expected to be more K intensive in the United States than in Japan. However, the
K -intensity ranking of the industries would have to be very similar in the United States
and Japan in order for factor-intensity reversal to be rare. That is, the most K -intensive
industries in the United States should also be the most K -intensive industries in Japan.
Minhas found that the rank correlation was only 0.34 and concluded that factor reversal
was fairly common.

However, Ball found that when agriculture and two industries intensive in natural
resources were removed from the list, the rank correlation rose to 0.77, so that, once again,
the conclusion could be reached that factor-intensity reversal is not a common occurrence.
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I N T E R N e t

A great deal of trade statistics for the United States by
country and region can be found through the home page
of the U.S. Department of Commerce, International Trade
Administration, at:

http://www.trade.gov/mas/ian/

Trade statistics for European countries are provided by
EuroStat (the Statistical Office of the European Commu-
nities) at:

http://ec.europa.eu/trade/statistics

A wealth of detailed international trade statistics by coun-
try, industry, and year for 175 countries and areas is
also provided in International Trade Statistics Yearbook ,
Vol. 1, published by the United Nations at:

http://comtrade.un.org/pb/

The IMF publishes the Direction of Trade Statistics
(yearly and quarterly) on the volume of trade to and
from each of the 187 member countries of the IMF, Click
“Direction of Trade Statistics (DOTS)” at:

http://www.imf.org/external/data.htm

The hourly compensation of U.S. workers in manufactur-
ing and how it compares with that of foreign workers is
found at:

http://www.bls.gov/data/home.htm#international

The capital stock per worker of many countries is found
on the University of Pennsylvania website at:

http://pwt.econ.upenn.edu
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Economies of Scale,
Imperfect Competition, and
International Trade

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Explain how international trade can result from
economies of scale

• Explain how product differentiation leads to
intra-industry trade

• Understand the technological gap and product cycle
models of trade

• Understand the relationship between transportation
costs and environmental standards on international
trade

6.1 Introduction
We have seen in Chapter 5 that the Heckscher–Ohlin theory based comparative
advantage on differences in factor endowments among nations. The theory, how-
ever, leaves a significant portion of today’s international trade unexplained. In this
chapter, we fill this gap with some new, complementary trade theories, which base
a great deal of international trade flows on economies of scale, imperfect competi-
tion, and differences in the development and spread of new technologies over time
among nations.

Section 6.2 examines the effect of relaxing each of the assumptions on which
the Heckscher–Ohlin theory rests. Section 6.3 examines international trade based
on economies of scale. Section 6.4 shows the importance of imperfect competi-
tion as the basis of a great deal of today’s international trade. Section 6.5 presents
models that base international trade on differences in dynamic changes in technol-
ogy among nations. Finally, Section 6.6 examines the effect of transportation costs
and environmental standards on the location of industry and the flow of interna-
tional trade. The appendix to this chapter examines external economies and their
importance for international trade.

157
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6.2 The Heckscher–Ohlin Model and New
Trade Theories

In this section we relax the assumptions of the Heckscher–Ohlin theory discussed in
Section 5.2. We will see that relaxing the assumptions does not affect the validity of the
basic Heckscher–Ohlin model, but points to the need for new, complementary trade theo-
ries to explain the significant portion of international trade that the Heckscher–Ohlin theory
leaves unexplained.

Relaxing the first assumption (two nations, two commodities, and two factors) to include
more than two nations, more than two commodities, and more than two factors, while
certainly complicating the analysis, leaves the H–O model basically valid, as long as the
number of commodities is equal to or larger than the number of factors. One complication
that arises in dealing with more than two factors is that we can no longer classify a com-
modity simply as L or K intensive but will require the construction of a factor-intensity
index to predict the pattern of trade. This can be complex but should still be possible.

The second assumption of the Heckscher–Ohlin theory (i.e., that both nations use the
same technology in production) is not generally valid. That is, nations often do use dif-
ferent technologies in the real world. However, technology can be regarded as a factor
of production, and, as such, trade based on given technological differences among nations
could be viewed as falling within the realm of the H–O theory. Trade based on changes in
technology over time among nations is a different matter, however. These are explained by
the technological gap and product cycle models. While these models could be regarded as
dynamic extensions of the basic H–O model, they are in fact different and are discussed in
Section 6.5.

The third assumption, that commodity X is the L-intensive commodity, while commodity
Y is the K -intensive commodity in both nations, implies the absence of factor-intensity
reversal. As pointed out in Section 5.6c, factor-intensity reversal would lead to the rejection
of the H–O model. Empirical studies, however, indicate that factor-intensity reversal is not
very common in the real world. It seems that the Leontief paradox could be eliminated by
the inclusion of human capital, the exclusion of commodities intensive in natural resources,
and comparing the K/L ratio in production versus consumption rather than in exports versus
imports.

While the H–O theory assumed constant returns to scale (assumption 4), international
trade can also be based on increasing returns to scale. Increasing returns to scale can be
regarded as complementary to the H–O theory in that they try to explain a portion of
international trade not covered by the basic H–O theory. Economies of scale as a basis for
trade are examined in Section 6.3.

The fifth assumption of the H–O model was incomplete specialization in both nations.
If trade brings about complete specialization in production in one of the nations, relative
commodity prices will be equalized, but factor prices will not. For example, if in Figure 5.8
the amount of capital available to Nation 1 is so much less that point B (at which factor
prices would be equalized in the two nations) is outside the Edgeworth box for Nation 1
(and therefore unattainable), factor prices will not be equalized in the two nations, even
though relative commodity prices are.

Assumption 6 on equal tastes has been more or less verified empirically. Tastes are
certainly not sufficiently different across nations to overcome differences in the relative
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physical availability of factors of production in explaining different relative commodity
prices and trade among nations.

Relaxing assumption 7 of perfect competition in all product and factor markets is more
troublesome. It seems that a significant portion of trade in manufactured goods among
industrialized nations is based on product differentiation and economies of scale, which
(at first sight at least) does not seem easily reconcilable with the H–O factor-endowment
model. Such intra-industry trade is examined in Section 6.4.

Relaxing assumption 8 of no international factor mobility modifies but does not invalidate
the H–O model. As pointed out in Section 5.5a, international factor mobility can be a
substitute for international trade in bringing about equality of relative commodity and factor
prices among nations. With some, but less than perfect, international factor mobility, the
volume of trade required to bring about relative commodity and factor–price equalization
would be less. This modifies the basic H–O model but does not take away its validity.

Similarly, costs of transportation and other nonprohibitive obstructions to the flow of
international trade (assumption 9) reduce the volume and the benefits of international
trade, but they only modify (rather than lead to the rejection of) the H–O theorem and
the factor-equalization theorem. Costs of transportation and environmental standards are
discussed in Section 6.6.

With resources not fully utilized (i.e., relaxing assumption 10), a potential comparative
advantage based on unutilized or underutilized resources might not show through or emerge.
The H–O theory would then incorrectly predict the pattern of trade. However, aside from
temporary economic recessions and frictional unemployment (i.e., unemployment arising in
the process of changing jobs), the full employment assumption is for the most part satisfied,
at least in industrial countries.

Relaxing assumption 11, that international trade among nations is balanced, could lead a
nation with a trade deficit to import some commodities in which it would have a comparative
advantage and it would in fact export with balanced trade. Since most trade imbalances are
generally not very large in relation to GNP, the charge that the H–O model might be unable
to correctly predict the pattern of trade is true only for those commodities in which the
nation has only a very small comparative advantage.

In conclusion, relaxing most of the assumptions of the Heckscher–Ohlin theory only
modifies but does not invalidate the theory. Relaxing the assumptions of constant economies
of scale and perfect competition, however, requires new, complementary trade theories to
explain the significant portion of international trade that the H–O theory leaves unexplained.
International trade based on differences in technological changes over time among nations
also calls for new trade theories. We now turn to these new, complementary trade theories.

6.3 Economies of Scale and International Trade
One of the assumptions of the H–O model was that both commodities were produced under
conditions of constant returns to scale in the two nations (assumption 4 in Section 5.2). With
increasing returns to scale, mutually beneficial trade can take place even when the two nations
are identical in every respect. This is a type of trade that the H–O model does not explain.

Increasing returns to scale refers to the production situation where output grows propor-
tionately more than the increase in inputs or factors of production. That is, if all inputs are
doubled, output is more than doubled. If all inputs are tripled, output is more than tripled.
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Increasing returns to scale may occur because at a larger scale of operation a greater divi-
sion of labor and specialization becomes possible. That is, each worker can specialize in
performing a simple repetitive task with a resulting increase in productivity. Furthermore,
a larger scale of operation may permit the introduction of more specialized and productive
machinery than would be feasible at a smaller scale of operation. Antweiler and Trefler
(2002) found that a third of all goods-producing industries are characterized by increasing
returns to scale.

Figure 6.1 shows how mutually beneficial trade can be based on increasing returns to
scale. If the two nations are assumed to be identical in every respect, we can use a single
production frontier and a single indifference map to refer to both nations. Increasing returns
to scale result in production frontiers that are convex from the origin, or inward-bending.
With identical production frontiers and indifference maps, the no-trade equilibrium relative
commodity prices in the two nations are also identical. In Figure 6.1, this is PX /PY = PA
in both nations and is given by the slope of the common tangent to the production frontier
and indifference curve I at point A.

With trade, Nation 1 could specialize completely in the production of commodity X
and produce at point B . Nation 2 would then specialize completely in the production of
commodity Y and produce at point B ′. By then exchanging 60X for 60Y with each other,
each nation would end up consuming at point E on indifference curve II , thus gaining
20X and 20Y. These gains from trade arise from economies of scale in the production of
only one commodity in each nation. In the absence of trade, the two nations would not
specialize in the production of only one commodity because each nation wants to consume
both commodities.
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FIGURE 6.1. Trade Based on Economies of Scale.
With identical and convex to the origin (because of economies of scale) production frontiers and
indifference maps, the no-trade equilibrium-relative commodity price in the two nations is identical
and given by PA . With trade, Nation 1 could specialize completely in the production of commodity X
and produce at point B. Nation 2 would then specialize completely in the production of commodity Y
and produce at point B ′. By then exchanging 60X for 60Y with each other, each nation would end up
consuming at point E on indifference curve II, thus gaining 20X and 20Y.
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Note that the no-trade equilibrium point A is unstable in the sense that if, for whatever
reason, Nation 1 moves to the right of point A along its production frontier, the relative
price of X (the slope of the production frontier) will fall and will continue to fall until
Nation 1 becomes completely specialized in the production of commodity X. Similarly, if
Nation 2 moves to the left of point A along its production frontier, PX /PY will rise (so that
its inverse, PY /PX , falls) until Nation 2 becomes completely specialized in the production
of commodity Y.

Several additional aspects of the preceding analysis and Figure 6.1 must be clarified.
First of all, it is a matter of complete indifference which of the two nations specializes
in the production of commodity X or commodity Y. In the real world, this may result
from historical accident. Second, it should be clear, at least intuitively, that the two nations
need not be identical in every respect for mutually beneficial trade to result from increasing
returns to scale. Third, if economies of scale persist over a sufficiently long range of outputs,
one or a few firms in the nation will capture the entire market for a given product, leading
to monopoly (a single producer of a commodity for which there is no close substitute) or
oligopoly (a few producers of a homogeneous or differentiated product).

Fourth, since the early 1980s, there has been a sharp increase in international trade in
parts and components through outsourcing and offshoring, and these are the source of new
and significant international economies of scale. Outsourcing refers to the purchase by a
firm of parts and components abroad in order to keep its costs down. Offshoring refers,
instead, to a firm producing in its own plants abroad some of the parts and components that
it uses in its products. While outsourcing and offshoring lead to international economies
of scale (see Case Study 6-1), they also lead to complaints that a significant number of
high-paying jobs are transferred abroad (see Case Study 6-2).

(continued)

■ CASE STUDY 6-1 The New International Economies of Scale

Today, more and more products manufactured by
international corporations have parts and compo-
nents made in many different nations (see Case
Study 1-1). The reason is to minimize production
costs. For example, the motors of some Ford
Fiestas are produced in the United Kingdom, the
transmissions in France, the clutches in Spain,
and the parts are assembled in Germany for
sales throughout Europe. Similarly, Japanese and
German cameras are often assembled in Singapore
to take advantage of cheaper labor there.

Foreign “sourcing” of inputs is often not a
matter of choice to earn higher profits, but simply
a requirement to remain competitive. Firms that
do not look abroad for cheaper inputs face loss of
competitiveness in world markets and even in the
domestic market. U.S. firms now spend more than
$100 billion on outsourcing, and by doing so they
cut costs by 10 to 15 percent. Outsourcing now

accounts for more than one-third of total manufac-
turing costs by Japanese firms, and this saves them
more than 20 percent of production costs.

Firms must constantly explore sources of
cheaper inputs and overseas production in order to
remain competitive in our rapidly shrinking world.
Indeed, this process can be regarded as manufac-
turing’s new international economies of scale in
today’s global economy. Just as companies were
forced to rationalize operations within each coun-
try in the 1980s, they now face the challenge of
integrating their operations for their entire system
of manufacturing around the world in order to take
advantage of these new international economies
of scale. What is important is for the firm to focus
on its core competency (i.e., in the production
of) those components that are indispensable
to the company’s competitive position over
subsequent product generations and outsource
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■ CASE STUDY 6-1 Continued

other components in which outside suppliers have
a distinctive production advantage. These new
international economies of scale are likely to
become even more important in the future as we
move closer and closer to a truly global economy.

Sources: “Manufacturing’s New Economies of Scale,” Har-
vard Business Review , May–June 1992, pp. 94–102; “How
to Think Strategically about Outsourcing,” Harvard Manage-
ment Update, May 2000, pp. 4–6; and D. Salvatore, “The
U.S. Challenge to European Firms,” European Journal of
International Management , Vol. 1, No. 1, 2007, pp. 69–80.

■ CASE STUDY 6-2 Job Loss Rates in U.S. Industries and Globalization

Table 6.1 shows that, from 2003 to 2005, the per-
centage of jobs lost in U.S. manufacturing was
three times higher than in U.S. service industries,
but in all sectors (except professional and busi-
ness services) job losses were much higher in the
nontradable than in the tradable sectors (and thus
not caused by increased imports, outsourcing, or
offshoring). As discussed in Case Study 3-4, most
direct job losses in the United States resulted from
technological changes that raised labor productiv-
ity rather than from international trade itself, and it
affected mostly low-skilled industrial workers. As
debated by Samuelson (2004), Bhagwati (2007),

■ TABLE 6.1. U.S. Job Loss Rates by Industry (Percent)

Industry Overall Tradable Nontradable

Manufacturing 12 12 17
Information 4 4 15
Financial Services 4 3 12
Professional & Business Services 4 6 3

Source: A. Bradword and L. G. Kletzer ‘‘Fear of Offshoring: The Scope and Potential Impact
of Imports and Exports of Services,’’ Policy Brief , Petersen Institute, January 2008.

Blinder (2008), Coe (2008), Summers (2008), and
Harrison and McMillan (2011), the fear now is that
the revolution in telecommunications and trans-
portation is making possible the export of an
increasing number of high-skill and high-paying
jobs, not only in manufacturing but also in a
growing range of services that until recently were
regarded as secure. In fact, Barefoot and Mat-
aloni (2011) found that from 1999 to 2009 U.S.
multinational corporations cut their workforce in
the United States by nearly 900,000 while at the
same time expanding it by 2.9 million workers
abroad.

Economies of scale or increasing returns to scale must also be clearly distinguished from
external economies. The former refer to the reduction in the average costs of production
as the firm’s output expands . Thus, economies of scale or increasing returns to scale are
internal to the firm. External economies, on the other hand, refer to the reduction (i.e.,
downward shift) in each firm’s average cost of production curve as the entire industry output
expands (i.e., for reasons external to the firm). External economies and their importance for
international trade are examined in the appendix to this chapter.

Finally, and somewhat related to economies of scale, is the hypothesis advanced by Linder
in 1961 that a nation exports those manufactured products for which a large domestic market
exists. These are products that appeal to the majority of the population. In the process of
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satisfying such a market, the nation acquires the necessary experience and efficiency to
be able subsequently to export these commodities to other nations with similar tastes and
income levels. The nation will import those products that appeal to its low- and high-income
minorities. According to this “preference similarity” or “overlapping demands” hypothesis,
trade in manufactures is likely to be largest among countries with similar tastes and income
levels. While confirmed for his native Sweden, Linder’s hypothesis has not been confirmed
for other nations. It also cannot explain, for example, why such non-Christian nations as
Japan and Korea export artificial Christmas trees and Christmas cards in the absence of a
domestic market for these products.

6.4 Imperfect Competition and International Trade
In this section, we examine the very important relationship between imperfect competition
and international trade, first from an intuitive level and then with a formal model. We also
discuss a method of measuring intra-industry trade.

6.4A Trade Based on Product Differentiation
A large portion of the output of modern economies today involves differentiated rather than
homogeneous products. Thus, a Chevrolet is not identical to a Toyota, a Volkswagen, a
Volvo, or a Renault. As a result, a great deal of international trade can and does involve the
exchange of differentiated products of the same industry or broad product group. That is, a
great deal of international trade is intra-industry trade in differentiated products, as opposed
to inter-industry trade in completely different products (see Case Study 6-3).

(continued)

■ CASE STUDY 6-3 U.S. Intra-Industry Trade in Automotive Products

Table 6.2 shows U.S. imports from and exports of
automotive products (automobiles and automobile
parts, engines, and bodies) to Canada, Mexico,
Europe, and Japan in 1965, 1973, 1980, 1985,
1990, 1995, 2000, 2005, and 2010. Automobile
and automotive products of various producers in
different nations are not identical but differentiated
and thus give rise to intra-industry trade. The
very rapid growth of U.S. intra-industry trade
in automotive products between 1965 and 2010
was due to the reduction in trade protection
and transportation costs and, in the case of U.S.
trade with Canada, to the U.S.-Canadian auto
agreement of 1965, which established free trade
for these products between the two countries. This
enabled Canada to reduce the number of models
it produced (thereby achieving greater economies

of scale in production), while at the same time
increasing the number of models available to
Canadian consumers through imports from the
United States. U.S.-Mexican intra-industry trade
in automotive products also grew very rapidly as
a result of NAFTA (North American Free Trade
Agreement), which took effect on January 1,
1994. NAFTA is discussed in detail in Chapter
10. In the future, big-car production is likely to
be concentrated in the United States and Canada,
while small-car production is likely to shift to
Mexico. Note the largely two-way nature of U.S.
trade in automotive products with Canada, Mex-
ico, and Latin America, as opposed to the mostly
one-way trade with Japan. The decline in trade in
automotive products in 2010 (except with Mexico)
was due to the slow growth in the world economy.
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■ CASE STUDY 6-3 Continued

■ TABLE 6.2. U.S. Imports and Exports of Automotive Products (billions of
dollars)

Year Canada Mexico Europe Japan World

Imports
1965 .11 − .07 .01 .19
1973 4.92 − 3.14 2.41 10.55
1980 7.87 .22 6.73 11.85 26.94
1985 20.77 2.93 11.84 24.55 58.57
1990 27.71 4.39 13.27 30.12 79.32
1995 41.63 12.11 15.65 34.94 108.02
2000 58.75 28.30 29.11 44.49 170.20
2005 64.42 29.86 43.06 49.37 205.45
2010 47.96 43.73 33.63 42.92 189.76

Exports
1965 .62 − .07 − .87
1973 4.12 − .48 .09 6.03
1980 9.54 1.35 1.46 .19 16.74
1985 16.32 2.72 1.15 .21 21.07
1990 19.48 3.57 3.65 1.52 32.55
1995 28.94 5.14 5.45 4.07 52.51
2000 38.23 13.28 6.55 2.73 67.20
2005 45.77 13.55 10.41 1.45 85.99
2010 43.05 17.14 9.73 1.24 99.51

Source: WTO, International Trade Statistics (Geneva, various issues).

Intra-industry trade arises in order to take advantage of important economies of scale
in production. That is, international competition forces each firm or plant in industrial
countries to produce only one, or at most a few, varieties and styles of the same product
rather than many different varieties and styles. This is crucial in keeping unit costs low.
With few varieties and styles, more specialized and faster machinery can be developed for
a continuous operation and a longer production run. The nation then imports other varieties
and styles from other nations. Intra-industry trade benefits consumers because of the wider
range of choices (i.e., the greater variety of differentiated products) available at the lower
prices made possible by economies of scale in production. Case Study 6-4 examines the
large welfare gains that arise from the ability of consumers to greatly increase the variety
of goods that they can purchase with trade.

The importance of intra-industry trade became apparent when tariffs and other obstruc-
tions to the flow of trade among members of the European Union, or Common Market, were
removed in 1958. Balassa found that the volume of trade surged, but most of the increase
involved the exchange of differentiated products within each broad industrial classification.
That is, German cars were exchanged for French and Italian cars, French washing machines
were exchanged for German washing machines, Italian typewriters for German and French
typewriters, and so on.

Even before the formation of the European Union, plant size in most industries
was about the same in Europe and the United States. However, unit costs were
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■ CASE STUDY 6-4 Variety Gains with International Trade

Until now, the welfare gains from trade have been
measured by the reduction in the price of imported
goods and their greater consumption. But another
very important gain from trade arises from the
large increase in the variety of goods available for
consumers to purchase as a result of international
trade. Broda and Weinstein estimate that American
consumers would have been willing to pay an extra
$280 billion, or about 3 percent of GDP, to have
access to the variety of goods that were available in
2001, rather than what they could have bought in
1972. The number of varieties of goods available to
American consumers increased from 74,667 (7,731
more goods from an average of 9.7 countries) in
1972 to 259,215 (16,390 goods from an average
of 15.8 countries) in 2001. The authors estimate
that the conventional import price index, therefore,
overestimates the price of imports by about 1.2 per-
cent per year by not taking into account the higher
value that variety brings.

The gains from trade resulting from making
available to consumers a much larger variety of
each type of good are much greater for develop-
ing countries that only recently opened up more
widely to international trade. China is the country
that received the largest gain—a whopping 326.1
percent of GDP—from the much greater variety

of goods available in 1997 (after China opened
up its economy to international trade) compared
to those available to Chinese consumers in 1972
(when China was, for the most part, a closed econ-
omy). The former Soviet Union follows with a
gain of 213.7 percent of GDP. There is then South
Korea with a gain of 185.3 percent of GDP and Tai-
wan with 126.9 percent gain. In fact, all the other
19 countries that the authors study had gains in the
double digits (as compared with a gain of 3 per-
cent of GDP for the United States), because the
U.S. economy has always been one of the most
open during the past three decades covered by
the study (and therefore the one that gained the
least as a percentage of GDP). From their study of
U.S. automobile imports, Blonigen and Soderbery
(2010) believe, however, that U.S. net gain from
variety is likely to be much greater.

Sources: C. Broda and D. Weinstein, “Are We Underesti-
mating the Gains from Globalization for the United States?”
Current Issue in Economics and Finance, Federal Reserve
Bank of New York, April 2005, pp. 1–7; C. Broda and
D. Weinstein, “Variety Growth and World Welfare,” Amer-
ican Economic Review , May 2005, pp. 139–144; and B.
A. Blonigen and A. Soderbery, “Measuring the Benefits of
Foreign Products Variety with an Accurate Variety Set,”
Journal of International Economics , November 2010, pp.
168–180.

much higher in Europe, primarily because European plants produced many more varieties
and styles of a product than did their American counterparts. As tariffs were reduced and
finally eliminated and trade expanded within the European Union, each plant could specialize
in the production of only a few varieties and styles of a product, and unit costs fell sharply
as a result.

Several other interesting considerations must be pointed out with respect to the
intra-industry trade models developed by Helpman, Krugman, Lancaster , and others
since 1979. First, although trade in the H–O model is based on comparative advantage
or differences in factor endowments (labor, capital, natural resources, and technology)
among nations, intra-industry trade is based on product differentiation and economies of
scale. Thus, while trade based on comparative advantage is likely to be larger when the
difference in factor endowments among nations is greater, intra-industry trade is likely to
be larger among industrial economies of similar size and factor proportions (when factors
of production are broadly defined).
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Second, with differentiated products produced under economies of scale, pretrade-relative
commodity prices may no longer accurately predict the pattern of trade. Specifically, a large
country may produce a commodity at lower cost than a smaller country in the absence of
trade because of larger national economies of scale. With trade, however, all countries can
take advantage of economies of scale to the same extent, and the smaller country could
conceivably undersell the larger nation in the same commodity.

Third, in contrast to the H–O model, which predicts that trade will lower the return of the
nation’s scarce factor, with intra-industry trade based on economies of scale it is possible for
all factors to gain. This may explain why the formation of the European Union and the great
postwar trade liberalization in manufactured goods met little resistance from interest groups.
This is to be contrasted to the strong objections raised by labor in industrial countries against
liberalizing trade with some of the most advanced of the developing countries because this
trade, being of the inter- rather than of the intra-industry trade type, could lead to the
collapse of entire industries (such as the textile industry) and involve lower real wages and
massive reallocations of labor to other industries in industrial nations.

Finally, intra-industry trade is related to the sharp increase in international trade in parts
and components of a product, or outsourcing. As we have seen in Case Study 6-1, interna-
tional corporations often produce or import various parts of a product in different nations in
order to minimize their costs of production (international economies of scale). The utilization
of each nation’s comparative advantage to minimize total production costs can be regarded
as an extension of the basic H–O model to modern production conditions. This pattern also
provides greatly needed employment opportunities in some developing nations. We will
return to this topic in Chapter 12, which deals with international resource movements and
multinational corporations.

The tentative conclusion that can be reached, therefore, is that comparative advantage
seems to determine the pattern of inter-industry trade, while economies of scale in differ-
entiated products give rise to intra-industry trade. Both types of international trade occur
in today’s world. The more dissimilar are factor endowments (as between developed and
developing countries), the more important are comparative advantage and inter-industry
trade. On the other hand, intra-industry trade is likely to be dominant the more similar are
factor endowments broadly defined (as among developed countries). As Lancaster (1980)
pointed out, however, even in the case of intra-industry trade, “comparative advantage is
somewhere in the background.” One could say that inter-industry trade reflects natural
comparative advantage while intra-industry trade reflects acquired comparative advantage.

More importantly, the more recent empirical tests of the H–O theory discussed in
Section 5.6 showed that by allowing for differences in technology and factor prices across
countries, for the existence of nontraded goods and transportation costs, and by utilizing
more disaggregated factor endowments and trade data, a great deal of intra-industry trade
is in fact based on international differences in factor endowments and comparative costs.
Thus, there seems to be much less conflict between intra-industry and the H–O theories than
might appear at first sight. That is, a great deal of intra-industry trade is in fact consistent
with trade based on differences in factor endowments and comparative costs. For example,
the importation of a computer from Mexico by the United States may in fact involve the
re-export of U.S. computer chips produced with highly skilled U.S. labor, as well as the
export of other less-skilled Mexican labor embodied into the computer.
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6.4B Measuring Intra-Industry Trade
The level of intra-industry trade can be measured by the intra-industry trade index (T ):

T = 1 − |X − M |
X + M

(6-1)

where X and M represent, respectively, the value of exports and imports of a particular
industry or commodity group and the vertical bars in the numerator of Equation (6-1) denote
the absolute value. The value of T ranges from 0 to 1. T = 0 when a country only exports
or only imports the good in question (i.e., there is no intra-industry trade). On the other
hand, if the exports and imports of a good are equal, T = 1 (i.e., intra-industry trade is
maximum).

Grubel and Lloyd calculated the T index for various industries in 10 industrial countries
for the year 1967. They found that the weighted average of T for the 10 industrial countries

■ CASE STUDY 6-5 Growth of Intra-Industry Trade

Table 6.3 presents data on the share of
intra-industry trade in manufactured products of
industrial countries in 1988–1991 and 1996–2000.
The table shows that in 1996–2000, France had
the highest level of intra-industry trade (77.5),
followed by Canada (76.2) and Austria (74.2).
For the other G-7 countries, the United King-
dom had an index of 73.7, Germany 72.0, the
United States 68.5, Italy 64.7, and Japan 47.6. The

■ TABLE 6.3. Manufacturing Intra-Industry Trade as a Percentage
of Total Manufacturing Trade in Selected Countries

Country 1988–1991 1996–2000 Country 1988–1991 1996–2000

France 75.9 77.5 Denmark 61.6 64.8
Canada 73.5 76.2 Italy 61.6 64.7
Austria 71.8 74.2 Poland 56.4 62.6
United Kingdom 70.1 73.7 Portugal 52.4 61.3
Mexico 62.5 73.4 Korea 41.4 57.5
Hungary 54.9 72.1 Ireland 58.6 54.6
Switzerland 69.8 72.0 Finland 53.8 53.9
Germany 67.1 72.0 Japan 37.6 47.6
Belgium/

Luxembourg
77.6 71.4 New Zealand 37.2 40.6

Spain 68.2 71.2 Turkey 36.7 40.0
Netherlands 69.2 68.9 Norway 40.0 37.1
United States 63.5 68.5 Greece 42.8 36.9
Sweden 64.2 66.6 Australia 28.6 29.8

Source: OECD, ‘‘Intra-Industry Trade,’’ Economic Outlook (Paris: OECD, June 2002), pp. 159–163.

highest indices were for European countries
(except for Canada, Mexico, and the United States)
and the lowest were for Pacific and developing
countries (except for Norway and Greece). The
highest percentage growth in the index between
the two periods was for Hungary, Korea, Mex-
ico, and Japan. For some countries (such as Bel-
gium/Luxembourg, Greece, and Ireland), the index
actually declined.
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ranged from 0.30 for mineral fuels, lubricants, and related industries to 0.66 for chemicals,
for an overall or combined weighted average of T for all industries in all 10 countries of
0.48. This means that in 1967 nearly half of all the trade among these 10 industrial countries
involved the exchange of differentiated products of the same industry. The value of T has
also risen over time. It was 0.36 in 1959, 0.42 in 1964, and 0.48 in 1967. Case Study 6-5
presents some more recent estimates of intra-industry trade for the leading industrial and
developing countries.

There is a serious shortcoming in using the index T to measure the degree of intra-industry
trade, however. This results from the fact that we get very different values for T , depending
on how broadly we define the industry or product group. Specifically, the more broadly
we define an industry, the greater will be the value of T . The reason for this is that the
more broadly an industry is defined, the more likely it is that a country will export some
varieties of the differentiated product and import others. Thus, the T index must be used
with caution. It can, nevertheless, be very useful in measuring differences in intra-industry
trade in different industries and changes in intra-industry trade for the same industry over
time (see Case Studies 6-5 and 6-6).

■ CASE STUDY 6-6 Intra-Industry Trade Indexes for G-20 Countries

Table 6.4 gives intra-industry trade indexes for the
G-20 (the largest and most important advanced
and emerging market economies plus the European
Union as a whole) in 2006 at the SITC 3-digit
and 5-digit levels. An index of 0.000 indicates
no intra-industry trade, whereas an index of 1.0
indicates that the exports and imports of the coun-
try are equal in each product category. We would
expect that for each country the intra-industry trade

■ TABLE 6.4. Intra-Industry Trade Indexes at the 3-Digit and 5-Digits Levels for the G-20 in
2006

Country SITC-3 Digit SITC-5 Digit Country SITC-3 Digit SITC-5 Digit

France 0.600 0.424 Brazil 0.373 0.137
Canada 0.599 0.421 India 0.318 0.127
Germany 0.570 0.419 Argentina 0.313 0.156
United Kingdom 0.525 0.362 China 0.305 0.182
United States 0.503 0.317 South Africa 0.294 0.092
Italy 0.497 0.344 Indonesia 0.291 0.117
Mexico 0.478 0.334 Turkey 0.217 0.130
Thailand 0.449 0.252 Russia 0.146 0.047
Korea 0.412 0.240 Saudi Arabia 0.070 0.011
Japan 0.398 0.238 Unweighted Average 0.387 0.229

Source: M. Brülhart, ‘‘Global Intra-Industry Trade, 1962-2006,’’ The World Economy, March 2009, pp. 401–459.

index at the 3-digit level be greater than that at
the 5-digit level (i.e., the greater the degree of
aggregation—for example, transportation equip-
ment, which includes automotive products, trains,
airplanes as compared simply to automobiles—the
higher the intra-industry trade index). From the
table, we can see that the index for developed
countries is generally higher than for the other
G-20.
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6.4C Formal Model of Intra-Industry Trade
Figure 6.2 presents a formal model of intra-industry trade. In Figure 6.2, D represents the
demand curve faced by the firm for the differentiated products that it sells. Since many other
firms sell similar products, the demand curve faced by the firm is fairly elastic (i.e., D has a
small inclination). This means that a small price change leads to a large change in the firm’s
sales. The form or market organization where (as in this case) there are many firms selling a
differentiated product and entry into or exit from the industry is easy is called monopolistic
competition. Because the firm must lower the price (P) on all units of the commodity if it
wants to increase sales, the marginal revenue curve of the firm (MR) is below the demand
curve (D), so that MR < P . For example, D shows that the firm can sell 2 units at P =
$4.50 and have a total revenue of $9 or sell 3 units at P = $4 and have a total revenue of
$12. Thus, the change in total revenue or MR = $3, compared with P = $4 for the third
unit of the commodity sold.

By producing only one of a few varieties of the product, the firm also faces increasing
returns to scale in production, so that its average cost curve (AC) is also downward sloping
(i.e., AC declines as output increases). As a result, the firm’s marginal cost curve (MC) is
below the AC curve. The reason for this is that for AC to decline, MC must be smaller
than AC . The best level of output for the firm is 3 units and is given by point E , where the
MR and MC curves intersect (see Figure 6.2). At a smaller level of output, MR (i.e., the
extra revenue) exceeds MC (i.e., the extra cost) and it pays for the firm to expand output.
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FIGURE 6.2. Production and Pricing under Monopolistic Competition.
D is the demand curve for the product sold by a firm, while MR is the corresponding marginal revenue
curve. D is downward sloping because the product is differentiated. As a result, MR < P. The best level of
output for the monopolistically competitive firm is 3 units and is given by point E, at which MR = MC. At
Q = 3, P = AC = $4 (point A) and the firm breaks even (i.e., earns only a normal return on investment in
the long run). AC is the average cost curve of the firm. AC is downward sloping because of economies
of scale.
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On the other hand, at an output greater than 3 units, MR < MC and it pays for the firm to
reduce output. Thus, the best level of output (Q) is 3 units. The firm will then charge the
price of $4, shown by point A on the D curve. Furthermore, since more firms are attracted
to the industry in the long run whenever firms in the industry earn profits, the demand curve
facing this firm (D) is tangent to its AC curve, so that P = AC = $4 at Q = 3. This means
that the firm breaks even (i.e., it earns only a normal return on investment in the long run).

We can now examine the relationship between inter-industry and intra-industry trade. To
do this, suppose that Nation 1 has a relative abundance of labor and commodity X is labor
intensive, while Nation 2 has a relative abundance of capital and commodity Y is capital
intensive. If commodities X and Y are homogeneous, Nation 1 will export commodity X and
import commodity Y, while Nation 2 will export commodity Y and import commodity X, as
postulated by the Heckscher–Ohlin theory. This is inter-industry trade and reflects compara-
tive advantage only. On the other hand, if there are different varieties of commodities X and
Y (i.e., commodities X and Y are differentiated), Nation 1 will still be a net exporter of com-
modity X (this is inter-industry trade, which is based on comparative advantage), but it will
also import some varieties of commodity X and export some varieties of commodity Y (this
is intra-industry trade, which is based on product differentiation and economies of scale).

Similarly, while Nation 2 will still be a net exporter of commodity Y, it will also import
some varieties of commodity Y and export some varieties of commodity X. The net exports
of X and Y by Nations 1 and 2, respectively, reflect inter-industry trade, which is based
on comparative advantage. On the other hand, the fact that Nation 1 also imports some
varieties of commodity X and exports some varieties of commodity Y, while Nation 2
also imports some varieties of commodity Y and exports some varieties of commodity X
(i.e., the fact that there is an interpenetration of each other’s market in each product) reflects
intra-industry trade, which is based on product differentiation and economies of scale. Thus,
when products are homogeneous, we have only inter-industry trade. On the other hand,
when products are differentiated, we have both inter- and intra-industry trade. The more
similar nations are in factor endowments and technology, the smaller is the importance of
inter-relative to intra-industry trade, and vice versa. Since industrial nations have become
more similar in factor endowments and technology over time, the importance of intra-
relative to inter-industry trade has increased. As pointed out earlier, however, a great deal
of intra-industry trade is also based on differences in international factor endowments (when
factors are defined less broadly and in a more disaggregated way).

6.4D Another Version of the Intra-Industry Trade Model
We now examine intra-industry trade from a different perspective with the aid of Figure 6.3.
The horizontal axis in Figure 6.3 measures the number of firms (N) in a monopolistically
competitive industry, while the vertical axis measures the product price (P) and the average
or per unit cost of production (AC). All firms sell at the same price even though their product
is somewhat differentiated. This will be true if all firms in the monopolistically competitive
industry are symmetric or face identical demand and cost functions or conditions.

In Figure 6.3, curve P shows the relationship between the number of firms in the industry
and the product price. Curve P is negatively sloped, showing that the larger the number of
firms in the industry the lower is the product price because competition is greater or more
intense with more firms in the industry. For example, P = $4 when N = 200 (see point
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FIGURE 6.3. Monopolistic Competition and Intra-Industry Trade.
Curve P shows the negative relationship between the total number of firms in the industry (N) and product
price (P), while curve C shows the positive relationship between N and their average cost of production
(AC) for a given level of industry output. Equilibrium is given by the intersection of the P and C curves at
point E, where P = AC = $3 and N = 300. Trade causes curve C to shift down to, say, curve C ′ and defines
new equilibrium point E ′, where P = $2 and N = 400.

F in the figure), P = $3 when N = 300 (point E ), and P = $2 when N = 400 (point
E ′). Curve C , on the other hand, shows the relationship between the number of firms in
the industry and their average cost of production for a given level of industry output. Curve
C is positively sloped, showing that the larger N is, the greater their AC is. The reason
is that when more firms produce a given industry output, each firm’s share of the industry
output will be smaller, and so each firm will incur higher average costs of production. For
example, AC = $2 when N = 200 (point G in the figure), AC = $3 when N = 300 (point
E ), and AC = $4 when N = 400 (point H ).

The intersection of curve P and curve C defines equilibrium point E , at which P = AC
= $3 and N = 300 and each firm breaks even (i.e., makes zero profits). With 200 firms, P =
$4 (point F ), while AC = $2 (point G). Since firms will then be earning profits, more firms
will enter the industry until long-run equilibrium point E is reached. On the other hand,
with N = 400, P = $2 (point E ′), while AC = $4 (point H ). Since now all firms incur
losses, some firms will leave the industry until long-run equilibrium point E is reached.

By opening up or expanding international trade and thus becoming part of a much larger
integrated world market, firms in each nation can specialize in the production of a smaller
range of products and face lower average costs of production. Mutually beneficial trade
can then take place even if nations are identical in factor endowments and technology.
Consumers in each nation would benefit both from lower product prices and from the larger
range of commodities. This is shown by the downward shift of curve C to curve C′ in
Figure 6.3. Curve C shifts down to curve C ′ because an increase in market size or total
industry sales increases the sales of each firm, for any given number of firms in the industry,

(c) ketabton.com: The Digital Library



Salvatore c06.tex V2 - 10/16/2012 9:50 A.M. Page 172

172 Economies of Scale, Imperfect Competition, and International Trade

and lowers the average production cost of each firm. The downward shift in curve C to
curve C ′ leads to new long-run equilibrium point E ′, P = AC = $2 and N = 400, as
compared with original equilibrium point E (with P = $3 and AC = $3). Note that the
increase in total industry sales does not affect the P curve (i.e., the P curve does not shift).

6.5 Trade Based on Dynamic Technological Differences
Apart from differences in the relative availability of labor, capital, and natural resources
(stressed by the Heckscher–Ohlin theory) and the existence of economies of scale and
product differentiation, dynamic changes in technology among nations can be a separate
determinant of international trade. These are examined by the technological gap and product
cycle models. Since time is involved in a fundamental way in both of these models, they
can be regarded as dynamic extensions of the static H–O model.

6.5A Technological Gap and Product Cycle Models
According to the technological gap model sketched by Posner in 1961, a great deal of the
trade among industrialized countries is based on the introduction of new products and new
production processes. These give the innovating firm and nation a temporary monopoly in
the world market. Such a temporary monopoly is often based on patents and copyrights,
which are granted to stimulate the flow of inventions.

As the most technologically advanced nation, the United States exports a large number of
new high-technology products. However, as foreign producers acquire the new technology,
they eventually are able to conquer markets abroad, and even the U.S. market for the product,
because of their lower labor costs. In the meantime, U.S. producers may have introduced
still newer products and production processes and may be able to export these products
based on the new technological gap established. A shortcoming of this model, however, is
that it does not explain the size of technological gaps and does not explore the reason that
technological gaps arise or exactly how they are eliminated over time.

A generalization and extension of the technological gap model is the product cycle
model, which was fully developed by Vernon in 1966. According to this model, when a
new product is introduced, it usually requires highly skilled labor to produce. As the product
matures and acquires mass acceptance, it becomes standardized; it can then be produced by
mass production techniques and less skilled labor. Therefore, comparative advantage in the
product shifts from the advanced nation that originally introduced it to less advanced nations,
where labor is relatively cheaper. This may be accompanied by foreign direct investments
from the innovating nation to nations with cheaper labor.

Vernon also pointed out that high-income and labor-saving products are most likely
to be introduced in rich nations because (1) the opportunities for doing so are greatest
there, (2) the development of these new products requires proximity to markets so as to
benefit from consumer feedback in modifying the product, and (3) there is a need to provide
service. While the technological gap model emphasizes the time lag in the imitation process,
the product cycle model stresses the standardization process. According to these models,
the most highly industrialized economies are expected to export nonstandardized products
embodying new and more advanced technologies and import products embodying old or
less advanced technologies.
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A classic example of the product cycle model is provided by the experience of U.S.
and Japanese radio manufacturers since World War II. Immediately after the war, U.S.
firms dominated the international market for radios, based on vacuum tubes developed in
the United States. However, within a few years, Japan was able to capture a large share
of the market by copying U.S. technology and utilizing cheaper labor. The United States
recaptured technological leadership with the development of transistors. But, once again, in
a few short years, Japan imitated the technology and was able to undersell the United States.
Subsequently, the United States reacquired its ability to compete successfully with Japan
by introducing printed circuits. It remains to be seen whether this latest technology will
finally result in radios being labor or capital intensive and whether the United States will
be able to stay in the market—or whether both the United States and Japan will eventually
be displaced by still cheaper producers in such nations as Korea and Singapore.

In a 1967 study, Gruber, Mehta, and Vernon found a strong correlation between expen-
ditures on research and development (R&D) and export performance. The authors took
expenditures on research and development as a proxy for the temporary comparative advan-
tage that firms and nations acquire in new products and new production processes. As such,
these results tend to support both the technological gap model and the closely related product
cycle model. We will see in Chapter 7 that the technological lead of the United States based
on R&D has now almost disappeared with respect to Europe and Japan and has sharply
narrowed with respect to some of the most advanced emerging markets such as China.

Note that trade in these models is originally based on new technology developed by
the relatively abundant factors in industrialized nations (such as highly skilled labor and
expenditures on research and development). Subsequently, through imitation and product
standardization, less developed nations gain a comparative advantage based on their rela-
tively cheaper labor. As such, trade can be said to be based on changes in relative factor
abundance (technology) among nations over time. Therefore, the technological gap and
product cycle models can be regarded as extensions of the basic H–O model into a tech-
nologically dynamic world, rather than as alternative trade models. In short, the product
cycle model tries to explain dynamic comparative advantage for new products and new pro-
duction processes, as opposed to the basic H–O model, which explains static comparative
advantage. We return to this source of growth and change in comparative advantage over
time in the next chapter.

6.5B Illustration of the Product Cycle Model
The product cycle model can be visualized with Figure 6.4, which identifies five different
stages in the life cycle of a product (according to one version of the model) from the point of
view of the innovating and the imitating country. In stage I, or new-product phase (referring
to time OA on the horizontal axis), the product (at this time a specialty) is produced and
consumed only in the innovating country. In stage II, or product-growth phase (time AB ),
production is perfected in the innovating country and increases rapidly to accommodate ris-
ing demand at home and abroad. At this stage, there is not yet any foreign production of the
product, so that the innovating country has a monopoly in both the home and export markets.

In stage III, or product-maturity phase (time BC ), the product becomes standardized,
and the innovating firm may find it profitable to license other domestic and foreign firms
to also manufacture the product. Thus, the imitating country starts producing the product
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FIGURE 6.4. The Product Cycle Model.
In stage I (time OA), the product is produced and consumed only in the innovating country. In stage
II (AB), production is perfected in the innovating country and increases rapidly to accommodate rising
demand at home and abroad. In stage III (BC), the product becomes standardized and the imitating
country starts producing the product for domestic consumption. In stage IV (CD), the imitating country
starts underselling the innovating country in third markets, and in stage V (past point D) in the latter’s
market as well.

for domestic consumption. In stage IV (time CD), the imitating country, facing lower labor
and other costs now that the product has become standardized and no longer requires devel-
opment and engineering skills, begins to undersell the innovating country in third markets,
and production of the product in the innovating country declines. Brand competition now
gives way to price competition. Finally, in stage V (i.e., past point D), the imitating country
starts underselling the innovating country in the latter’s market as well, and production of
the product in the innovating country declines rapidly or collapses. Stages IV and V are
often referred to as the product-decline stage. Technological diffusion, standardization, and
lower costs abroad thus bring the end of the life cycle for the product. It is now time for
the innovating country to concentrate attention on new technological innovations and to
introduce new products.

Examples of products that seem to have gone through such product cycles are radios,
stainless steel, razor blades, television sets, and semiconductors. In recent years, the diffusion
lag of new technologies has shortened considerably, so that we have witnessed a time
compression of the product life cycle. That is, the time from the introduction of a new
product in the innovating country to the time when the imitating country displaces the
innovating country in third markets and in the innovating country itself has become shorter
and shorter. This may spell trouble for a country like the United States, which relies on
new technologies and new products to remain internationally competitive. The benefits that
the United States can reap from the new technologies and new products that it introduces
are ever more quickly copied by other countries, especially Japan. In fact, Steven Jobs’
Apple created the iPad but it outsourced all of its production! The old saying “The United
States must run faster and faster simply to avoid falling behind” is very appropriate here.
By turning out new products and technologies very rapidly, however, the United States is
ranked as the most competitive economy in the world (see Case Study 6-7).
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■ CASE STUDY 6-7 The United States as the Most Competitive Economy

Table 6.5 shows the 20 top-ranked nations in inter-
national competitiveness in 2011, as measured by
the Switzerland-based Institute for Management
Development (IMD). International competitiveness
was defined as the ability of a country or com-
pany to generate more wealth for its people than its
competitors in world markets. International com-
petitiveness was calculated as the weighted average
of more than 300 competitiveness criteria grouped
into four large categories: (1) economic perfor-
mance (macroeconomic evaluation of the domes-
tic economy); (2) government performance (extent

■ TABLE 6.5. International Competitiveness Rankings in 2012

Rank Country Rank Country

1 Hong Kong 11 Netherlands
2 United States 12 Luxembourg
3 Switzerland 13 Denmark
4 Singapore 14 Malaysia
5 Sweden 15 Australia
6 Canada 16 United Arab Rep.
7 Taiwan 17 Finland
8 Norway 18 United Kingdom
9 Germany 19 Israel

10 Qatar 20 Ireland

Source: Institute for Management Development, 2012.

to which government policies are conducive to
competitiveness); (3) business efficiency (extent to
which enterprises perform in an innovative and
profitable way); and (4) infrastructure (extent to
which basic technological, scientific, and human
resources meet the needs of business).

As Table 6.5 shows, Hong Kong occupies the
top position, followed by the United States, Switzer-
land, Singapore, Sweden, and Canada. Germany is
ninth and the United Kingdom is eighteenth. Of the
G-7 countries, Japan is twenty-seventh, France is
twenty-ninth, and Italy is fortieth.

6.6 Costs of Transportation, Environmental Standards,
and International Trade

So far we have assumed that costs of transportation are zero (assumption 9 in Section 5.2).
In this section, we relax this assumption. We will see that costs of transportation affect
international trade directly by affecting the price of the traded commodity in the exporting
and importing countries, and indirectly by affecting the international location of production
and industry. We also examine these two effects as well as the effect of environmental
pollution on the location of industry and international trade.

6.6A Costs of Transportation and Nontraded Commodities
Costs of transportation include freight charges, warehousing costs, costs of loading and
unloading, insurance premiums, and interest charges while goods are in transit. We will use
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the term transport or logistics costs to include all the costs of transferring goods from one
location (nation) to another.

A homogeneous good will be traded internationally only if the pretrade price difference
in the two nations exceeds the cost of transporting the good from one nation to the other.
Consideration of transport and logistics costs explains why most goods and services are
not traded at all internationally. These are referred to as nontraded goods and services.
They are the goods and services for which transport costs exceed price differences across
nations. Thus, cement is not traded internationally except in border areas because of its
high weight-to-value ratio. Similarly, the average person does not travel from New York
to London simply to get a haircut.

In general, the price of nontraded commodities is determined by domestic demand and
supply conditions, while the price of traded commodities is determined by world demand and
supply conditions. The great reduction in transport costs that resulted from using refrigerated
trucks and ships converted many nontraded into traded goods. For example, grapes and other
fruits and vegetables found in many Boston, Chicago, New York, and Philadelphia stores
during winter are shipped from South America. In the past, high transport costs and spoilage
prevented this. Similarly, the development of containerized cargo shipping (i.e., the packing
of goods in very large, standardized containers) greatly reduced the cost of handling and
transporting goods, turning many previously nontraded commodities into traded ones.

There are two ways of analyzing transport costs. One is by general equilibrium analysis,
which utilizes the nation’s production frontiers or offer curves and expresses transport costs
in terms of relative commodity prices. A more straightforward method is to analyze the
absolute, or money, cost of transport with partial equilibrium analysis. This holds constant
the rate of exchange between the two currencies, the level of income, and everything else
in the two nations, except the amount produced, consumed, and traded of the commodity
under consideration. This is shown in Figure 6.5.

In Figure 6.5, the common vertical axis measures the dollar price of commodity X
in Nation 1 and in Nation 2. Increasing quantities of commodity X are measured by a
movement to the right from the common origin (as usual) for Nation 2. Increasing quantities
of commodity X for Nation 1 are instead measured by a movement to the left from the
common origin. Note that Nation 1’s demand curve for commodity X (DX ) is negatively
inclined (slopes downward), while its supply curve of commodity X (SX ) is positively
inclined, as we move from the origin to the left , as we should, for Nation 1.

In the absence of trade, Nation 1 produces and consumes 50X at the equilibrium price
of PX = $5 (given by the intersection of DX and SX in Nation 1). Nation 2 produces and
consumes 50X at PX = $11. With the opening of trade, Nation 1 will export commodity
X to Nation 2. As it does, PX rises in Nation 1 and falls in Nation 2. With a transport
cost of $2 per unit, PX in Nation 2 will exceed PX in Nation 1 by $2. This cost will be
shared by the two nations so as to balance trade. This occurs in Figure 6.5 when PX = $7
in Nation 1 and PX = $9 in Nation 2. At PX = $7, Nation 1 will produce 70X, consume
domestically 30X, and export 40X to Nation 2. At PX = $9, Nation 2 will produce 30X,
import 40X, and consume 70X.

Note that in the absence of transport costs, PX = $8 in both nations and 60X are traded.
Thus, transport costs reduce the level of specialization in production and also the volume
and gains from trade. Furthermore, since with transport costs the absolute (and relative)
price of commodity X differs in the two nations, its factor price will not be completely
equalized even if all the other assumptions of the H–O model hold.
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FIGURE 6.5. Partial Equilibrium Analysis of Transport Costs.
The common vertical axis measures the dollar price of commodity X in the two nations. A move-
ment to the left from the common origin measures increasing quantities of commodity X for
Nation 1. In the absence of trade, Nation 1 will produce and consume 50X at PX = $5. Nation 2 will
produce and consume 50X at PX = $11. With transport costs of $2 per unit, PX = $7 in Nation 1 and PX = $9
in Nation 2. At PX = $7, Nation 1 will produce 70X, consume 30X, and export 40X. At PX = $9, Nation 2 will
produce 30X, import 40X, and consume 70X.

Finally, because of the way Figure 6.5 was drawn, the cost of transportation is shared
equally by the two nations. In general, the more steeply inclined DX and SX are in Nation 1
relative to Nation 2, the greater is the share of transport costs paid by Nation 1. (The proof
of this proposition and the general equilibrium analysis of transport costs are assigned as
an end-of-chapter problem.)

6.6B Costs of Transportation and the Location of Industry
Transportation costs also affect international trade by influencing the location of production
and industry. Industries can be classified as resource oriented, market oriented, or footloose.

Resource-oriented industries are those that tend to locate near the source of the raw
materials used by the industry. For example, mining must obviously be located where the
mineral deposits are located. More generally, resource-oriented industries are those for which
the cost of transporting the raw materials used by the industry is substantially higher than for
shipping the finished product to market. These are industries such as steel, basic chemicals,
and aluminum, which process heavy and bulky raw materials into lighter finished products
(i.e., involving substantial weight loss in processing).

Market-oriented industries, on the other hand, are those that locate near the markets
for the products of the industry. These are the industries that produce goods that become
heavier or more difficult to transport during the production process (i.e., that involve
substantial weight gain in processing). An excellent example of this is provided by

(c) ketabton.com: The Digital Library



Salvatore c06.tex V2 - 10/16/2012 9:50 A.M. Page 178

178 Economies of Scale, Imperfect Competition, and International Trade

soft-drink companies, which ship their highly concentrated syrup to market, where water
is added and bottling takes place (all very weight-gaining operations).

Footloose industries are those producing goods that face neither substantial weight gains
nor losses during the production process. These industries tend to have high value-to-weight
ratios and to be highly mobile, or footloose. They tend to locate where the availability of
other inputs leads to the lowest overall manufacturing costs. An example is provided by
U.S. computer companies, which ship U.S.-made components to Mexican border areas to
be assembled by cheap Mexican labor, before being exported back to the United States
to be packaged into the final product for sale on the U.S. market. Many governments
offer preferential tax treatment to domestic and foreign investors to attract these footloose
industries.

6.6C Environmental Standards, Industry Location, and
International Trade

Industrial location and international trade are also affected by different environmental stan-
dards in different nations. Environmental standards refer to the levels of air pollution, water
pollution, thermal (i.e., heat) pollution, and pollution resulting from garbage disposal that a
nation allows. Environmental pollution results whenever the environment is used (abused)
as a convenient and cheap dumping ground for all types of waste products arising from the
production, consumption, or disposal of goods and services.

Environmental pollution can lead to serious trade problems because the price of traded
goods and services often does not fully reflect social environmental costs. A nation with
lower environmental standards can in effect use the environment as a resource endowment
or as a factor of production in attracting polluting firms from abroad and achieving a com-
parative advantage in polluting goods and services. In fact, U.S. labor opposed NAFTA out
of fear that many jobs would be lost in the United States as a result of U.S. firms migrating
to Mexico to take advantage of much more lax environmental laws and lower cleanup costs.
Environmental considerations were so strong that a side agreement on the environment
had to be added to ensure the passage of NAFTA by the U.S. Congress. The High-Level
Symposium on Trade and the Environment held in Geneva in March 1999 strongly
recommended that trade agreements be subjected to environmental impact assessments.

A World Bank study by Low (1992) indicated that polluting or dirty industries and their
exports have expanded faster than clean industries and their exports in poor developing
countries than in rich developed countries. However, the study also found that as nations
become richer, they voluntarily adopt more environmentally friendly approaches to economic
development and become increasingly concerned about “sustainable development” (see Case
Study 6-8).

In July 2001, a historic accord that set targets for industrialized countries to cut emission
of greenhouse gases that contribute to global warming was signed as part of the implemen-
tation of the Kyoto Protocol on climate change signed in 1997. The United States refused
to sign the agreement, calling its targets arbitrary and too costly to comply. At the UN
conference on climate change held in Bali in December 2007, 190 nations (including the
United States) signed an agreement to negotiate a new treaty to succeed the Kyoto protocol
(due to expire in 2012), calling for the halving of the emission of heat-trapping gases by
2050.
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■ CASE STUDY 6-8 Environmental Performance Index

Table 6.6 provides the ranking of 132 countries
on the Environmental Performance Index (EPI) in
2012. EPI benchmarks the ability of nations to (1)
reduce environmental stress to human health and (2)
promote sound natural resource management, using
25 performance indicators grouped in six categories,
which are then combined to create a single score.

Table 6.6 shows that Switzerland ranks first
on EPI, followed by Latvia, Norway, Luxembourg,

■ TABLE 6.6. Environmental Performance Index (EPI) Ranking in 2012

Countries with Highest Rank Countries with Lowest Rank

Rank Country Rank Country

1. Switzerland 123. Lybia
2. Latvia 124. Bosnia and Herzegovina
3. Norway 125. India
4. Luxembourg 126 Kuwait
5. Costa Rica 127. Yemen
6. France 128. South Africa
7. Austria 129. Kazakhstan
8. Italy 130. Uzbekistan
9. United Kingdom 131. Turkemistan

10. Sweden 132. Iraq

Source: 2012 Environmental Performance Index (http://epi.yale.edu/epi2012/rankings).

Costa Rica, France, Austria, Italy, the United King-
dom, and Sweden. The ranking of some of the other
countries are: Germany (11), Japan (23), Brazil
(30), Spain (32), Canada (37), South Korea (43),
United States (49), Mexico (84), Russia (106),
China (116), India (125)—all the way down to
Iraq (132). In general, rich countries score high and
poor countries low, with the poorest countries and
petroleum-exporting countries scoring the lowest.

At the UN Climate Change Conference in Durban, South Africa, in December 2011, it
was decided to extend the life of the Kyoto treaty and to negotiate a new pact by 2015 to
take effect by 2020 that would include emission curbs also by developing countries, which
now account for almost three-fifths of global emissions. The new pact is also to establish a
$100 billion “green climate fund” through which developed nations help developing nations
offset the impact of environmental change.

S U M M A R Y

1. Heckscher and Ohlin based comparative advantage on
the difference in factor endowments among nations.
This theory, however, leaves a significant portion of
today’s international trade unexplained. To fill this
gap, we need new, complementary theories that base
international trade on economies of scale, imperfect
competition, and differences in technological changes
among nations.

2. Relaxing most of the assumptions only modifies
but does not invalidate the Heckscher–Ohlin theory.
Relaxing the assumptions of constant economies of
scale, perfect competition, and no differences in tech-
nological changes among nations, however, requires
new, complementary trade theories to explain the sig-
nificant portion of international trade that the H–O
model leaves unexplained.
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3. Even if two nations are identical in every respect, there
is still a basis for mutually beneficial trade based on
economies of scale. When each nation specializes in
the production of one commodity, the combined total
world output of both commodities will be greater than
without specialization when economies of scale are
present. With trade, each nation then shares in these
gains. Outsourcing and offshoring are the source of
new and significant international economies of scale
but also lead to complaints that a significant number
of high-paying jobs are transferred abroad.

4. A large portion of international trade today involves
the exchange of differentiated products. Such
intra-industry trade arises in order to take advantage
of important economies of scale in production, which
result when each firm or plant produces only one or
a few styles or varieties of a product. Intra-industry
trade can be measured by an index. With differentiated
products, the firm faces a downward-sloping demand
curve, produces in the downward-sloping portion of
its average cost curve, and breaks even. The larger
the number of firms in a monopolistically competitive
industry, the lower the product price and the higher
the average cost for a given level of output. With the
enlargement of the market that trade brings about, the
commodity price will then be lower and the number

of firms greater. The more similar nations are in factor
endowments, the greater is the importance of intra-
relative to inter-industry trade.

5. According to the technological gap model, a firm
exports a new product until imitators in other countries
take away its market. In the meantime, the innovating
firm will have introduced a new product or process.
According to the related product cycle model, a prod-
uct goes through five stages: the introduction of the
product, expansion of production for export, standard-
ization and beginning of production abroad through
imitation, foreign imitators underselling the nation in
third markets, and foreigners underselling the inno-
vating firms in their home market as well.

6. With transportation costs, only those commodities
whose pretrade price difference exceeds the cost of
transporting them will be traded. When trade is in
equilibrium, the relative price of traded commodities
in the two nations will differ by the cost of trans-
porting them. Transportation costs also affect inter-
national trade by affecting the location of production
and industry. Industries can be classified as resource
oriented, market oriented, or footloose. Environmen-
tal standards also affect the location of industry and
international trade.

A L O O K A H E A D

The international trade theory discussed so far is, with
few exceptions (such as the product cycle model), static in
nature. That is, given the resource endowments, technol-
ogy, and tastes of two nations, we proceeded to determine
the comparative advantage of each nation and examine the
resulting gains from trade. In the next chapter, we will ana-
lyze in detail the effect of changes in factor endowments,

technology, and tastes on the comparative advantage of
each nation, the volume of trade, the terms of trade, and
the welfare of each nation. Although this does not make
our trade theory dynamic, it does show that it can be
extended to incorporate the effect of changes in underly-
ing conditions through time.
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Q U E S T I O N S F O R R E V I E W

1. What are two important limitations of the
Heckscher–Ohlin theory?

2. Which assumptions of the Heckscher–Ohlin theory
can be relaxed without invalidating the model?

3. The relaxation of which assumptions of the
Heckscher–Ohlin theory require new, complemen-
tary trade theories to explain the significant portion
of international trade not explained by the H–O
model?

4. What is meant by economies of scale? How can
they be the basis for international trade? What
is meant by the “new international economies of
scale”?

5. What is meant by product differentiation? Why
does this result in imperfect competition? How can
international trade be based on product differentia-
tion?

6. How can intra-industry trade be measured? What
are the shortcomings of such a measure?

7. What do we mean by monopolistic competi-
tion? Why do we use this model to examine
intra-industry trade?

8. Why is it that the greater the number of firms is in
a monopolistically competitive industry the lower

the price is, but the higher the average cost of each
firm is for a given level of output?

9. Why is the price lower and the number of firms
greater with the larger market size with trade in a
monopolistically competitive industry?

10. How can international trade take place according to
the technological gap model? What criticisms are
leveled against this model? What does the product
cycle model postulate? What are the various stages
in a product life cycle?

11. What is the relationship between the H–O theory
and other trade theories?

12. What is the empirical relevance of the H–O theory
and the new trade theories? What is the relationship
between transportation costs and nontraded goods
and services? How do transportation costs affect the
H–O theorem? How do they affect the factor-price
equalization theorem?

13. What is meant by resource-oriented industries?
market-oriented industries? footloose industries?
What determines the classification of the industry?
Howdoes thisaffect thepatternof international trade?

14. How do different environmental standards affect
industry location and international trade?

P R O B L E M S

*1. Draw a figure similar to Figure 6.1, showing how
mutually beneficial trade can take place between
two nations based on economies of scale if the
nations have identical production frontiers but dif-
ferent tastes.

2. Do the same as in Problem 1 for two nations that
have equal tastes but different production fron-
tiers.

3. Do the same as in Problem 1 for two nations with
different production frontiers and tastes.

4. Find the degree of intra-industry trade if exports
and imports are, respectively

(a) 1,000 and 1,000

(b) 1,000 and 750

(c) 1,000 and 500
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(d) 1,000 and 25

(e) 1,000 and 0

5. Do the same as in Problem 4, but interchange the
values of exports and imports.

*6. Using the same AC and MC curves as in
Figure 6.2, draw a figure similar to Figure 6.2
but showing that the firm can earn a profit before
other firms imitate its product and reduce its mar-
ket share.

7. sfasfd(a) In what way does monopolistic competition
resemble monopoly?

(b) How is it different?

(c) Why is the difference between monopolis-
tic competition and monopoly important for con-
sumer welfare in our intra-industry trade model?

8. How do the demand curves facing a perfectly
competitive firm, a monopolistically competitive
firm, and a monopolist firm differ from one
another? Why?

9. What would happen if the C curve had shifted
down only half as much as curve C ′ in Figure 6.3?

10. Draw a figure showing the exports of the innovat-
ing and of the imitating country during the various
stages of the product cycle.

11. Indicate how increased pirating or production and
sale of counterfeit American goods without pay-
ing royalties by foreign producers might affect the
product cycle in the United States.

12. Show how transportation costs can be analyzed
with production frontiers. (Hint : Relative com-
modity prices with trade will differ by the cost
of transportation.)

13. Do the same as in Problem 12 with offer curves.

*14. Draw a figure similar to Figure 6.5, showing that
transport costs fall more heavily on the nation
with the steeper demand and supply curves for
the traded commodity.

*= Answer is provided at www.wiley.com/college/
salvatore.

APPENDIX
In this appendix, we examine external economies and their effect on the pattern of trade in
Section A6.1 and then go on to deal with dynamic external economies and learning curves
in Section A6.2.

A6.1 External Economies and the Pattern of Trade
In Section 6.3, we defined external economies as the reduction in each firm’s average costs
of production as the industry’s output expands. This is to be distinguished from internal
economies or increasing returns to scale, which refer to the reduction in a firm’s average cost
of production as the firm’s output expands. External economies arise because a larger and
more geographically concentrated industry is likely to provide more specialized labor and
other services, thus leading to higher productivity and lower average costs for all the firms in
the industry. This is the reason that so many computer companies are clustered in California’s
Silicon Valley and financial institutions and banks are concentrated in New York City.

Since external economies depend on the expansion in the number of firms in the industry
rather than on the size of individual firms, they are entirely consistent with perfect com-
petition. That is, with external economies, firms enjoy lower average costs of production
because the industry rather than the firm is very large. With economies or increasing returns
to scale, on the other hand, the expansion in the size of one or a few firms in the industry
leads to monopoly or oligopoly, and hence to the breakdown of perfect competition.
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External economies also affect the pattern of international trade. Specifically, the nation
where a given industry is larger is likely to have lower average costs of production (i.e.,
greater external economies) and thus to be the exporter of the commodity. The nation in
which an industry is first established or becomes larger may be a purely historical accident.
Once an industry is established or has grown larger in one nation than in another, however,
the first nation is likely to gain an even greater cost advantage over the second nation over
time. That is, its advantage becomes cumulative over time. Even if Nation 2 could then
have become the lower-cost producer (if its industry output were to grow as large as that
of Nation 1), with Nation 1 already producing and exporting the commodity, this may not
be possible. Thus, we cannot determine the pattern of trade in the presence of significant
external economies. This is shown in Figure 6.6.

In Figure 6.6, Dw refers to the world demand curve for a commodity. The commodity
could be produced either by Nation 1 (with average cost curve AC1) or by Nation 2 (with
average cost curve AC2). The average cost of producing the commodity is lower for larger
industry outputs in each nation because of external economies. Competition among the firms

P($)

Industry output per time period

DW

E1

AC1

AC2

E2

Q/t

B

10

1

2

3

4

2 3 4 5 6

FIGURE 6.6. External Economies and Specialization.
Dw refers to the world demand curve for a commodity. The AC1 and AC2 curves are downward sloping
because of external economies. If Nation 1 were the sole supplier of the commodity, it would produce
three units of the commodity at AC = P = $3 ( point E1). On the other hand, if Nation 2 were the sole
supplier, it would produce four units of the commodity at AC = P = $2 (point E2). P = AC in either case
because of perfect competition. If the industry did not exist in Nation 2, Nation 2 would not start producing
the commodity because its average cost at the beginning would be higher (point B) than in Nation 1 when
the latter is already in the market (point E1).
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in the industry would also lead to a price (P) equal to the average cost of production (AC)
in either country.

Suppose that because of some historical accident or other reason, the industry is already
established in Nation 1 but not in Nation 2. Then Nation 1 would supply the world market
by producing three units of the commodity at AC = P = $3 (point E1 in the figure). Nation
2, however, could supply four units of the commodity at AC = P = $2 (point E2 in the
figure). With Nation 1 already in the market, however, Nation 2 cannot enter the market.
Specifically, Nation 2 would face AC = $4 (point B in the figure) to begin producing
the commodity. Since this is higher than the price at which Nation 1 already supplies the
commodity to the world market, Nation 2 will not produce the commodity. Thus, with large
external economies, the pattern of trade cannot be determined on the basis of lower actual
or potential average costs.

Problem Draw a figure showing external economies for a single firm.

A6.2 Dynamic External Economies and Specialization
As firms gain experience in production, they often make improvements in their product or in
their production techniques. As other firms then imitate the innovating firms, average costs
of production fall for the entire industry. This decline in the average cost of production
as the cumulative output of the industry increases and firms accumulate knowledge over
time is called dynamic external economies. While the simple external economies discussed
before arise when the industry output per time period increases, dynamic external economies
arise as the cumulative output of the industry increases and firms accumulate knowledge
over time. For example, it might take 1,000 hours to assemble the 100th aircraft, but only
700 hours to assemble the 200th aircraft because as managers and workers gain production
experience they become more efficient. Real-world experience shows that average costs
decline by 20 to 30 percent for each doubling of cumulative output for many industries.

Dynamic external economies can be shown graphically by learning curves. A learning
curve shows the degree by which average costs of production decline as the cumulative
industry output increases over time. For example, Figure 6.7 shows that the average cost
of production for the industry in Nation 1 is $2.50 when output is 200 units (point F on
L1), $2.00 when the cumulative output doubles to 400 units (point C ), and $1.60 when
cumulative output has doubled again to 800 units (point H ).

Figure 6.7 also shows that Nation 2 could produce 400 units of the product at a cost
of $1.50 per unit (point G on L2), but since it faces the higher startup cost of $3 per unit
(point J ), it may not enter the market. The only way for Nation 2 to enter the market
is for its government to provide temporary trade protection or subsidies to the industry
while it grows and accumulates knowledge. This is called the infant industry argument. It
is extremely difficult, however, to pick winners (i.e., to pick industries that will grow into
adulthood and become able to compete freely in the world market in a reasonable period
of time). More will be said on this when we discuss trade policies in Section 9.4b.

Problem The equation of the learning curve can be expressed as AC = aQb . Explain the
meaning of each parameter and whether it needs to assume a positive or negative value to
obtain a learning curve.
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FIGURE 6.7. The Learning Curve and Specialization.
The figure shows that the average cost of production for the industry in Nation 1 is $2.50 when output is
200 units (point F on L1), $2.00 when the cumulative output doubles to 400 units (point C), and $1.60 when
cumulative output has doubled again to 800 units (point H). The figure also shows that Nation 2 could
produce 400 units of the product at a cost of $1.50 per unit (point G on L2), but since it faces the higher
startup cost of $3 per unit (point J), it may not enter the market.
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I N T E R N e t

Trade statistics that can be used to measure inter- and intra-
industry trade are provided by the U.S. Census Bureau at:

http://censtats.census.gov/sitc/sitc.shtml

A great deal of trade statistics for the United States by
country and region can be found through the home page

of the U.S. Department of Commerce, International Trade
Administration at:

http://www.ita.doc.gov/td/industry/otea

International trade statistics by country and product group
are available from the International Trade Center (ITC)
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by selecting “Countries” and then “Trade Statistics Aggre-
gates” at:

http://www.intracen.org/trade-support/trade-statistics

Trade Statistics for European countries are provided by
EuroStat (Statistical Office of the European Communities)
at:

http://ec.europa.eu/trade

Data on the international competitiveness of nations are
available from the Institute of Management Development
and the World Economic Forum at:

http://www.imd.ch/wcy

http://www.weforun.org

For the environmental sustainability and performance
indexes, see:

http://sedac.ciesin.columbia.edu/es/esi

http://epi.yale.edu/epi2012/rankings
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chapter

LEARNING GOALS:
After reading this chapter, you should be able to:

• Explain how the change in a nation’s factor endowments
affects its growth, terms of trade, volume of trade, and
welfare

• Explain how technological change affects growth, trade,
and welfare

• Understand how a change in tastes affects trade,
growth, and welfare

7.1 Introduction
Aside from trade based on technological gaps and product cycles (discussed in
Section 6.5), which is dynamic in nature, the trade theory discussed thus far is
completely static in nature. That is, given the nation’s factor endowments, technol-
ogy, and tastes, we proceeded to determine the nation’s comparative advantage and
the gains from trade. However, factor endowments change over time; technology
usually improves; and tastes may also change. As a result, the nation’s comparative
advantage also changes over time.

In this chapter, we extend our trade model to incorporate these changes. We show
how a change in factor endowments and/or an improvement in technology affect
the nation’s production frontier. These changes, together with possible changes in
tastes, affect the nation’s offer curve, the volume and the terms of trade, and the
gains from trade.

In Section 7.2, we illustrate the effect of a change in factor endowments on the
nation’s production frontier and examine the Rybczynski theorem. In Section 7.3,
we define the different types of technical progress and illustrate their effect on
the nation’s production frontier. Section 7.4 deals with and illustrates the effect
of growth on trade and welfare in a nation that is too small to affect the terms of
trade. Section 7.5 extends the analysis to the more complex case of the large nation.
Finally, Section 7.6 examines the effect of growth and changes in tastes in both
nations on the volume and terms of trade. The appendix presents the formal proof
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of the Rybcynski theorem, examines growth when one factor is not mobile within the nation,
and gives a graphical presentation of Hicksian technical progress.

Throughout this chapter and in the appendix, we will have the opportunity to utilize
most of the tools of analysis developed in previous chapters and truly see trade theory at
work. The type of analysis that we will be performing is known as comparative statics (as
opposed to dynamic analysis). Comparative statics analyzes the effect on the equilibrium
position resulting from a change in underlying economic conditions and without regard to
the transitional period and process of adjustment. Dynamic analysis , on the other hand, deals
with the time path and the process of adjustment itself. Dynamic trade theory is still in its
infancy. However, our comparative statics analysis can carry us a long way in analyzing
the effect on international trade resulting from changes in factor endowments, technology,
and tastes over time.

7.2 Growth of Factors of Production
Through time, a nation’s population usually grows and with it the size of its labor force.
Similarly, by utilizing part of its resources to produce capital equipment, the nation increases
its stock of capital. Capital refers to all the human-made means of production, such as
machinery, factories, office buildings, transportation, and communications, as well as to the
education and training of the labor force, all of which greatly enhance the nation’s ability
to produce goods and services.

Although there are many different types of labor and capital, we will assume for simplicity
that all units of labor and capital are homogeneous (i.e., identical), as we have done in
previous chapters. This will leave us with two factors—labor (L) and capital (K )—so that
we can conveniently continue to use plane geometry for our analysis. In the real world, of
course, there are also natural resources, and these can be depleted (such as minerals) or new
ones found through discoveries or new applications.

We will also continue to assume that the nation experiencing growth is producing two
commodities (commodity X, which is L intensive, and commodity Y, which is K intensive)
under constant returns to scale.

7.2A Labor Growth and Capital Accumulation over Time
An increase in the endowment of labor and capital over time causes the nation’s production
frontier to shift outward. The type and degree of the shift depend on the rate at which L
and K grow. If L and K grow at the same rate, the nation’s production frontier will shift
out evenly in all directions at the rate of factor growth. As a result, the slope of the old
and new production frontiers (before and after factor growth) will be the same at any point
where they are cut by a ray from the origin. This is the case of balanced growth.

If only the endowment of L grows, the output of both commodities grows because L is
used in the production of both commodities and L can be substituted for K to some extent in
the production of both commodities. However, the output of commodity X (the L-intensive
commodity) grows faster than the output of commodity Y (the K -intensive commodity).
The opposite is true if only the endowment of K grows. If L and K grow at different rates,
the outward shift in the nation’s production frontier can similarly be determined.
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FIGURE 7.1. Growth of Labor and Capital over Time.
The left panel shows the case of balanced growth with L and K doubling under constant returns to scale.
The two production frontiers have identical shapes and the same slope, or PX /PY , along any ray from the
origin. The right panel shows the case when only L or only K doubles. When only L doubles, the output
of commodity X (the L-intensive commodity) grows proportionately more than the output of Y (but less
than doubles). Similarly, when only K doubles, the output of Y grows proportionately more than that of X
but less than doubles (see the dashed production frontier).

Figure 7.1 shows various types of hypothetical factor growth in Nation 1. (The growth of
factors and endowments is exaggerated to make the illustrations clearer.) The presentation
is completely analogous for Nation 2 and will be left as an end-of-chapter problem.

The left panel of Figure 7.1 shows the case of balanced growth under the assumption that
the amounts of L and K available to Nation 1 double. With constant returns to scale, the
maximum amount of each commodity that Nation 1 can produce also doubles, from 140X
to 280X or from 70Y to 140Y. Note that the shape of the expanded production frontier is
identical to the shape of the production frontier before growth, so that the slope of the two
production frontiers, or PX /PY , is the same at such points as B and B ′, where they are cut
by a ray from the origin.

The right panel repeats Nation 1’s production frontier before growth (with intercepts of
140X and 70Y) and shows two additional production frontiers—one with only L doubling
(solid line) and the other with only K doubling (dashed line). When only L doubles, the
production frontier shifts more along the X-axis, measuring the L-intensive commodity.
If only K doubles, the production frontier shifts more along the Y-axis, measuring the
K -intensive commodity. Note that when only L doubles, the maximum output of commodity
X does not double (i.e., it only rises from 140X to 275X). For X to double, both L and K
must double. Similarly, when only K doubles, the maximum output of commodity Y less
than doubles (from 70Y to 130Y).

When both L and K grow at the same rate and we have constant returns to scale in the
production of both commodities, the productivity, and therefore the returns of L and K ,
remain the same after growth as they were before growth took place. If the dependency
rate (i.e., the ratio of dependents to the total population) also remains unchanged, real per
capita income and the welfare of the nation tend to remain unchanged. If only L grows (or
L grows proportionately more than K ), K/L will fall and so will the productivity of L, the
returns to L, and real per capita income. If, on the other hand, only the endowment of K
grows (or K grows proportionately more than L), K/L will rise and so will the productivity
of L, the returns to L, and real per capita income.
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7.2B The Rybczynski Theorem
The Rybczynski theorem postulates that at constant commodity prices, an increase in the
endowment of one factor will increase by a greater proportion the output of the commodity
intensive in that factor and will reduce the output of the other commodity. For example,
if only L grows in Nation 1, then the output of commodity X (the L-intensive commodity)
expands more than proportionately, while the output of commodity Y (the K -intensive
commodity) declines at constant PX and PY .

Figure 7.2 shows the production frontier of Nation 1 before and after only L
doubles (as in the right panel of Figure 7.1). With trade but before growth, Nation 1
produces at point B (i.e., 130X and 20Y) at PX /PY = PB = 1, as in previous chapters.
After only L doubles and with PX /PY remaining at PB = 1, Nation 1 would produce at
point M on its new and expanded production frontier. At point M , Nation 1 produces
270X but only 10Y. Thus, the output of commodity X more than doubled, while the
output of commodity Y declined (as predicted by the Rybczynski theorem). Doubling L
and transferring some L and K from the production of commodity Y more than doubles
the output of commodity X.

The formal graphical proof of the Rybczynski theorem will be presented in the appendix.
Here we will give intuitive but still adequate proof of the theorem. The proof is as follows.
For commodity prices to remain constant with the growth of one factor, factor prices (i.e.,
w and r) must also remain constant. But factor prices can remain constant only if K/L and
the productivity of L and K also remain constant in the production of both commodities.
The only way to fully employ all of the increase in L and still leave K/L unchanged in
the production of both commodities is for the output of commodity Y (the K -intensive
commodity) to fall in order to release enough K (and a little L) to absorb all of the increase
in L in the production of commodity X (the L-intensive commodity). Thus, the output of
commodity X rises while the output of commodity Y declines at constant commodity prices.
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FIGURE 7.2. The Growth of Labor Only and the Rybczynski Theorem.
With trade but before growth, Nation 1 produces at point B (130X and 20Y) at PX /PY = PB = 1, as in previous
chapters. After only L doubles and with PX /PY remaining at PB = 1, Nation 1 produces at point M (270X
and 10Y) on its new and expanded production frontier. Thus, the output of X (the L-intensive commodity)
expanded, and the output of Y (the K-intensive commodity) declined, as postulated by the Rybczynski
theorem.
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In fact, the increase in the output of commodity X expands by a greater proportion than
the expansion in the amount of labor because some labor and capital are also transferred
from the production of commodity Y to the production of commodity X. This is called the
magnification effect and is formally proved in Section A7.1 of the appendix.

To summarize, we can say that for PX and PY (and therefore PX /PY ) to remain the same,
w and r must be constant. But w and r can remain the same only if K/L remains constant in
the production of both commodities. The only way for this to occur and also absorb all of
the increase in L is to reduce the output of Y so as to release K/L in the greater proportion
used in Y, and combine the released K with the additional L at the lower K/L used in the
production of X. Thus, the output of X rises and that of Y falls. In fact, the output of X
increases by a greater proportion than the increase in L. Similarly, when only K increases,
the output of Y rises more than proportionately and that of X falls.

If one of the factors of production is not mobile within the nation, the results differ and
depend on whether it is the growing or the nongrowing factor that is immobile. This is
examined in Section A7.2 of the appendix using the specific-factors model introduced in
the appendix to Chapter 5 (Section A5.4).

7.3 Technical Progress
Several empirical studies have indicated that most of the increase in real per capita income
in industrial nations is due to technical progress and much less to capital accumulation.
However, the analysis of technical progress is much more complex than the analysis of
factor growth because there are several definitions and types of technical progress, and they
can take place at different rates in the production of either or both commodities.

For our purposes, the most appropriate definitions of technical progress are those
advanced by John Hicks , the British economist who shared the 1972 Nobel Prize in
economics. In Section 7.3a, we define the different types of Hicksian technical progress.
In Section 7.3b, we then examine the effect that the different types of Hicksian technical
progress have on the nation’s production frontier. Throughout our discussion, we will
assume that constant returns to scale prevail before and after technical progress takes place
and that technical progress occurs in a once-and-for-all fashion.

7.3A Neutral, Labor-Saving, and Capital-Saving
Technical Progress

Technical progress is usually classified into neutral, labor saving, or capital saving. All
technical progress (regardless of its type) reduces the amount of both labor and capital
required to produce any given level of output. The different types of Hicksian technical
progress specify how this takes place.

Neutral technical progress increases the productivity of L and K in the same propor-
tion, so that K/L remains the same after the neutral technical progress as it was before at
unchanged relative factor prices (w/r). That is, with unchanged w/r , there is no substitution
of L for K (or vice versa) in production so that K/L remains unchanged. All that happens
is that a given output can now be produced with less L and less K .
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Labor-saving technical progress increases the productivity of K proportionately more
than the productivity of L. As a result, K is substituted for L in production and K/L rises at
unchanged w/r . Since more K is used per unit of L, this type of technical progress is called
labor saving. Note that a given output can now be produced with fewer units of L and K
but with a higher K/L.

Capital-saving technical progress increases the productivity of L proportionately more
than the productivity of K . As a result, L is substituted for K in production and L/K rises
(K/L falls) at unchanged w/r . Since more L is used per unit of K , this type of technical
progress is called capital saving. Note that a given output can now be produced with fewer
units of L and K but with a higher L/K (a lower K/L).

The appendix to this chapter gives a rigorous graphical interpretation of the Hicksian
definitions of technical progress, utilizing somewhat more advanced tools of analysis.

7.3B Technical Progress and the Nation’s Production Frontier
As in the case of factor growth, all types of technical progress cause the nation’s production
frontier to shift outward. The type and degree of the shift depend on the type and rate
of technical progress in either or both commodities. Here we will deal only with neutral
technical progress. Nonneutral technical progress is extremely complex and can only be
handled mathematically in the most advanced graduate texts.

With the same rate of neutral technical progress in the production of both commodities ,
the nation’s production frontier will shift out evenly in all directions at the same rate at
which technical progress takes place. This has the same effect on the nation’s production
frontier as balanced factor growth. Thus, the slope of the nation’s old and new production
frontiers (before and after this type of technical progress) will be the same at any point
where they are cut by a ray from the origin.

For example, suppose that the productivity of L and K doubles in the production of
commodity X and commodity Y in Nation 1 and constant returns to scale prevail in the
production of both commodities. The graph for this type of technical progress is identical
to the left panel of Figure 7.1, where the supply of both L and K doubled, and so the graph
is not repeated here.

Figure 7.3 shows Nation 1’s production frontier before technical progress and after the
productivity of L and K doubled in the production of commodity X only, or in the production
of commodity Y only (the dashed production frontier).

When the productivity of L and K doubles in the production of commodity X only, the
output of X doubles for each output level of commodity Y. For example, at the unchanged
output of 60Y, the output of commodity X rises from 50X before technical progress to
100X afterward (points A and A′, respectively, in the figure). Similarly, at the unchanged
output of 20Y, the output of commodity X increases from 130X to 260X (points B and B ′ ).
When all of Nation 1’s resources are used in the production of commodity X, the output
of X also doubles (from 140X to 280X). Note that the output of commodity Y remains
unchanged at 70Y if all of the nation’s resources are used in the production of commodity
Y and technical progress took place in the production of commodity X only.

Analogous reasoning explains the shift in the production frontier when the productivity
of L and K doubles only in the production of commodity Y (the dashed production frontier
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FIGURE 7.3. Neutral Technical Progress.
The figure shows Nation 1’s production frontier before technical progress and after the productivity of L
and K doubled in the production of commodity X only, or in the production of commodity Y only (the
dashed frontier). Note that if Nation 1 uses all of its resources in the production of the commodity in which
the productivity of L and K doubled, the output of the commodity also doubles. On the other hand,
if Nation 1 uses all of its resources in the production of the commodity in which no technical progress
occurred, the output of that commodity remains unchanged.

in Figure 7.3). The student should carefully examine the difference between Figure 7.3 and
the right panel of Figure 7.1.

Finally, it must be pointed out that, in the absence of trade, all types of technical progress
tend to increase the nation’s welfare. The reason is that with a higher production frontier
and the same L and population, each citizen could be made better off after growth than
before by an appropriate redistribution policy. The question of the effect of growth on trade
and welfare will be explored in the remainder of the chapter. Case Study 7-1 examines the
growth over time in the capital stock per worker of selected countries.

(continued)

■ CASE STUDY 7-1 Growth in the Capital Stock per Worker of Selected Countries

Table 7.1 gives the growth from 1979 to 1997 and
2006 in the capital stock per worker (measured in
terms of 1990 international dollar prices) in the
nations included in Table 5.2 in Case Study 5-2.
Table 7.1 shows that from 1979 (the first year for
which such comparable data are available) to 2006
the stock of capital per worker grew at a faster rate
in Canada and the United States than in the other
developed countries listed. It grew in China much
faster than in the other developing countries listed.

From Table 7.1, we can conclude that from
1979 to 2006 the U.S. comparative disadvantage
in capital-intensive products increased somewhat
with respect to Canada but decreased with respect
to the other countries. On the other hand, during
the same period the U.S. comparative advantage
in capital-intensive products decreased sharply
with respect to all the developing countries,
except Mexico.
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■ CASE STUDY 7-1 Continued

■ TABLE 7.1. Changes in Capital-Labor Ratios of Selected Countries,
1979, 1997, and 2006 (in 1990 International Dollar Prices)

Country 1979 1997 2006 2006/1979

Japan $64, 218 $77, 429 $111, 615 1.74
Canada 45, 294 61, 274 89, 652 1.98
Germany 50, 487 61, 673 87, 400 1.73
France 53, 901 59, 602 85, 097 1.58
Italy 43, 878 48, 943 73, 966 1.69
United States 40, 366 50, 233 73, 282 1.82
Spain 29, 384 38, 897 51, 814 1.76
United Kingdom 27, 041 30, 226 44, 545 1.65

Korea 13, 002 26, 635 45, 235 3.48
Mexico 13, 681 14, 030 23, 921 1.75
Turkey 8, 976 10, 780 20, 478 2.28
Brazil 5, 807 13, 940 16, 650 2.87
Russia 5, 728 6, 246 16, 131 2.82
Thailand 3, 144 8, 106 11, 688 3.72
China 1, 114 3, 219 7, 485 6.72
India 2, 135 3, 094 5, 870 2.75

Source: For 1979 and 1997, author’s calculation on preliminary results from Penn World
Table Version 5.7 (October 2000) and 6.1 (October 2002). For 2006, author’s calculations
following the Penn World Tables.

7.4 Growth and Trade: The Small-Country Case
We will now build on the discussion of the previous two sections and analyze the effect of
growth on production, consumption, trade, and welfare when the nation is too small to affect
the relative commodity prices at which it trades (so that the nation’s terms of trade remain
constant). In Section 7.4a, we discuss growth in general and define protrade, antitrade,
and neutral production and consumption. Using these definitions, we illustrate the effect of
one type of factor growth in Section 7.4b and analyze the effect of technical progress in
Section 7.4c. Section 7.5 then examines the more realistic case where the nation does affect
relative commodity prices by its trading.

7.4A The Effect of Growth on Trade
We have seen so far that factor growth and technical progress result in an outward shift in
the nation’s production frontier. What happens to the volume of trade depends on the rates
at which the output of the nation’s exportable and importable commodities grow and on the
consumption pattern of the nation as its national income expands through growth and trade.

If the output of the nation’s exportable commodity grows proportionately more than
the output of its importable commodity at constant relative commodity prices, then growth
tends to lead to greater than proportionate expansion of trade and is said to be protrade.
Otherwise, it is antitrade or neutral. The expansion of output has a neutral trade effect if it
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leads to the same rate of expansion of trade. On the other hand, if the nation’s consumption
of its importable commodity increases proportionately more than the nation’s consumption
of its exportable commodity at constant prices, then the consumption effect tends to lead
to a greater than proportionate expansion of trade and is said to be protrade. Otherwise, the
expansion in consumption is antitrade or neutral.

Thus, production and consumption can be protrade (if they lead to a greater than pro-
portionate increase in trade at constant relative commodity prices), antitrade, or neutral.
Production is protrade if the output of the nation’s exportable commodity increases pro-
portionately more than the output of its importable commodity. Consumption is protrade if
the nation’s consumption of its importable commodity increases proportionately more than
consumption of its exportable commodity.

What in fact happens to the volume of trade in the process of growth depends on the
net result of these production and consumption effects. If both production and consumption
are protrade, the volume of trade expands proportionately faster than output. If production
and consumption are both antitrade, the volume of trade expands proportionately less than
output and may even decline absolutely. If production is protrade and consumption antitrade
or vice versa, what happens to the volume of trade depends on the net effect of these two
opposing forces. In the unlikely event that both production and consumption are neutral,
trade expands at the same rate as output.

Since growth can result from different types and rates of factor growth and technical
progress, and production and consumption can be protrade, antitrade, or neutral, the effect
of growth on trade and welfare will vary from case to case. Thus, the approach must
necessarily be taxonomic (i.e., in the form of “if this is the case, then this is the outcome”).
As a result, all we can do is give some examples and indicate the forces that must be
analyzed to determine what is likely to happen in any particular situation.

7.4B Illustration of Factor Growth, Trade, and Welfare
The top panel of Figure 7.4 reproduces Figure 7.2, which shows that L doubles in Nation
1 and that Nation 1’s terms of trade do not change with growth and trade. That is, before
growth, Nation 1 produced at point B , traded 60X for 60Y at PB = 1, and reached indiffer-
ence curve III (as in previous chapters). When L doubles in Nation 1, its production frontier
shifts outward as explained in Section 7.2a. If Nation 1 is too small to affect relative com-
modity prices, it will produce at point M , where the new expanded production frontier is
tangent to PM = PB = 1. At point M , Nation 1 produces more than twice as much of
commodity X than at point B but less of commodity Y, as postulated by the Rybczynski
theorem. At PM = PB = 1, Nation 1 exchanges 150X for 150Y and consumes at point Z
on its community indifference curve VII.

Since the output of commodity X (Nation 1’s exportable commodity) increased while
the output of commodity Y declined, the growth of output is protrade. Similarly, since the
consumption of commodity Y (Nation 1’s importable commodity) increased proportionately
more than the consumption of commodity X (i.e., point Z is to the left of a ray from the
origin through point E ), the growth of consumption is also protrade. With both production
and consumption protrade, the volume of trade expanded proportionately more than the
output of commodity X.

Note that with growth and trade, Nation 1’s consumption frontier is given by straight line
PM tangent to the new expanded production frontier at point M . The fact that consumption
of both commodities increased with growth and trade means that both commodities are
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FIGURE 7.4. Factor Growth and Trade: The Small-Country Case.
The top panel shows that after L doubles, Nation 1 exchanges 150X for 150Y at PM = PB = 1 and reaches
indifference curve VII. Since the consumption of both X and Y rises with growth, both commodities are
normal goods. Since L doubled but consumption less than doubled (compare point Z to point E), the
social welfare of Nation 1 declined. The bottom panel shows that with free trade before growth, Nation 1
exchanged 60X for 60Y at PX /PY = PB = 1. With free trade after growth, Nation 1 exchange 150X for 150Y at
PX /PY = PB = 1.
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normal goods. Only if commodity Y had been an inferior good would Nation 1 have
consumed a smaller absolute amount of Y (i.e., to the right and below point E ′ on line
PM ). Similarly, Nation 1 would have consumed a smaller absolute amount of commodity
X (i.e., to the left and above point E ′′) only if commodity X had been an inferior good.

The bottom panel of Figure 7.4 utilizes offer curves to show the same growth of trade
for Nation 1 at constant terms of trade. That is, with free trade before growth, Nation
1 exchanged 60X for 60Y at PX /PY = PB = 1. With free trade after growth, Nation 1
exchanged 150X for 150Y at PX /PY = PM = PB = 1. The straight line showing the
constant terms of trade also represents the straight-line segment of Nation 2’s (or the rest
of the world’s) offer curve. It is because Nation 1 is very small that its offer curve before
and after growth intersects the straight-line segment of Nation 2’s (the large nation’s) offer
curve and the terms of trade remain constant.

Note that Nation 1 is worse off after growth because its labor force (and population)
doubled while its total consumption less than doubled (compare point Z with 120X and
160Y after growth to point E with 70X and 80Y before growth). Thus, the consumption
and welfare of Nation 1’s “representative” citizen decline as a result of this type of growth.
A representative citizen is one with the identical tastes and consumption pattern of the nation
as a whole but with quantities scaled down by the total number of citizens in the nation.

7.4C Technical Progress, Trade, and Welfare
We have seen in Section 7.3b that neutral technical progress at the same rate in the pro-
duction of both commodities leads to a proportionate expansion in the output of both
commodities at constant relative commodity prices. If consumption of each commodity
also increases proportionately in the nation, the volume of trade will increase at the same
rate at constant terms of trade. That is, the neutral expansion of production and consumption
leads to the same rate of expansion of trade. With neutral production and protrade consump-
tion, the volume of trade would expand proportionately more than production. With neutral
production and antitrade consumption, the volume of trade would expand proportionately
less than production. However, regardless of what happens to the volume of trade, the wel-
fare of the representative citizen will increase with constant L and population and constant
terms of trade.

Neutral technical progress in the production of the exportable commodity only is protrade.
For example, if neutral technical progress takes place only in the production of commodity X
in Nation 1, then Nation 1’s production frontier expands only along the X-axis, as indicated
in Figure 7.3. At constant terms of trade, Nation 1’s output of commodity X will increase
even more than in Figure 7.4, while the output of commodity Y declines (as in Figure 7.4).
Nation 1 will reach an indifference curve higher than VII , and the volume of trade will
expand even more than in Figure 7.4. What is even more important is that with a constant
population and labor force, the welfare of the representative citizen now rises (as opposed
to the case where only L grows in Figure 7.4).

On the other hand, neutral technical progress only in the production of commodity Y
(the importable commodity) is antitrade, and Nation 1’s production frontier will expand
only along the Y-axis (the dashed production frontier in Figure 7.3). If the terms of trade,
tastes, and population also remain unchanged, the volume of trade tends to decline, but
national welfare increases. This is similar to the growth of K only in Nation 1 and will
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be examined in Section 7.5c. The case where neutral technical change occurs at different
rates in the two commodities may lead to a rise or fall in the volume of trade but always
increases welfare. The same is generally true for nonneutral technical progress. Thus, tech-
nical progress, depending on the type, may increase or decrease trade, but it will always
increase social welfare in a small nation. Case Study 7-2 examines the growth of labor

■ CASE STUDY 7-2 Growth in Output per Worker from Capital Deepening, Technological Change, and
Improvements in Efficiency

Table 7.2 gives the growth of output per worker
from 1965 to 1990 and the contribution to that
growth made by capital deepening (i.e., the
increase in capital per worker) and improve-
ments in technology and efficiency (catching-up),
for a selected group of developed and devel-
oping countries, arranged according to the size
of their economy. The table shows that the
growth of output per worker grew most rapidly
in Korea (425 percent), followed by Japan
(209 percent), and Thailand (195 percent). The

■ TABLE 7.2. Growth in Output per Worker from Capital Deepening, Technological
Change, and Improvements in Efficiency, 1965–1990

Contribution to Percentage Change
in Output per Worker ofPercentage Change

in Output per Capital Change in Change in
Country Worker Deepening Technology Efficiency

United States 31.1 19.3 9.9 0.0
Japan 208.5 159.9 15.2 3.1
Germany 70.7 31.8 14.4 13.3
France 78.3 47.2 16.3 4.1
United Kingdom 60.7 64.9 1.4 −3.8
Italy 117.4 45.5 13.3 31.9
Canada 54.6 18.6 11.7 16.7
Spain 111.7 125.5 7.1 −12.3
Mexico 47.5 66.7 2.1 −13.3
India 80.5 38.9 15.7 12.4
Korea, Republic of 424.5 259.7 2.9 41.7
Argentina 4.6 59.3 1.8 −35.5
Turkey 129.3 95.6 6.6 9.9
Thailand 194.7 104.1 12.6 28.3
Philippines 43.8 20.9 7.9 10.3
Chile 16.6 50.2 1.9 −23.9

Source: S. Kumar and R. R. Russell, ‘‘Technological Change, Technological Catch-up, and Capital Deepening:
Relative Contributions to Growth and Convergence,’’ American Economic Review, June 2002, pp. 527–548.

United States experienced the lowest growth
(31 percent) among the nations included in
Table 7.2. The table also shows that most of the
growth in output per worker came from capital
deepening. Technology made the largest contri-
bution to growth in France, followed by India,
Japan, Germany, and Thailand. The largest contri-
bution from improvements in efficiency occurred
in Korea, Italy, and Thailand. Argentina, Chile,
Mexico, Spain, and the United Kingdom actually
suffered a reduction in efficiency.
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productivity attributable to capital accumulation and technological change in a selected
group of developed and developing countries over time.

7.5 Growth and Trade: The Large-Country Case
We will now build on our presentation of Section 7.4 to analyze the effect of growth on
production, consumption, trade, and welfare when the nation is sufficiently large to affect
the relative commodity prices at which it trades (so that the nation’s terms of trade change).
In Section 7.5a, we examine the effect of growth on the nation’s terms of trade and welfare.
In Section 7.5b, we deal with the case where growth, by itself, might improve the nation’s
welfare but its terms of trade deteriorate so much as to make the nation worse off after
growth than before. Finally, in Section 7.5c, we examine the case where growth leads to
improvement in the country’s terms of trade and welfare.

7.5A Growth and the Nation’s Terms of Trade and Welfare
If growth, regardless of its source or type, expands the nation’s volume of trade at constant
prices, then the nation’s terms of trade tend to deteriorate. Conversely, if growth reduces
the nation’s volume of trade at constant prices, the nation’s terms of trade tend to improve.
This is referred to as the terms-of-trade effect of growth.

The effect of growth on the nation’s welfare depends on the net result of the terms-of-trade
effect and a wealth effect. The wealth effect refers to the change in the output per worker
or per person as a result of growth. A positive wealth effect, by itself, tends to increase the
nation’s welfare. Otherwise, the nation’s welfare tends to decline or remain unchanged. If
the wealth effect is positive and the nation’s terms of trade improve as a result of growth and
trade, the nation’s welfare will definitely increase. If they are both unfavorable, the nation’s
welfare will definitely decline. If the wealth effect and the terms-of-trade effect move in
opposite directions, the nation’s welfare may deteriorate, improve, or remain unchanged
depending on the relative strength of these two opposing forces.

For example, if only L doubles in Nation 1, the wealth effect, by itself, tends to reduce
Nation 1’s welfare. This was the case shown in Figure 7.4. Furthermore, since this type of
growth tends to expand the volume of trade of Nation 1 at PM = PB = 1, Nation 1’s terms
of trade also tend to decline. Thus, the welfare of Nation 1 will decline for both reasons.
This case is illustrated in Figure 7.5.

Figure 7.5 is identical to Figure 7.4, except that now Nation 1 is assumed to be large
enough to affect relative commodity prices. With the terms of trade deteriorating from PM
= PB = 1 to PN = 1/2 with growth and trade, Nation 1 produces at point N , exchanges
140X for 70Y with Nation 2, and consumes at point T on indifference curve IV (see the
top panel). Since the welfare of Nation 1 declined (i.e., the wealth effect was negative) even
when it was too small to affect its terms of trade, and now its terms of trade have also
deteriorated, the welfare of Nation 1 declines even more. This is reflected in indifference
curve IV being lower than indifference curve VII .

The bottom panel of Figure 7.5 shows with offer curves the effect of this type of growth
on the volume and the terms of trade when Nation 1 does not affect its terms of trade (as
in the bottom panel of Figure 7.4) and when it does.

(c) ketabton.com: The Digital Library



Salvatore c07.tex V2 - 10/16/2012 10:01 A.M. Page 202

202 Economic Growth and International Trade

PB = 1

70 100 120 130 240 270
0

10
20
30

70
80

100

160

PN =

PB = PM = 1

1
2

N
M

E

B

T

Z

IV

III

VII

X

Y

X

Y

140 150

PN = 1
2

Nation 2

Nation 1*

Z

T

E

60
0

60
70

160

Nation 1

PM = PB = 1

FIGURE 7.5. Growth and Trade: The Large-Country Case.
Figure 7.5 is identical to Figure 7.4, except that now Nation 1 is assumed to be large enough to affect
the terms of trade. With the terms of trade deteriorating from PM = PB = 1 to PN = 1/2 with growth and
trade, Nation 1 produces at point N, exchanges 140X for 70Y with Nation 2, and consumes at point T on
indifference curve IV (see the top panel). Since indifference curve IV is lower than VII, the nation’s welfare
will decline even more now. The bottom panel shows with offer curves the effect of this type of growth
on the volume and the terms of trade when Nation 1 affects its terms of trade and when it does not.

7.5B Immiserizing Growth
Even if the wealth effect, by itself, tends to increase the nation’s welfare, the terms of trade
may deteriorate so much as to lead to a net decline in the nation’s welfare. This case was
termed immiserizing growth by Jagdish Bhagwati and is illustrated in Figure 7.6.

Figure 7.6 reproduces from Figure 7.3 the production frontier of Nation 1 before and
after neutral technical progress doubled the productivity of L and K in the production
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FIGURE 7.6. Immiserizing Growth.
This figure reproduces from Figure 7.3 the production frontier of Nation 1 before and after neutral technical
progress increased the productivity of L and K in the production of commodity X only. With this type of
technical progress, the wealth effect, by itself, would increase the welfare of Nation 1. However, Nation 1’s
terms of trade deteriorate drastically from PB = 1 to PC = 1/5, so that Nation 1 produces at point C, exports
100X for only 20Y, and consumes at point G on indifference curve II (which is lower than indifference curve
III, which Nation 1 reached with free trade before growth).

of commodity X only. The wealth effect, by itself, would increase Nation 1’s welfare at
constant prices because Nation 1’s output increases while its labor force (L) and population
remain constant. However, since this type of technical progress tends to increase the volume
of trade, Nation 1’s terms of trade tend to deteriorate. With a drastic deterioration in its
terms of trade, for example, from PB = 1 to PC = 1/5, Nation 1 would produce at point
C , export 100X for only 20Y, and consume at point G on indifference curve II (which is
lower than indifference curve III , which Nation 1 reached with free trade before growth).

Immiserizing growth is more likely to occur in Nation 1 when (a) growth tends to increase
substantially Nation 1’s exports at constant terms of trade; (b) Nation 1 is so large that the
attempt to expand its exports substantially will cause a deterioration in its terms of trade;
(c) the income elasticity of Nation 2’s (or the rest of the world’s) demand for Nation 1’s
exports is very low, so that Nation 1’s terms of trade will deteriorate substantially; and (d)
Nation 1 is so heavily dependent on trade that a substantial deterioration in its terms of
trade will lead to a reduction in national welfare.

Immiserizing growth does not seem very prevalent in the real world. When it does take
place, it is more likely to occur in developing than in developed nations. Even though
the terms of trade of developing nations seem to have deteriorated somewhat over time,
increases in production have more than made up for this, and their real per capita incomes
and welfare have generally increased. Real per capita incomes would have increased much
faster if the population of developing nations had not grown so rapidly in recent decades.
These questions and many others will be fully analyzed in Chapter 11, which deals with
international trade and economic development.

7.5C Illustration of Beneficial Growth and Trade
We now examine the case where only K (Nation 1’s scarce factor) doubles in Nation 1, so
that the wealth effect, by itself, tends to increase the nation’s welfare. The results would
be very similar with neutral technical progress in the production of only commodity Y

(c) ketabton.com: The Digital Library



Salvatore c07.tex V2 - 10/16/2012 10:01 A.M. Page 204

204 Economic Growth and International Trade

(the K -intensive commodity) in Nation 1. Since this type of growth tends to reduce the
volume of trade at constant prices, Nation 1’s terms of trade tend to improve. With both the
wealth and terms-of-trade effects favorable, Nation 1’s welfare definitely improves. This is
illustrated in Figure 7.7.
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FIGURE 7.7. Growth That Improves Nation 1’s Terms of Trade and Welfare.
If K (Nation 1’s scarce factor) doubled in Nation 1, production would take place at point R at the unchanged
terms of trade of PR = PB = 1 (see the top panel). Nation 1 would exchange 15X for 15Y with Nation 2 and
consume at point U on indifference curve V. However, if Nation 1 is large, its terms of trade will improve
because it is willing to export less of X at PR = PB = 1. At PS = 2, Nation 1 produces at point S, exchanges
20X for 40Y with Nation 2, and consumes at point W on indifference curve VI. Nation 1’s welfare increases
because of both favorable wealth and terms-of-trade effects. The bottom panel shows with offer curves
the effect of this type of growth on the volume and the terms of trade when Nation 1 does not and when
it does affect its terms of trade. Compare this to Figure 7.5.
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The top panel of the figure shows Nation 1’s production frontier before growth and after
only K doubles (the dashed production frontier from the right panel of Figure 7.1). At the
constant relative commodity price of PB = 1, Nation 1 would produce 110X and 105Y
(point R in the top panel), exchange 15X for 15Y with Nation 2, and consume at point
U on indifference curve V. With L and population unchanged, this type of growth would
increase Nation 1’s welfare.

Furthermore, since Nation 1’s trade volume declines at constant prices (from the free
trade but pregrowth situation at point E ), Nation 1’s terms of trade also improve, from PR
= PB = 1 to PS = 2. At PS = 2, Nation 1 produces 120X and 90Y at point S , exchanges
20X for 40Y, and consumes at point W on indifference curve VI. Thus, Nation 1’s welfare
increases because of both wealth and terms-of-trade effects.

The bottom panel of Figure 7.7 shows with offer curves the effect of this type of growth
on the volume and the terms of trade when Nation 1 does not and when it does affect
its terms of trade. The reader should carefully compare Figure 7.7, where both wealth and
terms-of-trade effects are favorable (so that Nation 1’s welfare increases for both reasons),
with Figure 7.5, where both effects are unfavorable and Nation 1’s welfare declines for both
reasons. Case Study 7-3 examines growth and the emergence of new economic giants.

(continued)

■ CASE STUDY 7-3 Growth and the Emergence of New Economic Giants

New economic giants are emerging among
developing countries: Brazil, Russia, India, China,
and South Africa (BRICS). China is already an
economic giant, India is on the way, and Brazil
and Russia are following. South Africa, which
was sponsored by China to join in 2011, is much
smaller. Table 7.3 provides data on the size and
economic importance of the new economic giants
in relation to the traditional ones: the United
States, the European Union, and Japan.

The most important measure of the economic
size of a nation is its gross national income (GNI)
at purchasing power parity or PPP. This takes into
consideration all the reasons (such undervalued
exchange rates and nonmarket production—to be
discussed in Section 15.2) which lead to serious
underestimation of the true GNI of developing
nations with respect to that of developed nations.

Table 7.3 shows that the largest economies
in terms of PPP are the 27-member European
Union (EU-27, examined in Chapter 10) and the
United States, followed by China, Japan, and India.

Russia and Brazil are smaller, and South Africa
much smaller. In terms of per capita income
(per capita GNI at PPP—as a measure of the
standard of living), the United States is clearly
first, followed by Japan, and EU-27. Russia,
Brazil, South Africa, China, and India follow with
much lower per capita incomes—especially India.
Growth of GNI, however, is much faster in China
and India, and faster in Russia, South Africa, and
Brazil than in the traditional ones, and the size
of their economies (total GNIs at PPP), except
South Africa, are expected to surpass those of the
United States and the EU-27 in 30–40 years if
current growth differentials persist . In terms of
per capita incomes, it would take much longer.

Even more important than economic size and
growth rates, however, is the rising competitive
challenge that the new giants are providing to the
traditional giants, on both world markets and in
their own domestic market, in a widening range
of increasingly sophisticated products (especially
China) and services (especially India).
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■ CASE STUDY 7-3 Continued

■ TABLE 7.3. Relative Economic Size of the New and Traditional
Economic Giants in 2010

Average Growth
Population Land Area GNI* Per Capita Rate of GNI (%)

(million) (sq. km.) (billion $) GNI($)* (2000–2010)

China 1, 338 9, 598 10, 132 7, 570 10.8
India 1, 171 3, 287 4, 171 3, 560 8.0

Brazil 195 8, 515 2, 129 10, 920 3.7
Russia 142 17, 098 2, 721 19, 190 5.4
S. Africa 50 1, 219 514 10, 280 3.9

USA 310 9, 632 14, 562 47, 020 1.9
EU 27 501 4, 308 15, 870 31, 677 2.1
Japan 127 378 4, 432 34, 790 0.9

*Purchasing Power Parity (PPP).
Source: World Bank, World Development Report, 2012.

7.6 Growth, Change in Tastes, and Trade in Both
Nations

Until now, we have assumed that growth took place only in Nation 1. As a result, only Nation
1’s production frontier and offer curve shifted. We now extend our analysis to incorporate
growth in both nations. When this occurs, the production frontiers and offer curves of both
nations shift. We will now use offer curves to analyze the effect of growth and change in
tastes in both nations.

7.6A Growth and Trade in Both Nations
Figure 7.8 shows the effect on the volume and terms of trade of various types of growth in
either or both nations. We assume that both nations are large. The offer curves labeled “1”
and “2” are the original (pregrowth) offer curves of Nation 1 and Nation 2, respectively.
Offer curves “1*” and “2*” and offer curves “1′” and “2′” are the offer curves of Nation 1
and Nation 2, respectively, with various types of growth. A relative commodity price line
is not drawn through each equilibrium point in order not to clutter the figure. However,
Nation 1’s terms of trade (i.e., PX /PY ) at each equilibrium point are obtained by dividing
the quantity of commodity Y by the quantity of commodity X traded at that point. Nation 2’s
terms of trade at the same equilibrium point are then simply the inverse, or reciprocal, of
Nation 1’s terms of trade.

With the original pregrowth offer curves 1 and 2, Nation 1 exchanges 60X for 60Y with
Nation 2 at PB = 1 (see equilibrium point E1). If L doubles in Nation 1 (as in Figure 7.5),
its offer curve rotates clockwise from 1 to 1* and Nation 1 exports 140X for 70Y (point
E2). In this case, Nation 1’s terms of trade deteriorate to PX /PY = 70Y /140X = 1/2, and
Nation 2’s terms of trade improve to PY /PX = 2.
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FIGURE 7.8. Growth and Trade in Both Nations.
If L (Nation 1’s abundant factor) doubles in Nation 1, its offer curve rotates from 1 to 1*, giving equilibrium
E2, with a larger volume but lower terms of trade for Nation 1. If K (Nation 2’s abundant factor) increases
in Nation 2 and its offer curve rotates from 2 to 2*, equilibrium occurs at E3, with a larger volume but lower
terms of trade for Nation 2. If instead K doubles in Nation 1, its offer curve rotates to 1′, with a reduction in
volume but an increase in Nation 1’s terms of trade. If L increases in Nation 2 and its offer curve rotates to
2′, equilibrium occurs at E6, with a reduction in volume but an improvement in Nation 2’s terms of trade. If
both offer curves shift to 1′ and 2′, the volume of trade declines even more (see E7), and the terms of trade
of both nations remain unchanged.

If growth occurs only in Nation 2 and its offer curve rotates counterclockwise from 2 to
2*, we get equilibrium point E3. This might result, for example, from a doubling of K (the
abundant factor) in Nation 2. At E3, Nation 2 exchanges 140Y for 70X with Nation 1; thus,
Nation 2’s terms of trade deteriorate to PY /PX = 1/2, and Nation 1’s terms of trade improve
to PX /PY = 2. With growth in both nations and offer curves 1* and 2*, we get equilibrium
point E4. The volume of trade expands to 140X for 140Y, but the terms of trade remain at
1 in both nations.

On the other hand, if K doubled in Nation 1 (as in Figure 7.7), its offer curve
would rotate counterclockwise from 1 to 1′ and give equilibrium point E5. Nation 1
would then exchange 20X for 40Y with Nation 2 so that Nation 1’s terms of
trade would improve to 2 and Nation 2’s terms of trade would deteriorate to 1/2.
If instead Nation 2’s labor only grows in such a manner that its offer curve rotates
clockwise to 2′, we get equilibrium point E6. This might result, for example, from a
doubling of L (the scarce factor) in Nation 2. Nation 2 would then exchange 20Y for 40X
with Nation 1, and Nation 2’s terms of trade would increase to 2 while Nation 1’s terms of
trade would decline to 1/2. If growth occurred in both nations in such a way that offer curve
1 rotated to 1′ and offer curve 2 rotated to 2′, then the volume of trade would be only 15X
for 15Y, and both nations’ terms of trade would remain unchanged at the level of 1 (see
equilibrium point E7).
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With balanced growth or neutral technical progress in the production of both commodities
in both nations, both nations’ offer curves will shift outward and move closer to the axis
measuring each nation’s exportable commodity. In that case, the volume of trade will expand
and the terms of trade can remain unchanged or improve for one nation and deteriorate for
the other, depending on the shape (i.e., the curvature) of each nation’s offer curve and on
the degree by which each offer curve rotates.

7.6B Change in Tastes and Trade in Both Nations
Through time not only do economies grow, but national tastes are also likely to change. As
we have seen, growth affects a nation’s offer curve through the effect that growth has on
the nation’s production frontier. Similarly, a change in tastes affects a nation’s offer curve
through the effect that the change in tastes has on the nation’s indifference map.

If Nation 1’s desire for commodity Y (Nation 2’s exportable commodity) increases,
Nation 1 will be willing to offer more of commodity X (its exportable commodity) for each
unit of commodity Y imported. Another way of stating this is that Nation 1 will be willing
to accept less of commodity Y for a given amount of commodity X that it exports. This will
cause Nation 1’s offer curve to rotate clockwise, say from 1 to 1* in Figure 7.8, causing an
increase in the volume of trade but a decline in Nation 1’s terms of trade.

On the other hand, if Nation 2’s tastes for commodity X increase, its offer curve will
rotate counterclockwise, say from 2 to 2*, increasing the volume of trade but reducing
Nation 2’s terms of trade. If tastes change in the opposite direction, the offer curves will
rotate in the opposite direction. If tastes change in both nations, both offer curves will rotate.
What happens to the volume of trade and the terms of trade then depends on the type and
degree of the change in tastes taking place in each nation, just as in the case of growth.

Summarizing, we can say that with growth and/or a change in tastes in both nations, both
nations’ offer curves will shift, changing the volume and/or the terms of trade. Regardless
of its source, a shift in a nation’s offer curve toward the axis measuring its exportable
commodity tends to expand trade at constant prices and reduce the nation’s terms of trade.
Opposite shifts in the nation’s offer curve tend to reduce the volume of trade at constant
prices and improve the nation’s terms of trade. For a given shift in its offer curve, the nation’s
terms of trade will change more, the greater is the curvature of the trade partner’s offer curve.

Case Study 7-4 examines the growth of output, trade, and welfare in the G-7 group of
industrial countries. (Growth and trade in developing countries are examined in Chapter 11.)

(continued)

■ CASE STUDY 7-4 Growth, Trade, and Welfare in the Leading Industrial Countries

Table 7.4 presents data on the average annual rate
of growth of real gross domestic product (GDP),
exports, terms of trade, and per capita income
for the G-7 (leading industrial) countries from
1990 to 2010. The table shows that the average
annual rate of growth of real GDP ranged from
2.8 in the United States to 0.9 percent in Italy,

for an unweighted average of 1.8 percent for all
G-7 countries. The average rate of growth of the
volume of exports ranged from 6.1 percent for
Germany to 2.7 for Japan, for an average of 4.5
percent for all 7 countries. Thus, exports grew 2.5
times as rapidly as GDP.
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■ CASE STUDY 7-4 Continued

The change in the terms of trade ranged from
an average yearly decline of 1.1 percent in Japan
to an improvement of 1.1 percent for Canada (due
primarily to the sharp increase in the price of its
fuels and mineral exports), for a zero unweighted
average change for all seven countries. The last
column of Table 7.4 shows that the annual growth
of real per capita GDP (as a rough measure of

■ TABLE 7.4. Growth of GDP and Exports, and the Terms of Trade, 1990–2010

Average Annual Percentage Change

Real Volume of Terms of Per Capita
GDP Exports Trade GDP

United States 2.8 5.4 −0.2 1.8
Japan 1.0 2.5 −1.1 0.9
Germany 1.4 6.1 −0.3 1.4
United Kingdom 2.2 3.8 0.1 1.7
France 1.6 6.7 0.0 1.0
Italy 0.9 2.7 0.2 0.3
Canada 2.6 4.5 1.1 1.6

Unweighted average 1.8 4.5 0.0 1.2

Source: International Monetary Fund, International Financial Statistics (Washington, D.C., various issues);
Organization for Economic Cooperation and Development, Economic Outlook (Paris, various issues);
and World Bank, World Development Indicators (Washington, D.C., various issues).

the average increase in standards of living) ranged
from 1.8 percent in the United States to 0.3 percent
for Italy, for an unweighted average increase of 1.6
percent per year for all seven countries. Although
many factors contributed to the growth of real per
capita GDP, the growth of exports was certainly
one of them.

S U M M A R Y

1. The trade theory discussed in previous chapters was
for the most part static in nature. That is, given the
nation’s factor endowments, technology, and tastes,
we proceeded to determine its comparative advan-
tage and the gains from trade. However, factor
endowments change through time; technology usually
improves; and tastes may also change. In this chapter,
we examined the effect of these changes on the equi-
librium position. This is known as comparative static
analysis.

2. With constant returns to scale and constant prices, if
L and K grow at the same rate (balanced growth),
the nation’s production frontier will shift out evenly

in all directions at the rate of factor growth, and
output per worker will remain constant. If L grows
faster than K , the nation’s production frontier will
shift proportionately more in the direction of the
L-intensive commodity, and output per worker will
decline. The opposite is true if K grows faster than
L. The Rybczynski theorem postulates that at constant
commodity prices, an increase in the endowment of
one factor will increase by a greater proportion the
output of the commodity intensive in that factor and
will reduce the output of the other commodity.

3. All technical progress reduces the amount of L and
K required to produce any given output, shifts the
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production frontier outward, and tends to increase the
nation’s welfare. Hicksian neutral technical progress
increases the productivity of L and K in the same
proportion and has the same effect on the nation’s
production frontier as balanced factor growth. As
a result, K/L remains unchanged at constant rela-
tive factor prices (w/r). L-saving technical progress
increases the productivity of K proportionately more
than the productivity of L. As a result, K is substituted
for L in production so that K/L rises at unchanged
w/r . K -saving technical progress is the opposite of
L-saving technical progress.

4. Production and consumption can be protrade (if they
lead to a greater-than-proportionate increase in trade
at constant prices), antitrade, or neutral. Production is
protrade if the output of the nation’s exportable com-
modity increases proportionately more than the output
of its importable commodity. Consumption is protrade
if the nation’s consumption of its importable commod-
ity increases proportionately more than consumption
of its exportable commodity. What happens to the vol-
ume of trade in the process of growth depends on the
net result of the production and consumption effects.

5. If growth, regardless of its source and type, increases
the nation’s volume of trade at constant prices, the

nation’s terms of trade tend to deteriorate. Otherwise,
the nation’s terms of trade tend to remain unchanged
or improve. The effect of growth on the nation’s wel-
fare also depends on a wealth effect. This refers to
the change in output per worker or per person as a
result of growth. If both the terms-of-trade and wealth
effects of growth are favorable, the nation’s wel-
fare will definitely improve. Otherwise, it will remain
the same or decline, depending on the net result of
these two effects. The case where an unfavorable
terms-of-trade effect overwhelms even a favorable
wealth effect and leads to a decline in the nation’s
welfare is known as “immiserizing growth.”

6. With growth and/or a change in tastes in both nations,
both nations’ offer curves will shift, changing the
volume and/or the terms of trade. Regardless of its
source, a shift in a nation’s offer curve toward the axis
measuring its exportable commodity tends to expand
trade at constant prices and reduce the nation’s terms
of trade. Opposite shifts in the nation’s offer curve
tend to reduce the volume of trade at constant prices
and improve the nation’s terms of trade. For a given
shift in its offer curve, the nation’s terms of trade will
change more the greater the curvature is of its trade
partner’s offer curve.

A L O O K A H E A D

This chapter concludes our presentation of international
trade theory. We now go on to Part Two, which deals
with trade policies. We begin with a discussion of tariffs
in Chapter 8. We will be primarily concerned with the
welfare effects of tariffs on the nation imposing them and

on the rest of the world. The welfare effects of tariffs will
be analyzed first from a partial equilibrium and then from
a general equilibrium point of view, utilizing the tools of
analysis and figures developed in Part One.

K E Y T E R M S
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Q U E S T I O N S F O R R E V I E W

1. What is meant when we say that the trade theory dis-
cussed in previous chapters is static in nature? What
is meant by comparative statics?

2. How can our trade theory of previous chapters
be extended to incorporate changes in the nation’s
factor endowments, technology, and tastes? Is the
resulting trade theory a dynamic theory of interna-
tional trade? Why?

3. What effect do the various types of factor growth
have on the growing nation’s production frontier?
What is meant by balanced growth?

4. What does the Rybczynski theorem postulate?

5. Explain neutral, labor-saving, and capital-saving
technical progress.

6. How does neutral technical progress in the pro-
duction of either or both commodities affect the
nation’s production frontier? Which type of techni-
cal progress corresponds to balanced factor growth
as far as its effect on the growing nation’s production
frontier is concerned?

7. What is meant by production and/or consumption
being protrade, antitrade, or neutral?

8. Which sources of growth are most likely to be pro-
trade? Which sources of growth are most likely to
be antitrade? Which types of commodities are most
likely to result in protrade consumption? antitrade
consumption?

9. What is the terms-of-trade effect of growth? What is
the wealth effect of growth? How can we measure
the change in the welfare of the nation as a result
of growth and trade when the nation is too small to
affect relative commodity prices? when the nation is
large enough to affect relative commodity prices?

10. Which type of growth will most likely lead to a
decline in the nation’s welfare? What is meant by
immiserizing growth? Which type of growth will
most likely lead to an increase in the nation’s wel-
fare?

11. What is the effect on the volume and terms of trade
if a nation’s offer curve shifts or rotates toward the
axis measuring its exportable commodity? What type
of growth and/or change in tastes in the nation will
cause its offer curve to shift or rotate this way?

12. How does the shape of the trade partner’s offer curve
affect the change in the terms of trade resulting from
a given shift in a nation’s offer curve?

P R O B L E M S

1. Starting with Nation 2’s pregrowth production fron-
tier of previous chapters, draw a new production
frontier for Nation 2 showing that:

(a) The amount of both capital and labor available
to Nation 2 doubled.

(b) Only the amount of capital doubled.

(c) Only the amount of labor doubled.

2. Starting with Nation 2’s pregrowth production fron-
tier of previous chapters, draw a new produc-
tion frontier for Nation 2 showing the Rybczynski
theorem for the doubling of the amount of capital
only.

3. Starting with Nation 2’s pregrowth production fron-
tier, draw a production frontier for Nation 2 show-
ing neutral technical progress that doubles the

productivity of labor and capital in the produc-
tion of:

(a) Both commodity X and commodity Y.

(b) Commodity X only.

(c) Commodity Y only.

4. Compare the graphs in Problem 3 with those in
Problems 1 and 2.

*5. Draw for Nation 2 a figure analogous to the top
panel of Figure 7.4 under the following assump-
tions:

(a) Only the amount of capital doubles in
Nation 2.

(b) The free trade equilibrium-relative commodity
price is PX /PY = 1.
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(c) Nation 2 is too small to affect the relative
commodity prices at which it trades before and after
growth.

(d) Nation 2 exports 150Y after growth.

*6. Draw for Nation 2 a figure analogous to the bottom
panel of Figure 7.4 under the same assumptions as
in Problem 5.

7. Draw for Nation 2 a figure analogous to the top
panel of Figure 7.5 under the following assump-
tions:

(a) Nation 2 is now large enough to affect the
relative commodity prices at which it trades.

(b) The terms of trade of Nation 2 deteriorate
from PY /PX = 1 with free trade before growth to
PY /PX = 1/2 with growth and free trade.

(c) Nation 2 exports 140Y with growth and free
trade.

8. Draw for Nation 2 a figure analogous to the bottom
panel of Figure 7.5 under the same assumptions as
in Problem 7.

*9. Draw a figure analogous to Figure 7.6 show-
ing immiserizing growth for Nation 2 when the

* = Answer provided at www.wiley.com/college/
salvatore.

productivity of capital and labor doubled only in
the production of commodity Y in Nation 2.

10. Draw a figure similar to Figure 7.6 but showing
immiserizing growth for an increase in the popula-
tion and labor force of a nation.

11. Draw for Nation 2 a figure analogous to the top
panel of Figure 7.7 under the following assump-
tions:

(a) Only the amount of labor doubles in Nation 2.

(b) The terms of trade of Nation 2 improve from
PY /PX = 1 with free trade before growth to PY /PX

= 2 with growth and free trade.

(c) Nation 2 exports 20Y with growth and free
trade.

12. Draw for Nation 2 a figure analogous to the bottom
panel of Figure 7.7 under the same assumptions as
in Problem 11.

13. The data in Table 7.2 indicate that the United States
has the smallest increase in output per worker, no
improvements in efficiency, and a small improve-
ment in technology in relation to other developed
countries in the table. This seems to contradict the
information in Table 6.5. How can this seeming
contradiction be resolved?

APPENDIX
This appendix presents the formal proof of the Rybczynski theorem in Section A7.1; it
examines growth when one factor is not mobile within the nation in Section A7.2; and it
gives a graphical interpretation of Hicksian neutral, labor-saving, and capital-saving technical
progress in Section A7.3.

A7.1 Formal Proof of the Rybczynski Theorem
As discussed in Section 7.2b, the Rybczynski theorem postulates that at constant commodity
prices, an increase in the endowment of one factor will increase by a greater proportion
the output of the commodity intensive in that factor and will reduce the output of the other
commodity.

The formal proof of the Rybczynski theorem presented here closely follows the analysis
for the derivation of a nation’s offer curve from its Edgeworth box diagram presented in
Section A3.3. Starting from Figure 3.10, we formally prove the Rybczynski theorem for the
case where only the amount of labor doubles in Nation 1.
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The theorem could be proved either by starting from the free trade production point B
(as in Figure 7.2) or by starting from the autarky, or no-trade, production and consumption
equilibrium point A (from previous chapters). The starting point is immaterial as long as the
new production point after growth is compared with the particular initial point chosen and
commodity prices are kept at the same level as at the initial equilibrium point. We will start
from point A because that will also allow us to examine the implications of the Rybczynski
theorem for relative commodity prices in the absence of trade.

Figure 7.9 shows the proof. Point A on Nation 1’s production frontier (in the bottom part
of Figure 7.9) is derived from point A in Nation 1’s Edgeworth box diagram (in the top of
the figure) before the amount of labor doubles. This is exactly as in Figure 3.9. After the
amount of labor doubles, Nation 1’s Edgeworth box doubles in length but remains the same
height (because the amount of capital is kept constant).

For commodity prices to remain constant, factor prices must remain constant. But relative
factor prices can remain constant only if K/L and the productivity of L and K remain constant
in the production of both commodities. The only way for K/L to remain constant, and for all
of L and K to remain fully employed after L doubles, is for production in Nation 1 to move
from point A to point A*, in the Edgeworth box in the top part of the figure. At points A and
A*, K/L in the production of commodity X is the same because point A* lies on the same
ray from origin OX as point A. Similarly, K/L in the production of commodity Y at point A*

is the same as at point A because the dashed ray from origin O∗
Y to point A* has the same
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FIGURE 7.9. Graphical Proof of the Rybczynski Theorem.
Point A on Nation 1’s production frontier (in the bottom part of the figure) is derived from point A in
Nation 1’s Edgeworth box (in the top part of the figure). This is exactly as in Figure 3.9. Doubling L doubles
the size of the box. For PX and PY to remain the same, w and r must remain constant. But w and r can
remain constant only if K/L remains constant in the production of both commodities. Point A* in the top
and bottom parts of the figure is the only point where this is possible and all of the increase in L is fully
absorbed. At point A*, K/L in the production of both commodities is the same as at point A. At A*, the
output of commodity X (the L-intensive commodity) more than doubles, while the output of commodity
Y declines, as postulated by the Rybczynski theorem.
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slope as the ray from origin OY to point A. Point A* is the only point in the Edgeworth box
consistent with full employment of all resources after L has doubled and with K/L constant
in the production of both commodities. Note that isoquants have the same slope at points
A and A*, indicating that w/r is the same at both points.

Since point A* is much farther from origin OX than point A in the Edgeworth box, Nation
1’s output of commodity X has increased. On the other hand, since point A* is closer to origin
O∗

Y than point A is to origin OY , Nation 1’s output of commodity Y has declined. These
events are reflected in the movement from point A on Nation 1’s production frontier before
L doubled to point A* on its production frontier after L doubled. That is, at point A on its
production frontier before growth, Nation 1 produced 50X and 60Y, whereas at point A* on
its production frontier after growth, Nation 1 produced 200X but only 50Y at PA/P ∗

A = 1/4.
Doubling L more than doubles (in this case, it quadruples) the output of commodity X. That
is, the growth of L has a magnified effect on the growth of the output of commodity X (the
L-intensive commodity). This completes our proof of the Rybczynski theorem.

After proving that the output of commodity Y falls at constant PX /PY , we must imme-
diately add that PX /PY cannot remain constant unless commodity Y is an inferior good.
Only then would the consumption of commodity Y decline absolutely in Nation 1 with
the growth of its real national income and no trade. Barring inferior goods, PX /PY must
fall (PY /PX rises) so that absolutely more of commodity Y is also produced and consumed
after growth and with no trade. Thus, keeping relative commodity prices constant is only a
way of analyzing what would happen to the output of each commodity if relative commod-
ity prices remained constant . However, relative commodity prices cannot remain constant
unless commodity Y is inferior or there is free trade and Nation 1 is assumed to be too small
to affect the relative commodity prices at which it trades. In that case, Nation 1 can consume
more of both commodities after growth even with constant relative commodity prices and
without commodity Y having to be an inferior good. This is exactly what Figure 7.4 shows.

Problem (a) Starting from pretrade, or autarky, equilibrium point A* in Nation 2, prove
graphically the Rybczynski theorem for a doubling in the amount of K in Nation 2.
(b) What restrictive assumption is required for production and consumption actually to
occur at the new equilibrium point after the doubling of K in Nation 2? (c) How are rela-
tive commodity prices likely to change as a result of growth only? as a result of both growth
and free trade?

A7.2 Growth with Factor Immobility
We know from the Rybczynski theorem that at constant commodity prices, an increase in the
endowment of one factor will increase by a greater proportion the output of the commodity
intensive in that factor and will reduce the output of the other commodity. We also know
that factor prices are constant at constant commodity prices.

We now want to analyze the effect of factor growth when one of the factors is not mobile
between the nation’s industries and commodity prices are constant. We can analyze this case
by using the specific-factors model developed in Section A5.4 of the appendix to Chapter 5.
We will see that the results differ from those predicted by the Rybczynski theorem and
depend on whether it is the growing or the nongrowing factor that is immobile within the
nation.
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FIGURE 7.10. Growth with the Specific-Factors Model.
Before growth and with L mobile and K immobile in the nation, w = ED, and OD of L is used to produce X
and DO ′ to produce Y in both panels. In the left panel, an increase in L of O ′O* = EF = DG results in a fall in
wages to E ′D ′, and DD ′ more L used in the production of X and D ′G in Y. The output of X and Y increases,
and r rises in both industries. In the right panel, K increases in the production of X only. This causes the
VMPLX curve to shift up to VMPL ′

X . The wage rate rises to w = E ′ ′D ′ ′, and DD ′ ′ of L is transferred from Y to
X. The output of X rises and that of Y falls, and r falls in both industries with unchanged commodity prices.

The left panel of Figure 7.10 refers to an increase in the supply of labor (the relatively
abundant and mobile factor in Nation 1), and the right panel refers to an increase in the
supply of capital (the scarce and immobile factor in Nation 1). In both panels, we begin (as
in Figure 5.8) with a total supply of labor in the nation equal to OO ′. The equilibrium wage
in both industries is ED and is determined by the intersection of the VMPLX and VMPLY
curve. OD of labor is used in the production of commodity X and DO ′ in the production
of commodity Y.

Let us now concentrate on the left panel of Figure 7.10, where the supply of labor
increases and labor is mobile, while capital is not. If the supply of labor increases by
O ′O* = EF = DG from OO ′ to OO*, the new equilibrium wage in both industries is E ′D ′
and is determined at the intersection of the VMPLX and VMPL′

Y curves. Of the DG increase
in the supply of labor, DD ′ is employed in the production of commodity X and D ′G in
the production of commodity Y. Since the amount of capital used in each industry does
not change but the amount of labor increases, the output of both commodities increases.
However, the output of commodity X increases by more than the output of commodity Y
because commodity X is L intensive and more of the increase in labor is employed in the
production of commodity X. Furthermore, since more labor is used in each industry with
unchanged amounts of capital, the VMPK and the return on capital (r) rise in both industries.

Thus, when the supply of labor increases and labor is mobile but capital is not, the
output of both commodities increases, and w falls and r rises in both industries, at constant
commodity prices. In the long run (when both labor and capital are mobile within the
nation), an increase in the supply of labor increases the output of commodity X by a greater
proportion, reduces the output of commodity Y, and leaves w and r unchanged at constant
commodity prices (the Rybczynski theorem).

Let us turn to the right panel of Figure 7.10, where the supply of capital (Nation 1’s
scarce and immobile factor) increases in the production of commodity X only. Since each
unit of labor in the production of commodity X will have more capital to work with, the
VMPLX curve shifts up to VMPL′

X . The intersection of the VMPL′
X and VMPLY curves now
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determines the new and higher equilibrium wage of E ′′D ′′ in both industries, and DD ′′ of
labor is transferred from the production of commodity Y to the production of commodity
X. Since w rises in both industries, r must fall in both in order for commodity prices to
remain constant (as assumed). Furthermore, since both more capital and more labor are used
in the production of commodity X, the output of commodity X rises. On the other hand,
since the same amount of capital but less labor is used in the production of commodity Y,
the output of commodity Y declines. Thus, in this case, the changes in outputs are similar
to those postulated by the Rybczynski theorem.

All of the above results, however, are based on the assumption that commodity prices do
not change. Since the output of commodity X increases while that of Y falls (or increases
by less than the increase in the output of X), PX /PY is likely to fall, and this lowers the
terms of trade of the nation (unless Nation 1 is small) and modifies the effects of growth
on factor prices derived above (on the basis of unchanged commodity prices).

Problem What happens if the supply of capital increases in Nation 1 in the production of
commodity Y only?

A7.3 Graphical Analysis of Hicksian Technical Progress
In this section we give a graphical interpretation of the Hicksian classification of neutral,
L-saving, and K -saving technical progress using isoquants (reviewed in Sections A3.1 and
A3.2). We also examine the effect of the various types of technical progress on relative
factor prices.

All innovations, regardless of their type, can be represented by a shift toward the origin
of the isoquant referring to any given level of output. This indicates that fewer inputs or
factors are required to produce any level of output after technical progress has occurred.
The distinction between various types of technical progress is based on the effect that each
has on K/L at constant relative factor prices (w/r).

Hicksian technical progress is neutral if it leaves K/L unchanged. Technical progress is
labor saving if it tends to increase K/L and capital saving if it tends to reduce K/L. These
are shown in Figure 7.11.

In all three panels of the figure, we begin at point A1, where 100X is produced with
4L and 4K before technical progress occurs. After neutral technical progress, the same
100X can be produced with 2L and 2K (point A2 in the left panel), leaving K /L = 1 at
unchanged w /r = 1 (the absolute slope of the isocosts). With L-saving technical progress,
the same 100X can be produced with 3K and 1L (point A3 in the middle panel) and
K /L = 3 at unchanged w /r = 1. Finally, with K -saving technical progress, the same 100X
can be produced with 1K and 3L (point A3 in the right panel) and K /L = 1/3 at unchanged
w /r = 1.

At point A2 in the middle panel, the ratio of the marginal productivity of K to the interest
rate (i.e., MPK/r) exceeds MPL/w , and so K is substituted for L in the production of
commodity X. As K is substituted for L, r/w will tend to rise, thus moderating the tendency
of K/L to rise. In any event, r is likely to rise in relation to w as a result of the L-saving
innovation.

On the other hand, at point A2 in the right panel, MPL/w exceeds MPK/r , and so L is
substituted for K in the production of commodity X. As L is substituted for K , w/r will
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FIGURE 7.11. Hicksian Neutral, L-Saving, and K-Saving Technical Progress.
In all three panels of the figure, we begin at point A1, where 100X is produced with 4L and 4K before
technical progress occurs. After neutral technical progress, the same 100X can be produced with 2L and
2K (point A2 in the left panel), leaving K/L = 1 at unchanged w/r = 1 (the absolute slope of the isocosts).
With L-saving technical progress, the same 100X can be produced with 3K and 1L (point A3 in the middle
panel) and K/L = 3 at unchanged w/r = 1. Finally, with K-saving technical progress, the same 100X can be
produced with 1K and 3L (point A3 in the right panel) and K/L = 1/3 at unchanged w/r = 1.

tend to rise, thus moderating the tendency of K/L to fall (i.e., L/K to rise). In any event, w
is likely to rise in relation to r as a result of the K -saving innovation.

Thus, a greater proportionate increase in the amount of L- and/or a K -saving innovation
tends to reduce K/L and w/r . This tendency will be greater if the K -saving innovation takes
place in the production of the L-intensive commodity. This is the case because then the
demand for labor grows the most. To these effects on w/r resulting purely from internal
growth would have to be added the effects resulting from international trade in order to
determine the net effect on w/r resulting from both growth and trade. These were discussed
in the chapter itself.

Problem Using the tools of analysis developed in this chapter, comment in detail on the fol-
lowing statement: Capital investments tend to increase real wages while technical progress,
depending on its type, may increase or reduce real wages.
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I N T E R N e t

Data on the growth of capital stock per worker of many
countries is found on the University of Pennsylvania and
National Bureau of Economic Research web sites at:

http://www.bized.ac.uk/dataserv/penndata/penn.htm

For information and data on growth of output and interna-
tional trade and their effect on the terms of trade, see the
Internet site addresses for the International Monetary Fund
(IMF), World Trade Organization (WTO), Organization

for Economic Cooperation and Development (OECD),
World Bank, and United Nations, respectively, at:

http://www.imf.org

http://www.wto.org

http://www.oecd.org

http://worldbank.org

http://www.un.org/depts/unsd/sd
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International Trade Policy part

Part Two (Chapters 8–12) deals with international trade or commercial poli-
cies. Chapter 8 examines tariffs, the most important of the trade restrictions
historically. Chapter 9 extends the discussion to other trade restrictions,
evaluates the justification usually given for trade restrictions, and summa-
rizes their history. Chapter 10 deals with economic integration, Chapter 11
focuses on the effect of international trade on economic development, and
Chapter 12 looks at international resource movements and multinational
corporations.
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Trade Restrictions: Tariffs chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Describe the effect of a tariff on consumers and
producers

• Identify the costs and benefits of a tariff on a small and a
large nation

• Describe an optimum tariff and retaliation

• Understand the meaning and importance of tariff
structure

8.1 Introduction
We have seen in Part One that free trade maximizes world output and benefits
all nations. However, practically all nations impose some restrictions on the free
flow of international trade. Since these restrictions and regulations deal with the
nation’s trade or commerce, they are generally known as trade or commercial
policies. While trade restrictions are invariably rationalized in terms of national
welfare, in reality they are usually advocated by those special groups in the nation
that stand to benefit from such restrictions.

The most important type of trade restriction has historically been the tariff. A
tariff is a tax or duty levied on the traded commodity as it crosses a national
boundary. In this chapter we deal with tariffs, and in the next chapter we discuss
other trade restrictions. An import tariff is a duty on the imported commodity,
while an export tariff is a duty on the exported commodity. Import tariffs are more
important than export tariffs, and most of our discussion will deal with import
tariffs. Export tariffs are prohibited by the U.S. Constitution but are often applied
by developing countries on their traditional exports (such as Ghana on its cocoa
and Brazil on its coffee) to get better prices and raise revenues. Developing nations
rely heavily on export tariffs to raise revenues because of their ease of collection.
Conversely, industrial countries invariably impose tariffs or other trade restrictions
to protect some (usually labor-intensive) industry, while using mostly income taxes
to raise revenues.

221
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Tariffs can be ad valorem, specific, or compound. The ad valorem tariff is expressed as
a fixed percentage of the value of the traded commodity. The specific tariff is expressed
as a fixed sum per physical unit of the traded commodity. Finally, a compound tariff is a
combination of an ad valorem and a specific tariff. For example, a 10 percent ad valorem
tariff on bicycles would result in the payment to customs officials of the sum of $10 on each
$100 imported bicycle and the sum of $20 on each $200 imported bicycle. On the other
hand, a specific tariff of $10 on imported bicycles means that customs officials collect the
fixed sum of $10 on each imported bicycle regardless of its price. Finally, a compound duty
of 5 percent ad valorem and a specific duty of $10 on imported bicycles would result in the
collection by customs officials of the sum of $15 on each $100 bicycle and $20 on each
$200 imported bicycle. The United States uses the ad valorem and the specific tariff with
about equal frequency, whereas European countries rely mainly on the ad valorem tariff.
Most of our presentation in this chapter will be in terms of ad valorem import tariffs.

Tariffs have been sharply reduced since the end of World War II and now average 3
percent on industrial products in developed nations (see Case Study 8-1), but they are much
higher in developing nations (see Case Study 8-2). Trade in agricultural commodities is still
subject to relatively high trade barriers. These are discussed in the next chapter.

■ CASE STUDY 8-1 Average Tariff on Nonagricultural Products in Major Developed Countries

Table 8.1 gives the average tariff imposed by the
United States, the European Union, Japan, and
Canada (i.e., by the leading developed countries
and the European Union) on various nonagricultural
products in 2010. The table shows that the highest
tariff is invariably imposed on imports of clothing,

■ TABLE 8.1. Tariffs on Nonagricultural Products in the United States, the
European Union, Japan, and Canada in 2010 (Percentages)

United States European Union Japan Canada

Fish and fish products 1.0 10.5 5.5 0.9
Minerals and metals 1.7 2.0 1.0 1.0
Petroleum 1.4 2.0 0.6 0.5
Chemicals 2.8 4.6 2.2 1.0
Wood, paper, etc. 0.5 0.9 0.8 1.1
Textiles 7.9 6.6 5.5 4.3
Clothing 11.7 11.5 9.2 16.9
Leather, footwear, etc. 3.9 4.2 9.0 4.3
Nonelectric machinery 1.2 1.9 0.0 0.5
Electric machinery 1.7 2.8 0.2 1.1
Transport equipment 3.0 4.3 0.0 5.8
Other manufactures 2.4 2.7 1.2 2.9
Average 3.3 4.0 2.5 2.6

Source: World Trade Organization, World Trade Report 2011, Part 2 (Geneva: WTO, 2011).

textiles, and leather products (also on fish and fish
products in the European Union and Japan, and
on transport equipment in the European Union and
Canada). But the average tariff level on all non-
agricultural products is less than 4 percent. It is even
less in some of the smaller developed countries.
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■ CASE STUDY 8-2 Average Tariffs on Nonagricultural Products in Some Major Developing Countries

Table 8.2 gives the tariff imposed by China,
India, Russia, Brazil, Korea, and Mexico on var-
ious nonagricultural products in 2010. The table
shows that the lowest average tariff (6.6 percent) is

■ TABLE 8.2. Tariffs on Nonagricultural Products in China, India, Russia, Brazil,
Korea, and Mexico in 2010 (Percentages)

China India Brazil Russia Korea Mexico

Fish and fish products 10.9 29.8 10.0 12.2 16.1 16.6
Minerals and metals 7.4 7.5 10.1 10.0 4.6 3.8
Petroleum 4.8 3.8 0.2 5.0 4.1 0.1
Chemicals 6.6 7.9 8.3 6.4 5.7 2.6
Wood, paper, etc. 4.4 9.1 10.7 13.2 2.2 5.5
Textiles 9.6 14.7 23.2 11.0 9.1 13.9
Clothing 16.0 13.4 35.0 11.8 12.6 30.0
Leather, footwear, etc. 13.2 10.2 15.7 8.6 7.9 8.8
Nonelectric machinery 8.0 7.3 12.7 3.4 6.0 3.1
Electric machinery 8.3 7.2 14.1 7.4 6.2 4.0
Transport equipment 11.5 20.7 18.1 11.1 5.5 9.6
Other manufactures 11.9 8.9 15.3 11.3 6.7 5.7
Average 8.7 10.1 14.2 8.9 6.6 7.1

Source: World Trade Organization, World Trade Report 2011, Part 2 (Geneva: WTO, 2011).

imposed by Korea, with the others having average
tariffs between 7.7 (Mexico) and 14.2 (Brazil). All
six countries, however, have much higher tariffs
than developed countries.

In this chapter, we analyze the effects of a tariff on production, consumption, trade, and
welfare in the nation imposing the tariff and on its trade partner(s). We will first do this
with partial equilibrium analysis (i.e., by utilizing demand and supply curves) and then by
the more complex general equilibrium analysis, which makes use of production possibility
frontiers and community indifference curves, or offer curves.

In Section 8.2, we analyze the partial equilibrium effects of a tariff in a country that is
too small to affect world prices by its trading. In Section 8.3, we examine the theory of tariff
structure. We then shift to the more complex general equilibrium analysis and examine the
effects of a tariff in a small nation in Section 8.4 and in a large nation in Section 8.5. Finally,
in Section 8.6 we examine the concept of the optimum tariff. The appendix examines the
partial equilibrium effects of a tariff in a large nation and derives the formula for the rate
of effective protection. It then analyzes graphically the Stolper–Samuelson theorem and
its exception, examines the short-run effect of a tariff on factors’ income, and shows the
measurement of the optimum tariff.

8.2 Partial Equilibrium Analysis of a Tariff
The partial equilibrium analysis of a tariff is most appropriate when a small nation imposes
a tariff on imports competing with the output of a small domestic industry. Then the tariff
will affect neither world prices (because the nation is small) nor the rest of the economy
(because the industry is small).
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8.2A Partial Equilibrium Effects of a Tariff
The partial equilibrium effects of a tariff can be analyzed with Figure 8.1, in which DX is
the demand curve and SX is the supply curve of commodity X in Nation 2. The same type
of analysis for Nation 1 is left as an end-of-chapter problem. Nation 2 is now assumed to
be small and so is industry X. In the absence of trade, the intersection of DX and SX defines
equilibrium point E , at which 30X is demanded and supplied at PX = $3 in Nation 2. With
free trade at the world price of PX = $1, Nation 2 will consume 70X (AB ), of which 10X
(AC ) is produced domestically and the remainder of 60X (CB ) is imported (as in the right
panel of Figure 3.4). The horizontal dashed line SF represents the infinitely elastic free trade
foreign supply curve of commodity X to Nation 2.

If Nation 2 now imposes a 100 percent ad valorem tariff on the imports of commodity
X, PX in Nation 2 will rise to $2. At PX = $2, Nation 2 will consume 50X (GH ), of
which 20X (GJ ) is produced domestically and the remainder of 30X (JH ) is imported.
The horizontal dashed line SF + T represents the new tariff-inclusive foreign supply curve
of commodity X to Nation 2. Thus, the consumption effect of a tariff (i.e., the reduction
in domestic consumption) equals 20X (BN ); the production effect (i.e., the expansion of
domestic production resulting from the tariff) equals 10X (CM ); the trade effect (i.e., the
decline in imports) equals 30X (BN + CM ); and the revenue effect (i.e., the revenue
collected by the government) equals $30 ($1 on each of the 30X imported, or MJHN ).

Note that for the same $1 increase in PX in Nation 2 as a result of the tariff, the more
elastic and flatter DX is, the greater is the consumption effect (see the figure). Similarly, the
more elastic SX is, the greater is the production effect. Thus, the more elastic DX and SX
are in Nation 2, the greater is the trade effect of the tariff (i.e., the greater is the reduction
in Nation 2’s imports of commodity X) and the smaller is the revenue effect of the tariff.
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FIGURE 8.1. Partial Equilibrium Effects of a Tariff.
DX and SX represent Nation 2’s demand and supply curves of commodity X. At the free trade price of PX
= $1, Nation 2 consumes 70X (AB), of which 10X (AC) is produced domestically and 60X (CB) is imported.
With a 100 percent import tariff on commodity X, PX rises to $2 for individuals in Nation 2. At PX = $2, Nation
2 consumes 50X (GH), of which 20X (GJ) is produced domestically and 30X (JH) is imported. Thus, the
consumption effect of the tariff is (–) 20X (BN); the production effect is 10X (CM); the trade effect equals (–)
30X (BN + CM); and the revenue effect is $30 (MJHN).
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8.2B Effect of a Tariff on Consumer and Producer Surplus
The increase in the price of commodity X from PX = $1 to PX = $2 as a result of the 100
percent tariff that Nation 2 imposes on the importation of commodity X leads to a reduction
in consumer surplus and an increase in producer surplus . These are examined in Figure 8.2
and used in Section 8.2c to measure the costs and benefits of the tariff.

The left panel of Figure 8.2 shows that the loss of consumer surplus that results from
the tariff is equal to shaded area AGHB = $60. The reason for this is as follows. Before
the imposition of the tariff, consumers in Nation 2 consume 70X at PX = $1. Consumers
pay for each unit as much as they are willing to pay for the last, or 70th, unit of commodity
X (given by point B on DX ). Consumers, however, receive more satisfaction and would
therefore be willing to pay higher prices for earlier units of commodity X that they purchase.
In fact, the height of the demand curve shows the maximum price that consumers would
be willing to pay for each unit of the commodity rather than go without it. The difference
between what consumers would be willing to pay for each unit of the commodity (indicated
by the height of DX at that point) and what they actually pay for that unit (the same as for
the last unit that they purchase) is called consumer surplus. Thus, consumer surplus is the
difference between what consumers would be willing to pay for each unit of the commodity
and what they actually pay. Graphically, consumer surplus is measured by the area under
the demand curve above the going price.

For example, the left panel of Figure 8.2 shows that consumers in Nation 2 would be
willing to pay LE = $3 for the 30th unit of commodity X. Since they only pay $1, they
receive a consumer surplus of KE = $2 on the 30th unit of commodity X that they purchase.
Similarly, for the 50th unit of commodity X, consumers would be willing to pay ZH =
$2. Since they only pay ZN = $1, they receive a consumer surplus of NH = $1 on the
50th unit of X. For the 70th unit of commodity X, consumers would be willing to pay WB
= $1. Since this is equal to the price that they actually pay, the consumer surplus for the
70th unit of X is zero. With the total of 70X being purchased at PX = $1 in the absence of
the import tariff, the total consumer surplus in Nation 2 is equal to ARB = $122.50 ($3.50
times 70 divided by 2). This is the difference between what consumers would have been
willing to pay (ORBW = $192.50) and what they actually pay for 70X (OABW = $70).
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FIGURE 8.2. Effect of Tariff on Consumer and Producer Surplus.
The left panel shows that a tariff that increases the price of commodity X from PX = $1 to PX = $2 results in
a reduction in consumer surplus from ARB = $122.50 to GRH = $62.50, or by shaded area AGHB = $60.
The right panel shows that the tariff increases producer surplus by shaded area AGJC = $15.
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When Nation 2 imposes a 100 percent import tariff, the price of commodity X rises from
PX = $1 to PX = $2 and purchases of commodity X fall from 70X to 50X. With the tariff,
consumers pay OGHZ = $100 for 50X. The consumer surplus thus shrinks from ARB =
$122.50 (with PX = $1 before the tariff) to GRH = $62.50 (when PX = $2 with the tariff),
or by AGHB = $60 (the shaded area in the left panel of Figure 8.2). The imposition of the
100 percent import tariff by Nation 2 thus leads to a reduction in consumer surplus.

In the right panel of Figure 8.2, the increase in rent or producer surplus that results
from the tariff is given by shaded area AGJC = $15. The reason for this is as follows.
At free trade PX = $1, domestic producers produce 10X and receive OACV = $10 in
revenues. With the tariff and PX = $2, they produce 20X and receive OGJU = $40. Of the
$30 increase (AGJC + VCJU ) in the revenue of producers, VCJU = $15 (the unshaded
area under the SX curve between 10X and 20X) represents the increase in their costs of
production, while the remainder (shaded area AGJC = $15) represents the increase in rent
or producer surplus. This is defined as a payment that need not be made in the long run
in order to induce domestic producers to supply the additional 10X with the tariff. The
increase in rent or producer surplus resulting from the tariff is sometimes referred to as the
subsidy effect of the tariff.

8.2C Costs and Benefits of a Tariff
The concept and measure of consumer and producer surplus can now be used to measure
the costs and benefits of the tariff. These are shown in Figure 8.3, which summarizes and
extends the information provided by Figures 8.1 and 8.2.

Figure 8.3 shows that when Nation 2 imposes a 100 percent import tariff, the price of
commodity X increases from PX = $1 to PX = $2, consumption falls from AB = 70X to
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FIGURE 8.3. Partial Equilibrium Costs and Benefits of a Tariff.
The figure shows that with a 100 percent import tariff on commodity X, PX rises from $1 to $2 in Nation 2.
This reduces the consumer surplus by AGHB = a + b + c + d = $15 + $5 + $30 + $10 = $60. Of this, MJHN
= c = $30 is collected by the government as tariff revenue, AGJC = a = $15 is redistributed to domestic
producers of commodity X in the form of increased rent or producer surplus, while the remaining $15
(the sum of the areas of triangles CJM = b = $5 and BHN = d = $10) represents the protection cost, or
deadweight loss, to the economy.
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GH = 50X, production increases from AC = 10X to GJ = 20X, imports decline from CB
= 60X to JH = 30X, and the government of Nation 2 collects MJHN = $30 in import
duties (as in Figure 8.1). Furthermore, consumer surplus declines by AGHB = $60 (as in
the left panel of Figure 8.2), and producer surplus increases by AGJC = $15 (as in the
right panel of Figure 8.2).

Figure 8.3 shows that of the reduction of the consumer surplus of AGHB = a + b + c +
d = $60, MJHN = c = $30 is collected by the government as tariff revenue, AGJC = a =
$15 is redistributed to domestic producers of commodity X in the form of increased producer
surplus or rent, while the remaining $15 (the sum of the areas of triangles CJM = b = $5
and BHN = d = $10) represents the protection cost, or deadweight loss, to the economy.

The production component (CJM = b = $5) of the protection cost, or deadweight
loss, arises because, with the tariff, some domestic resources are transferred from the more
efficient production of exportable commodity Y to the less efficient production of importable
commodity X in Nation 2. The consumption component (BHN = d = $10) of the protection
cost, or deadweight loss, arises because the tariff artificially increases PX in relation to PY
and distorts the pattern of consumption in Nation 2.

Thus, the tariff redistributes income from domestic consumers (who pay a higher price
for the commodity) to domestic producers of the commodity (who receive the higher price)
and from the nation’s abundant factor (producing exportables) to the nation’s scarce factor
(producing importables). This leads to inefficiencies, referred to as the protection cost, or
deadweight loss, of the tariff. By dividing the loss of consumer surplus by the number of
jobs “saved” in the industry because of the tariff (or equivalent rate of protection), we can
calculate the cost per domestic job saved (see Case Studies 8-3 and 8-4). (A tariff also has

(continued)

■ CASE STUDY 8-3 The Welfare Effect of Liberalizing Trade on Some U.S. Products

Table 8.3 shows the welfare effect of removing
trade protection (the tariff or its equivalent, as a
percentage of the world price of the product) in
1990 on some specific products on which U.S.
protection remained high (despite very low overall
average tariff rates). The consumer cost refers to
the reduction in consumer surplus resulting from
the tariff (AGHB = a + b + c + d in Figure 8.3).
The tariff revenue is the revenue collected from
the tariff by the U.S. government (MJHN = c in
Figure 8.3). Producer gain refers to the increase
in the producer surplus resulting from the tariff
(AGJC = a in Figure 8.3). The deadweight loss
is the protection cost of the tariff (CJM + BHN
in Figure 8.3). The table also shows the cost
per domestic job “saved” by the tariff. This is
obtained by dividing the consumer cost (i.e.,
reduction in consumer surplus) of the tariff by

the number of domestic jobs saved as a result of
the tariff.

For example, Table 8.3 shows that the tariff
of 20 percent that the United States imposed on
imports of rubber footwear (the third line from the
bottom in Table 8.3) resulted in a $208 million cost
to U.S. consumers, $141 million in tariff revenues
collected by the U.S. government, $55 million in
producer gain, and $12 million of deadweight loss.
The table also shows that the cost of each job
saved in the production of rubber footwear in the
United States (as compared with the free trade sit-
uation) was about $122,000 ($208 million divided
by the 1,705 jobs saved). Note the high cost of
tariff protection to U.S. consumers even for rela-
tively unimportant products and the very high cost
of preserving each job in U.S. import-competing
industries.
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■ CASE STUDY 8-3 Continued

■ TABLE 8.3. Economic Effect of U.S. Import Tariffs on Selected Products

Consumer Tariff Producer Dead- Consumer Costs
Tariff Cost Revenue Gain weight Cost per Job

Product (%) (million $) (million $) (million $) (million $) (thousand $)

Ceramic tiles 19.0 139 92 45 2 401
Costume jewelry 9.0 103 51 46 5 97
Frozen concen-

trated orange
juice

30.0 281 145 101 35 57

Glassware 11.0 266 95 162 9 180
Luggage 16.5 211 169 16 26 934
Rubber footwear 20.0 208 141 55 12 122
Women’s

footwear
10.0 376 295 70 11 102

Women’s
handbags

13.5 148 119 16 13 191

Source: G. C. Hufbauer and K. A. Elliott, Measuring the Cost of Protection in the United States (Washington,
D.C.: Institute for International Economics, 1994), pp. 8–13.

(continued)

■ CASE STUDY 8-4 The Welfare Effect of Liberalizing Trade on Some EU Products

Table 8.4 shows the welfare effect of removing
trade protection (the tariff or its equivalent, as a
percentage of the world price of the product) in
1990 on some specific products on which EU pro-
tection remained high (despite very low overall
average tariff rates). The interpretation of the table
is identical to the U.S. case. The only difference is
that benefits and costs are here measured in euros
(¤), the new currency of 12 of the 15 members
of the European Union in 1990 (this is discussed
in the finance part of the text). Since at the time
of this writing, the value of ¤1 was approximately
$1.30, the equivalent dollar values would be about
30 percent higher than the euro values shown in
Table 8.4.

For example, Table 8.4 shows that the
tariff (or its equivalent) of 22.9 percent that the

European Union imposed on imports of chemical
fibers (the first line in Table 8.4) resulted in a
¤580 (about $754) million cost to EU consumers,
¤362 ($471) million in tariff revenues collected
by the EU governments, ¤139 ($181) million
in producer gain, and ¤79 ($103) million of
deadweight loss. The table also shows that the cost
of each job saved in the production of chemical
fibers in the European Union (as compared with
the free trade situation) was about ¤526,000 or
about $683,800 (¤580 million divided by the
1,103 jobs saved). Note the high cost of tariff
protection to EU consumers even for relatively
unimportant products and the very high cost of
preserving each job in EU import-competing
industries.
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■ CASE STUDY 8-4 Continued

■ TABLE 8.4. Economic Effect of EU Protection on Selected Products

Dead- Consumer
Tariff Consumer Tariff Producer weight Costs per

Equivalent Cost Revenue Gain Cost Job
Product (%) (million ¤) (million ¤) (million ¤) (million ¤) (thousand ¤)

Chemical
fibers

22.9 580 362 139 79 526

Videocassettes 30.2 313 165 82 67 420
Integrated

circuits
47.6 2, 187 548 139 564 366

Photocopiers 33.7 314 242 5 66 3, 483
Steel 21.9 1, 626 229 397 333 316
Passenger

cars
17.1 2, 101 979 278 276 569

Textiles 21.4 7, 096 1, 742 2, 678 668 180
Clothing 31.3 7, 103 1, 696 1, 712 1, 079 214

Source: P. A. Messerlin, Measuring the Cost of Protection in Europe (Washington, D.C.: Institute for International
Economics, 2001), pp. 46–47, 54–55.

a balance-of-payments effect, but this is discussed in Section 18.6, after we have examined
the concept and measurement of the balance of payments.)

The above are the partial equilibrium effects of a tariff in a small nation (i.e., a nation
that does not affect commodity prices by its trading). The partial equilibrium effects of a
tariff imposed by a large nation are more complex to analyze and are presented for the more
advanced student in Section A8.1 of the appendix.

8.3 The Theory of Tariff Structure
So far, we have discussed the nominal tariff on imports of a final commodity. We now extend
the partial equilibrium analysis of the previous section to define, measure, and examine the
importance of the rate of effective protection. This is a relatively new concept developed
only since the 1960s but widely used today.

8.3A The Rate of Effective Protection
Very often, a nation imports a raw material duty free or imposes a lower tariff rate on the
importation of the input than on the importation of the final commodity produced with the
imported input. The nation usually does this in order to encourage domestic processing and
employment. For example, a nation may import wool duty free but impose a tariff on the
importation of cloth in order to stimulate the domestic production of cloth and domestic
employment.

When this is the case, the rate of effective protection (calculated on the domestic value
added, or processing, that takes place in the nation) exceeds the nominal tariff rate (calculated
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on the value of the final commodity). Domestic value added equals the price of the
final commodity minus the cost of the imported inputs going into the production of the
commodity. While the nominal tariff rate is important to consumers (because it indicates by
how much the price of the final commodity increases as a result of the tariff), the effective
tariff rate is important to producers because it indicates how much protection is actually
provided to the domestic processing of the import-competing commodity. An example will
clarify the distinction between the nominal and effective tariff rates.

Suppose that $80 of imported wool goes into the domestic production of a suit. Suppose
also that the free trade price of the suit is $100 but the nation imposes a 10 percent nominal
tariff on each imported suit. The price of suits to domestic consumers would then be $110.
Of this, $80 represents imported wool, $20 is domestic value added, and $10 is the tariff.
The $10 tariff collected on each imported suit represents a 10 percent nominal tariff rate
since the nominal tariff is calculated on the price of the final commodity (i.e., $10/$100 =
10 percent) but corresponds to a 50 percent effective tariff rate because the effective tariff
is calculated on the value added domestically to the suit (i.e., $10/$20 = 50 percent).

While consumers are only concerned with the fact that the $10 tariff increases the price
of the suits they purchase by $10 or 10 percent, producers view this $10 tariff as being 50
percent of the $20 portion of the suit produced domestically. To them, the $10 tariff provides
50 percent of the value of domestic processing. This represents a much greater degree of
protection (five times more) than the 10 percent nominal tariff rate seems to indicate. It
is this effective rate of tariff protection that is important to producers in stimulating the
domestic production of suits in competition with imported suits. Whenever the imported
input is admitted duty free or a lower tariff rate is imposed on the imported input than on
the final commodity produced with the imported input, the effective rate of protection will
exceed the nominal tariff rate.

The rate of effective protection is usually calculated by the following formula (derived
in the appendix):

g = t − ai ti
1 − ai

(8-1)

where g = the rate of effective protection to producers of the final commodity
t = the nominal tariff rate on consumers of the final commodity

ai = the ratio of the cost of the imported input to the price of the final
commodity in the absence of tariffs

ti = the nominal tariff rate on the imported input
In the preceding suit example, t = 10 percent or 0.1, ai = $80/$100 = 0.8, and ti = 0.
Thus,

g = 0.1 − (0.8)(0)

1.0 − 0.8
= 0.1 − 0

0.2
= 0.1

0.2
= 0.5 or 50% (as found above)

If a 5 percent nominal tariff is imposed on the imported input (i.e., with ti = 0.05),
then

g = 0.1 − (0.8)(0.05)

1.0 − 0.8
= 0.1 − 0.04

0.2
= 0.06

0.2
= 0.3 or 30%
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If ti = 10 percent instead,

g = 0.1 − (0.8)(0.1)

1.0 − 0.8
= 0.1 − 0.08

0.2
= 0.02

0.2
= 0.1 or 10% (and equals t)

With ti = 20 percent,

g = 0.1 − (0.8)(0.2)

1.0 − 0.8
= 0.1 − 0.16

0.2
= −0.06

0.2
= −0.3 or − 30%

8.3B Generalization and Evaluation of the Theory
of Effective Protection

From examining Equation (8-1) and the results obtained with it, we can reach the following
important conclusions on the relationship between the rate of effective protection (g) and
the nominal tariff rate (t) on the final commodity:

1. If ai = 0, g = t .

2. For given values of ai and ti , g is larger the greater is the value of t .

3. For given values of t and ti , g is larger the greater is the value of ai .

4. The value of g exceeds, is equal to, or is smaller than t , as ti is smaller than, equal
to, or larger than t (see the first three examples above).

5. When ai ti exceeds t , the rate of effective protection is negative (see the last example
above).

Note that a tariff on imported inputs is a tax on domestic producers that increases their
costs of production, reduces the rate of effective protection provided by a given nominal
tariff on the final commodity, and therefore discourages domestic production. In some cases
(see conclusion 5 above), even with a positive nominal tariff on the final commodity, less
of the commodity is produced domestically than would be under free trade.

Clearly, the nominal tariff rate can be very deceptive and does not give even a rough idea
of the degree of protection actually provided to domestic producers of the import-competing
product. Furthermore, most industrial nations have a “cascading” tariff structure with very
low or zero nominal tariffs on raw materials and higher and higher rates the greater is
the degree of processing (see Case Study 8-5). This “tariff escalation” makes the rate
of effective protection on a final commodity with imported inputs much greater than the
nominal tariff rate would indicate. Case Study 8-6 shows that the highest rates in developed
nations are often found on simple labor-intensive commodities, such as textiles, in which
developing nations have a comparative advantage and, as such, are of crucial importance to
their development. (These questions will be analyzed in detail in Chapter 11).

The concept of effective protection must be used cautiously, however, because of its
partial equilibrium nature. Specifically, the theory assumes that the international prices of
the commodity and of imported inputs are not affected by tariffs and that inputs are used
in fixed proportions in production. Both assumptions are of doubtful validity. For example,
when the price of an imported input rises for domestic producers as a result of an import
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■ CASE STUDY 8-5 Rising Tariff Rates with Degree of Domestic Processing

Figure 8.4 shows that industrial countries imposed
an average import tariff of about 2.1 percent on raw
materials, 5.3 percent on semimanufactures, and
9.1 percent on finished products before the com-
pletion of the Uruguay Round in 1993. Although
average tariff rates on imports at all stages of
processing have fallen during the past decade as

0
Raw materials Semimanufactures Finished products

2

4

6

8

10

(percent)

Pre-Uruguay Round

Post-Uruguay Round

FIGURE 8.4. Pre- and Post-Uruguay Round Cascading Tariff Structure in Industrial Countries.
Source: W. Martin and L. A. Winters, The Uruguay Round (Washington, D.C.: World Bank, 1995), p. 11.

a result of the implementation of the Uruguay
Round, the figure shows that the cascading tar-
iff structure or the tariff escalation with the stage
of processing remains. Thus, the effective rate of
protection exceeds the nominal tariff rate by larger
percentages, the greater the degree of domestic pro-
cessing.

(continued)

■ CASE STUDY 8-6 Structure of Tariffs on Industrial Products in the United States,
the European Union, Japan, and Canada

Table 8.5 gives the post-Uruguay Round tariff lev-
els on imports of raw materials, semimanufactures,
and finished products in the United States, the
European Union, Japan, and Canada. Transport
equipment, nonelectrical machinery, electrical
machinery, and other manufactured goods have
the single tariff levels indicated in Table 8.1
(independently of the stage of processing), and
so they are not included in Table 8.5. The
table shows the cascading tariff structure on

many industrial products imported in the leading
developed countries. The increase in the tariff
with the stage of processing is greatest on imports
of textiles and clothing, leather, rubber, and travel
goods. It is also prevalent in metals, fish, and
fish products (except for Japan), and in mineral
products (except for Canada). For chemicals,
wood, pulp, paper, and furniture, the situation
is mixed. The tariff structure in other developed
countries is similar.
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■ CASE STUDY 8-6 Continued

■ TABLE 8.5. Cascading Tariff Structure on Imports of Industrial Products
in the United States, European Union, Japan, and Canada in 2000 (percentages)

United States European Union

Semi- Semi-
Raw manu- Finished Raw manu- Finished

Product Materials factures Products Materials factures Products

Wood, pulp,
paper, and
furniture

0.0 0.7 0.7 0.0 1.0 0.5

Textiles and
clothing

2.8 9.1 9.1 2.6 6.6 9.7

Leather, rubber,
and travel
goods

0.0 2.3 11.7 0.1 2.4 7.0

Metals 0.8 1.1 2.9 0.0 1.2 2.8
Chemicals and

photo supplies
0.0 4.1 2.3 0.0 5.2 3.4

Mineral products 0.6 1.3 5.3 0.0 2.4 3.7
Fish and fish

products
0.7 1.7 4.0 11.2 13.3 14.1

Japan Canada

Semi- Semi-
Raw manu- Finished Raw manu- Finished

Product Materials factures Products Materials factures Products

Wood, pulp,
paper, and
furniture

0.1 1.9 0.6 0.2 0.9 1.9

Textiles and
clothing

2.6 5.9 8.3 2.5 11.1 14.5

Leather, rubber,
and travel
goods

0.1 10.4 20.7 0.3 5.7 10.3

Metals 0.0 1.0 0.9 0.1 1.7 5.2
Chemicals and

photo supplies
0.0 2.9 1.0 0.0 4.7 3.9

Mineral products 0.2 0.5 1.8 2.7 1.0 4.4
Fish and fish

products
5.2 10.4 7.9 0.6 0.3 4.6

Source: World Trade Organization, Market Access: Unfinished Business (Geneva: WTO, 2001), pp. 36–39.
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tariff, they are likely to substitute cheaper domestic or imported inputs in production. Despite
these shortcomings, the rate of effective protection is definitely superior to the nominal
tariff rate in estimating the degree of protection actually granted to domestic producers of
the import-competing product and played a crucial role during the Uruguay Round trade
negotiations (discussed in Section 9.6b).

Equation (8-1) can easily be extended to the case of more than one imported input subject
to different nominal tariffs. This is done by using the sum of ai ti for each imported input in
the numerator and the sum of ai for each imported input in the denominator of the formula.
(It is this more general formula that is actually derived in the appendix; the case of a single
imported input is a simpler special case.)

8.4 General Equilibrium Analysis of a Tariff in a Small
Country

In this section, we use general equilibrium analysis to study the effects of a tariff on
production, consumption, trade, and welfare when the nation is too small to affect world
prices by its trading. In the next section, we relax this assumption and deal with the more
realistic and complex case where the nation is large enough to affect world prices by its
trading.

8.4A General Equilibrium Effects of a Tariff in a Small Country
When a very small nation imposes a tariff, it will not affect prices on the world market.
However, the domestic price of the importable commodity will rise by the full amount of
the tariff for individual producers and consumers in the small nation.

Although the price of the importable commodity rises by the full amount of the tariff
for individual producers and consumers in the small nation, its price remains constant for
the small nation as a whole since the nation itself collects the tariff. For example, if the
international price of importable commodity X is $1 per unit and the nation imposes a 100
percent ad valorem tariff on imports of commodity X, domestic producers can compete with
imports as long as they can produce and sell commodity X at a price no higher than $2.
Consumers will have to pay $2 per unit of commodity X, whether imported or domesti-
cally produced. (We assume throughout that the imported commodity and the domestically
produced commodity are identical.) However, since the nation itself collects the $1 tariff
on each unit of commodity X imported, the price of commodity X remains $1 as far as the
nation as a whole is concerned.

The divergency between the price of the importable commodity for individual produc-
ers and consumers (which includes the tariff) and the price for the nation as a whole
(which excludes the tariff and remains the same as the world price) is crucial for the
graphical analysis in Section 8.4b. We further assume that the government of the small
tariff-imposing nation uses the tariff revenue to subsidize public consumption (such as
schools, police, etc.) and/or for general income tax relief. That is, the government of the small
nation will need to collect less taxes internally to provide basic services by using the tariff
revenue.
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8.4B Illustration of the Effects of a Tariff in a Small Country
We will illustrate the general equilibrium effects of a tariff by continuing to utilize our
familiar Nation 1 and Nation 2 from previous chapters. We start by using Nation 2’s pro-
duction frontier because it is somewhat more convenient for the type of analysis that we
need to perform now. The same analysis for Nation 1 is left as an end-of-chapter problem.
The only conclusion that we need to remember from previous chapters is that Nation 2 is the
capital-abundant nation specializing in the production of commodity Y (the capital-intensive
commodity), which it exports in exchange for imports of commodity X.

From Figure 8.5, we see that if PX /PY = 1 on the world market and Nation 2 is too
small to affect world prices, it produces at point B , exchanges 60Y for 60X with the rest
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FIGURE 8.5. General Equilibrium Effects of a Tariff in a Small Country.
At PX /PY = 1 on the world market, the small nation produces at point B and consumes at point E (as in
the right panel of Figure 3.4). With a 100 percent ad valorem tariff on imports of commodity X, PX /PY
= 2 for individuals in the nation, production takes place at point F, and the nation exports 30Y (FG) for
30X, of which 15X (HH′) is collected by the government as a tariff. Since we assume that the government
redistributes the tariff revenue in full to its citizens, consumption with the tariff takes place on indifference
curve II′ at point H′, where the two dashed lines cross. Thus, free trade consumption and welfare (point E)
are superior to consumption and welfare with the tariff (point H′).
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of the world, and consumes at point E on its indifference curve III with free trade. (For
convenience, we now omit the prime that we attached to all letters on the graphs for Nation
2 in previous chapters.)

If the nation now imposes a 100 percent ad valorem tariff on imports of commodity X,
the relative price of X rises to PX /PY = 2 for domestic producers and consumers but remains
at PX /PY = 1 on the world market and for the nation as a whole (since the nation itself
collects the tariff). Facing PX /PY = 2, domestic producers will produce at point F , where
price line PF = 2 is tangent to the nation’s production frontier. Thus, the nation produces
more of importable commodity X and less of exportable commodity Y after imposition of
the tariff than under free trade (compare point F to point B ). The figure also shows that
for exports of FG , or 30Y, the nation demands imports of GH ′, or 30X, of which GH , or
15X, goes directly to the nation’s consumers and HH ′ (i.e., the remaining 15X) is collected
in kind by the government in the form of the 100 percent import tariff on commodity X.

Note that indifference curve II′ is tangent to the dashed line parallel to PF = 2 because
individual consumers in the nation face the tariff-inclusive price of PX /PY = 2. However,
since the government collects and redistributes the tariff in the form of public consumption
and/or tax relief, indifference curve II′ must also be on the dashed line parallel to PW =
1 (since the nation as a whole still faces the world price of PX /PY = 1). Thus, the new
consumption point H ′ is defined by the intersection of the two dashed lines (and therefore
is on both). The angle between the two dashed lines (which is equal to the angle between
price lines PW = 1 and PF = 2) is equal to the tariff rate of 100 percent. With production
at point F and consumption at point H ′, the nation exports 30Y for 30X after imposition
of the tariff (as opposed to 60Y for 60X before imposition of the tariff).

To summarize, the nation produces at point B with free trade and exports 60Y for 60X
at PW = 1. With the 100 percent import tariff on commodity X, PX /PY = 2 for individual
producers and consumers in the nation but remains at PW = 1 on the world market and
for the nation as a whole. Production then takes place at point F ; thus, more of importable
commodity X is produced in the nation with the tariff than under free trade. 30Y is exchanged
for 30X, of which 15X is collected in kind by the government of the nation in the form
of a 100 percent import tariff on commodity X. Consumption takes place at point H ′ on
indifference curve II′ after imposition of the tariff. This is below the free trade consumption
point E on indifference curve III because, with the tariff, specialization in production is less
and so are the gains from trade.

With a 300 percent import tariff on commodity X, PX /PY = 4 for domestic producers and
consumers, and the nation would return to its autarky point A in production and consumption
(see Figure 8.5). Such an import tariff is called a prohibitive tariff. The 300 percent import
tariff on commodity X is the minimum ad valorem rate that would make the tariff prohibitive
in this case. Higher tariffs remain prohibitive, and the nation would continue to produce
and consume at point A.

8.4C The Stolper–Samuelson Theorem
The Stolper–Samuelson theorem postulates that an increase in the relative price of a
commodity (for example, as a result of a tariff) raises the return or earnings of the factor
used intensively in the production of the commodity. Thus, the real return to the nation’s
scarce factor of production will rise with the imposition of a tariff. For example, when
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Nation 2 (the K -abundant nation) imposes an import tariff on commodity X (its L-intensive
commodity), PX /PY rises for domestic producers and consumers, and so will the real wage
of labor (Nation 2’s scarce factor).

The reason for this is that as PX /PY rises as a result of the import tariff on commodity
X, Nation 2 will produce more of commodity X and less of commodity Y (compare point
F with point B in Figure 8.5). The expansion in the production of commodity X (the
L-intensive commodity) requires L/K in a higher proportion than is released by reducing
the output of commodity Y (the K -intensive commodity). As a result, w/r rises and K is
substituted for L so that K/L rises in the production of both commodities. (This is shown
graphically in Section A8.3 in the appendix.) As each unit of L is now combined with more
K , the productivity of L rises, and therefore, w rises. Thus, imposition of an import tariff
on commodity X by Nation 2 increases PX /PY in the nation and increases the earnings of
L (the nation’s scarce factor of production).

Since the productivity of labor increases in the production of both commodities, not only
the money wage but also the real wage rises in Nation 2. With labor fully employed before
and after imposition of the tariff, this also means that the total earnings of labor and its
share of the national income are now greater. Since national income is reduced by the tariff
(compare point H ′ to point E in Figure 8.5), and the share of total income going to L is
higher, the interest rate and the total earnings of K fall in Nation 2. Thus, while the small
nation as a whole is harmed by the tariff, its scarce factor benefits at the expense of its
abundant factor (refer to Section 5.5c).

For example, when a small industrial and K -abundant nation, such as Switzerland,
imposes a tariff on the imports of an L-intensive commodity, w rises. That is why labor
unions in industrial nations generally favor import tariffs. However, the reduction in the
earnings of the owners of capital exceeds the gains of labor so that the nation as a whole
loses. The Stolper–Samuelson theorem is always true for small nations and is usually true
for large nations as well. However, for large nations the analysis is further complicated by
the fact that they affect world prices by their trading.

8.5 General Equilibrium Analysis of a Tariff
in a Large Country

In this section, we extend our general equilibrium analysis of the production, consumption,
trade, and welfare effects of a tariff to the case of a nation large enough to affect international
prices by its trading.

8.5A General Equilibrium Effects of a Tariff in a Large Country
To analyze the general equilibrium effects of a tariff in a large nation, it is more convenient
to utilize offer curves. When a nation imposes a tariff, its offer curve shifts or rotates toward
the axis measuring its importable commodity by the amount of the import tariff. The reason
is that for any amount of the export commodity, importers now want sufficiently more of
the import commodity to also cover (i.e., pay for) the tariff. The fact that the nation is large
is reflected in the trade partner’s (or rest of the world’s) offer curve having some curvature
rather than being a straight line.
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Under these circumstances, imposition of a tariff by a large nation reduces the volume
of trade but improves the nation’s terms of trade. The reduction in the volume of trade,
by itself, tends to reduce the nation’s welfare, while the improvement in its terms of trade
tends to increase the nation’s welfare. Whether the nation’s welfare actually rises or falls
depends on the net effect of these two opposing forces. This is to be contrasted to the case
of a small country imposing a tariff, where the volume of trade declines but the terms of
trade remain unchanged so that the small nation’s welfare always declines.

8.5B Illustration of the Effects of a Tariff in a Large Country
The imposition by Nation 2 of a 100 percent ad valorem tariff on its imports of commodity
X is reflected in Nation 2’s offer curve rotating to offer curve 2′ in Figure 8.6. Note that
tariff-distorted offer curve 2′ is at every point 100 percent or twice as distant from the
Y-axis as offer curve 2. (Compare, for example, point H ′ to point H and point E ′ to point
D in the figure.)

Before imposition of the tariff, the intersection of offer curve 2 and offer curve 1 defined
equilibrium point E , at which Nation 2 exchanged 60Y for 60X at PX /PY = PW = 1. After
imposition of the tariff, the intersection of offer curve 2′ and offer curve 1 defines the new
equilibrium point E ′, at which Nation 2 exchanges 40Y for 50X at the new world price of
PX /PY = P ′

W = 0.8. Thus, the terms of trade of Nation 1 (the rest of the world) deteriorated
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FIGURE 8.6. General Equilibrium Effects of a Tariff in a Large Country.
Free trade offer curves 1 and 2 define equilibrium point E and PX /PY = 1 in both nations. A 100 percent ad
valorem import tariff on commodity X by Nation 2 rotates its offer curve to 2′, defining the new equilibrium
point E ′. At point E ′ the volume of trade is less than under free trade and PX /PY = 0.8. This means that
Nation 2’s terms of trade improved to PY /PX = 1.25. The change in Nation 2’s welfare depends on the
net effect from the higher terms of trade but lower volume of trade. However, since the government
collects half of the imports of commodity X as tariff, PX /PY for individuals in Nation 2 rises from PX /PY = 1
under free trade to PX /PY = PD = 1.6 with the tariff.
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from PX /PY = PW = 1 to PX /PY = P ′
W = 0.8. On the other hand, Nation 2’s terms of

trade improved from PY /PX = 1/PW = 1 to PY /PX = 1/P ′
W = 1/0.8 = 1.25. Note that for

any tariff rate, the steeper or less elastic Nation 1’s (or the rest of the world’s) offer curve
is, the more its terms of trade deteriorate and Nation 2’s improve.

Thus, when large Nation 2 imposes a tariff, the volume of trade declines but its terms of
trade improve. Depending on the net effect of these two opposing forces, Nation 2’s welfare
can increase, decrease, or remain unchanged. This is to be contrasted to the previous case
where Nation 2 was assumed to be a small nation and did not affect world prices by its
trading. In that case, Nation 1’s (or the rest of the world’s) offer curve would be represented
by straight line PW = 1 in Figure 8.6. Nation 2’s imposition of the 100 percent import tariff
on commodity X then reduces the volume of trade from 60Y for 60X under free trade to 30Y
for 30X with the tariff, at unchanged PW = 1 (compare point E to point H ′ in Figure 8.6
and Figure 8.5). As a result, the welfare of (small) Nation 2 always declines with a tariff.

Returning to our present case where Nation 2 is assumed to be large, we have seen
in Figure 8.6 that with tariff-distorted offer curve 2′, Nation 2 is in equilibrium at point
E ′ by exchanging 40Y for 50X so that PY /PX = P ′

W = 0.8 on the world market and for
Nation 2 as a whole. However, of the 50X imported by Nation 2 at equilibrium point E ′,
25X is collected in kind by the government of Nation 2 as the 100 percent import tariff
on commodity X and only the remaining 25X goes directly to individual consumers. As a
result, for individual consumers and producers in Nation 2, PX /PY = PD = 1.6, or twice as
much as the price on the world market and for the nation as a whole (see the figure).

Since the relative price of importable commodity X rises for individual consumers and
producers in Nation 2, the Stolper–Samuelson theorem also holds (and w rises) when we
assume that Nation 2 is large. Only in the unusual case where PX /PY falls for individual
consumers and producers after the nation imposes a tariff will the theorem not hold and
w fall in Nation 2. This is known as the Metzler paradox and is discussed in Section A8.4
in the appendix.

Also to be pointed out is that the Stolper–Samuelson theorem refers to the long run when
all factors are mobile between the nation’s industries. If one of the two factors (say, capital)
is immobile (so that we are in the short run), the effect of a tariff on factors’ income will
differ from that postulated by the Stolper–Samuelson theorem and is examined in Section
A8.5 of the appendix with the specific-factors model.

8.6 The Optimum Tariff
In this section, we examine how a large nation can increase its welfare over the free trade
position by imposing a so-called optimum tariff. However, since the gains of the nation
come at the expense of other nations, the latter are likely to retaliate, and in the end all
nations usually lose.

8.6A The Meaning of the Concept of Optimum
Tariff and Retaliation

As we saw in Section 8.5b and Figure 8.6, when a large nation imposes a tariff, the volume
of trade declines but the nation’s terms of trade improve. The decline in the volume of
trade, by itself, tends to reduce the nation’s welfare. On the other hand, the improvement
in its terms of trade, by itself, tends to increase the nation’s welfare.
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The optimum tariff is that rate of tariff that maximizes the net benefit resulting from
the improvement in the nation’s terms of trade against the negative effect resulting from
reduction in the volume of trade. That is, starting from the free trade position, as the nation
increases its tariff rate, its welfare increases up to a maximum (the optimum tariff) and then
declines as the tariff rate is raised past the optimum. Eventually the nation is pushed back
toward the autarky point with a prohibitive tariff.

However, as the terms of trade of the nation imposing the tariff improve, those of the
trade partner deteriorate, since they are the inverse, or reciprocal, of the terms of trade of
the tariff-imposing nation. Facing both a lower volume of trade and deteriorating terms of
trade, the trade partner’s welfare definitely declines. As a result, the trade partner is likely to
retaliate and impose an optimum tariff of its own. While recapturing most of its losses with
the improvement in its terms of trade, retaliation by the trade partner will definitely reduce
the volume of trade still further. The first nation may then itself retaliate. If the process
continues, all nations usually end up losing all or most of the gains from trade.

Note that even when the trade partner does not retaliate when one nation imposes the
optimum tariff, the gains of the tariff-imposing nation are less than the losses of the trade
partner, so that the world as a whole is worse off than under free trade. It is in this sense
that free trade maximizes world welfare.

8.6B Illustration of the Optimum Tariff and Retaliation
Figure 8.7 repeats free trade offer curves 1 and 2 from Figure 8.6, defining equilibrium
point E at PW = 1. Suppose that with the optimum tariff, Nation 2’s offer curve rotates to
2*. (Why the tariff associated with offer curve 2* is an optimum tariff will be explained in
Section A8.6 in the appendix.) If Nation 1 does not retaliate, the intersection of offer curve
2* and offer curve 1 defines the new equilibrium point E *, at which Nation 2 exchanges
25Y for 40X so that PX /PY = P∗

W = 0.625 on the world market and for Nation 2 as a
whole. As a result, Nation 1’s (the rest of the world’s) terms of trade deteriorate from
PX /PY = PW = 1 to PX /PY = P∗

W = 0.625, and Nation 2’s terms of trade improve to
PY /PX = 1/P∗

W = 1/0.625 = 1.6.
With the tariff associated with offer curve 2*, not only does the improvement in Nation

2’s welfare resulting from its improved terms of trade exceed the reduction in welfare due
to the decline in volume of trade, but it represents the highest welfare that Nation 2 can
achieve with a tariff (and exceeds its free trade welfare). (Again, the reason why the tariff
associated with offer curve 2* is the optimum tariff will be explained in Section A8.6 in the
appendix by utilizing the trade indifference curves derived in Section A4.1 in the appendix to
Chapter 4. Here we simply examine the effect of the optimum tariff on the nation imposing
it and on its trade partner.)

However, with deteriorated terms of trade and a smaller volume of trade, Nation 1 is def-
initely worse off than under free trade. As a result, Nation 1 is likely to retaliate and impose
an optimum tariff of its own, shown by offer curve 1*. With offer curves 1* and 2*, equilib-
rium moves to point E **. Now Nation 1’s terms of trade are higher and Nation 2’s are lower
than under free trade, but the volume of trade is much smaller. At this point, Nation 2 is itself
likely to retaliate, and in the end both nations may end up at the origin of Figure 8.7, repre-
senting the autarky position for both nations. By so doing, all of the gains from trade are lost.

Note that we have been implicitly discussing the optimum import tariff. More advanced
treaties show, however, that an optimum import tariff is equivalent to an optimum export
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FIGURE 8.7. The Optimum Tariff and Retaliation.
Offer curves 1 and 2 define free trade equilibrium point E and PX /PY = 1, as in Figure 8.6. If the optimum tariff
for Nation 2 rotates its offer curve to 2*, Nation 2’s terms of trade improve to PX /PY = 1/P ′

W = 1/0.625 = 1.6 .
At equilibrium point E*, Nation 2 is at its highest possible welfare and is better off than at the free trade
equilibrium point E. However, since Nation 1’s welfare is reduced, it is likely to retaliate with an optimum
tariff of its own, shown by offer curve 1* and equilibrium at point E**. Nation 2 may then itself retaliate so
that in the end both nations are likely to lose all or most of the benefits from trade.

tariff. Finally, note that the optimum tariff for a small country is zero, since a tariff will not
affect its terms of trade and will only cause the volume of trade to decline (see points E and
H ′ in Figure 8.6). Thus, no tariff can increase the small nation’s welfare over its free trade
position even if the trade partner does not retaliate. Finally, recent empirical research by
Broda, Limao, and Weinstein (2008) indicates that nations do indeed impose higher tariffs
on goods with lower export elasticity (i.e., in which the nations have more market power).

S U M M A R Y

1. Although free trade maximizes world welfare, most
nations impose some trade restrictions that benefit spe-
cial groups in the nation. The most important type of
trade restriction historically is the tariff. This is a tax
or duty on imports or exports. The ad valorem tar-
iff is expressed as a percentage of the value of the
traded commodity, whereas the specific tariff is a fixed
sum per unit. The two are sometimes combined into a
compound tariff. The most common is the ad valorem

import tariff. These have generally declined over the
past 50 years and today average only about 3 percent
on manufactured goods in industrial nations.

2. Partial equilibrium analysis of a tariff utilizes the
nation’s demand and supply curves of the importable
commodity and assumes that the domestic price of
the importable commodity rises by the full amount
of the tariff. It measures the reduction in domestic
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consumption, increase in domestic production, reduc-
tion in imports, the revenue collected, and redistribu-
tion of income from domestic consumers (who pay a
higher price for the commodity) to domestic producers
(who receive a higher price) as a result of the tariff. A
tariff leads to inefficiencies referred to as protection
cost or deadweight loss.

3. The appropriate measure of the degree of protection
actually provided to domestic producers is given by
the rate of effective protection (g). This usually differs
widely from the nominal tariff rate (t), and g can even
be negative for a positive value of t . The two rates are
equal only when the nominal rate on imported inputs
equals the nominal rate on the final commodity or if
there are no imported inputs. Rates of effective pro-
tection in industrial nations are generally much higher
than the corresponding nominal rates and are higher
the more processed the product. These calculations,
however, must be used cautiously because of their
partial equilibrium nature.

4. When a small nation imposes an import tariff, the do-
mestic price of the importable commodity rises by the
full amount of the tariff for individuals in the nation.
As a result, domestic production of the importable
commodity expands while domestic consumption and
imports fall. However, the nation as a whole faces the

unchanged world price since the nation itself collects
the tariff. These general equilibrium effects of a tariff
can be analyzed with the trade models developed in
Part One and by assuming that the nation redistributes
the tariff revenue fully to its citizens in the form of
subsidized public consumption and/or general income
tax relief.

5. According to the Stolper–Samuelson theorem, an
increase in the relative price of a commodity (for
example, as a result of a tariff) raises the return or
earnings of the factor used intensively in its pro-
duction. For example, if a capital-abundant nation
imposes an import tariff on the labor-intensive com-
modity, wages in the nation will rise.

6. When a large nation imposes an import tariff, its offer
curve rotates toward the axis measuring its importable
commodity by the amount of the tariff, reducing the
volume of trade but improving the nation’s terms of
trade. The optimum tariff is one that maximizes the
net benefit resulting from improvement in the nation’s
terms of trade against the negative effect resulting
from reduction in the volume of trade. However, since
the nation’s benefit comes at the expense of other
nations, the latter are likely to retaliate, so that in the
end all nations usually lose.

A L O O K A H E A D

Chapter 9 extends our discussion to nontariff trade restric-
tions, such as quotas and new forms of protection, that
have increased substantially during the past three decades.
The chapter then goes on to examine the political econ-
omy of protectionism and strategic trade and industrial

policies. Finally, the chapter reviews the history of U.S.
commercial policies and presents an overview of the pro-
visions of the Uruguay Round and of the outstanding trade
problems remaining in the world today.
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Q U E S T I O N S F O R R E V I E W

1. What is meant by an ad valorem, a specific, and
a compound tariff? Are import or export tariffs
more common in industrial nations? in developing
nations?

2. What is the primary function of tariffs in industrial
nations? in developing nations?

3. When is partial equilibrium analysis of a tariff jus-
tified? How is this performed?

4. What is meant by the consumption, production,
trade, revenue, and redistribution effects of a tariff?

5. What is meant by the protection cost, or deadweight
loss, of a tariff? How is this measured?

6. What is the difference between a nominal tariff and
an effective tariff? What is the usefulness of the
concept of effective protection? How is the rate of
effective protection measured?

7. What is the tariff structure of developed nations?
Why is this of special concern to developing
nations? What is the most serious shortcoming of
the concept and measure of effective protection?

8. Using general equilibrium analysis, indicate the
effect of an import tariff imposed by a small nation

on the relative commodity price of the importable
commodity for individuals in the nation and for the
nation as a whole.

9. What is the effect of the tariff on the degree of
specialization in production in a small nation? the
volume of trade? the welfare of the nation? the dis-
tribution of income between the nation’s relatively
abundant and scarce factors?

10. Using general equilibrium analysis and assuming
that a nation is large, indicate the effect of an import
tariff on the nation’s offer curve, the nation’s terms
of trade, the volume of trade, the nation’s welfare,
and the distribution of income between the nation’s
relatively abundant and scarce factors.

11. What is meant by the optimum tariff? What is its
relationship to changes in the nation’s terms of
trade and volume of trade?

12. Why are other nations likely to retaliate when
a nation imposes an optimum tariff (or, for that
matter, any import tariff)? What is likely to be
the final outcome resulting from the process of
retaliation?

P R O B L E M S

1. Draw a figure similar to Figure 8.1 for Nation 1 but
with the quantity of commodity Y on the horizontal
axis and the dollar price of Y on the vertical axis.
Draw SY for Nation 1, identical to SX for Nation
2 in Figure 8.1, but draw DY for Nation 1 cross-
ing the vertical axis at PY = $8 and the horizontal
axis at 80Y. Finally, assume that PY = $1 under
free trade and that Nation 1 then imposes a 100
percent ad valorem import tariff on commodity Y.
With regard to your figure, indicate the following
for Nation 1:

(a) The level of consumption, production, and
imports of commodity Y at the free trade price of
PY = $1.

(b) The level of consumption, production, and
imports of commodity Y after Nation 1 imposes
the 100 percent ad valorem tariff on commodity Y.

(c) What are the consumption, production, trade,
and revenue effects of the tariff?

2. For the statement of Problem 1:

(a) Determine the dollar value of the consumer
surplus before and after the imposition of the tariff.

(b) Of the increase in the revenue of producers with
the tariff (as compared with their revenues under free
trade), how much represents increased production
costs? increased rent, or producer surplus?

(c) What is the dollar value of the protection cost,
or deadweight loss, of the tariff?

3. Suppose that a nation reduces import tariffs on raw
materials and intermediate products but not on fin-
ished products. What effect will this have on the
rate of effective protection in the nation?
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*4. Calculate the rate of effective protection when t
(the nominal tariff on the final commodity) is 40
percent, ai (the ratio of the cost of the imported
input to the price of the final commodity in the
absence of tariffs) is 0.5, and ti (the nominal tariff
on the imported input) is 40 percent.

5. For the given in Problem 4, recalculate g with the
following values of ti :

(a) ti = 20 percent.

(b) ti = 0.

(c) ti = 80 percent.

(d) ti = 100 percent.

6. For the given in Problem 4,

(a) Recalculate g if ti = 20 percent and ai = 0.6.

(b) What general conclusion can you reach about
the relationship between g and t from your answer
to Problem 4 in Chapter 3 and Problem 6(a) above?

*7. Starting with the trade model of Figure 3.4 for
Nation 1 and assuming that Nation 1 is small, draw
a figure analogous to Figure 8.5 showing the gen-
eral equilibrium effects resulting when Nation 1
imposes a 100 percent ad valorem import tariff on
commodity Y, starting from its free trade position.
(Hint : See Figure 4.3 but assume that, with the tar-
iff, individuals exchange 30X for 15Y, instead of
the 40X for 20Y in Figure 4.3.)

*= Answer provided at www.wiley.com/college/
salvatore.

*8. Using the Stolper–Samuelson theorem, indicate the
effect on the distribution of income between labor
and capital in Nation 1 (assumed to be a small
nation) when it imposes an import tariff on com-
modity Y.

9. Explain the forces at work that lead to the redis-
tribution of income in your answer to Problem 8,
in a way analogous to the explanation given in
Section 8.4c for the redistribution of income in
Nation 2 when that nation imposed an import tariff
on commodity X.

10. How would the result in Problem 8 be affected if
Nation 1 were instead assumed to be a large nation?

11. Is India more likely to restrict its imports of
L-intensive or K -intensive commodities? Why?
What effect is this likely to have on the distribution
of income between labor and capital in India?

12. Starting with the free trade offer curves of Nation
1 and Nation 2 in Figure 8.6 and building on your
figure in Problem 1, draw a figure analogous to
Figure 8.6 showing the general equilibrium effects
of the 100 percent ad valorem import tariff on com-
modity Y imposed by Nation 1, now assumed to be
a large nation.

13. Draw a figure analogous to Figure 8.7 for Nation 1
showing that with the optimum tariff Nation 1 will
trade 25X for 40Y and also showing the effect of
Nation 2 retaliating with an optimum tariff of its
own.

14. What happens if the two nations retaliate against
each other’s optimum tariff several times?

APPENDIX
This appendix examines the partial equilibrium effects of a tariff in a large nation, derives
the formula for the rate of effective protection, analyzes graphically the Stolper–Samuelson
theorem and its exception, examines the short-run effect of a tariff on factors’ income, and
shows the measurement of the optimum tariff.

A8.1 Partial Equilibrium Effects of a Tariff in a Large Nation
In Section 8.2, we examined the partial equilibrium effects of a tariff in a small nation (i.e.,
one that does not affect commodity prices by its trading). We now extend the analysis to
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FIGURE 8.8. Partial Equilibrium Effects of a Tariff in a Large Nation.
In the top panel, SH is the domestic supply, SF is the foreign supply, and SH+F is the total supply of X to the
nation. With free trade, DH (the home demand for X) intersects SH+F at B (in the bottom panel) so that PX
= $2 and QX = AB = 50 (AC = 20X supplied domestically and CB = 30X by foreigners). With a 50 percent
ad valorem import tariff, SH+F shifts up to SH+F+T . DH intersects SH+F+T at H and PX = $2.50 and QX = GH
= 40 (GJ = 25X supplied domestically and JH = 15X by foreigners). The loss of consumer surplus is area
a + b + c + d = $22.50, of which a = $11.25 is the higher rent of domestic producers, c = $7.50 is the tariff
revenue collected from domestic consumers, and b + d = $3.75 is the protection cost or deadweight loss
to the nation. Since the nation also collects MNIK = e = $4.95 from exporters, the nation receives a net
gain of $1.20 from the tariff.

examine the partial equilibrium effects of a tariff imposed by a large nation. This is done
by using Figure 8.8, which is similar to but more complex than Figure 8.3.

In the top panel of Figure 8.8, SH is the home or domestic supply curve of commodity
X in the large nation, SF is the foreign supply curve of exports of commodity X to the
nation, and SH +F is the total supply curve of commodity X to the nation. SH +F is obtained
as the (lateral) summation of the home supply curve, SH , and SF , the foreign supply curve
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of exports of commodity X to the nation. For example, at PX = $1, 10X will be supplied
domestically and 10X from abroad, for a total of 20X. At PX = $2, 20X will be supplied
domestically and 30X from abroad, for a total of 50X. The SF curve is positively sloped
(rather than horizontal, as in the small-nation case in Figure 8.1) because the large nation
must pay higher prices to induce foreigners to supply more exports of commodity X to the
nation.

In the bottom panel of Figure 8.8, we see that with free trade, DH (the home demand
curve for commodity X in the nation) intersects SH +F (the same as in the top panel, except
for being drawn on a larger scale) at point B , so that PX = $2 and QX = AB = 50 (of
which AC = 20X are supplied by domestic producers and CB = 30X by foreigners). If the
nation now imposes a 50 percent ad valorem import tariff (T) on commodity X, the total
supply curve will shift up by 50 percent and becomes SH +F+T . Now DH intersects SH +F+T
at point H , so that PX = $2.50 and QX = GH = 40 (of which GJ = 25X are supplied by
domestic producers and JH = 15X by foreigners).

The loss of consumer surplus resulting from the tariff is equal to area a + b + c + d =
$22.50, of which a = $11.25 is the higher rent received by domestic producers, c = $7.50
is the tariff revenue collected by the nation’s government from domestic consumers, and
the remainder (the sum of triangles b + d = $3.75) is the protection cost or deadweight
loss to the nation.

The nation’s government, however, also collects IKMN = e = ($0.33)(15) = $4.95
from foreign exporters. The reason for this is that by increasing PX , the tariff reduces
consumption and imports of commodity X in the nation, and since the nation is large, the
smaller quantity of exports will be supplied at a lower price. Specifically, with the tariff
domestic consumers pay $2.50 (as compared with PX = $2.00 under free trade), whereas
foreign exporters receive only PX = $1.67 (instead of $2.00 under free trade). Thus, foreign
exporters share the burden of the tariff with domestic consumers. Now that the nation is
large, the tariff will lower the price of imports to the nation as a whole (i.e., the nation
receives a terms-of-trade benefit from the tariff).

The protection cost or deadweight loss to the nation from the tariff must now be bal-
anced against the terms-of-trade benefit that the nation receives. Since in this case the
terms-of-trade benefit to the nation of $4.95 (e) exceeds the protection cost of the tariff of
$3.75 (b + d ), the nation receives a net benefit of $1.20 (e − b − d ) from the tariff. If the
terms-of-trade benefit equaled the protection cost, the nation would neither gain nor lose
from the tariff. Finally, if the terms-of-trade benefit were smaller than the protection cost,
the nation would lose. Note that a small nation always incurs a net loss from a tariff equal
to the protection cost or deadweight loss because the small nation does not affect foreign
export or world prices (so that e = 0).

Even if, as in the above example, the nation gains from the tariff, the terms-of-trade
benefit to the nation represents a loss to foreigners. As a result, foreigners are likely to
retaliate with a tariff of their own, so that in the end both nations are likely to lose from the
reduced level of trade and international specialization (see the discussion of the optimum
tariff in Section 8.6).

Problem What is the relationship between the price elasticity of SH and SF and the price
of the commodity under free trade and with the specific tariff?
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A8.2 Derivation of the Formula for the Rate of Effective
Protection

The rate of effective protection measures the percentage increase in domestic value added
as a result of tariffs and is given by

g = V ′ − V

V
(8A-1)

where g is the rate of effective protection, V is the domestic value added under free trade,
and V ′ equals the domestic value added with a tariff on imports of the final commodity
and/or on imported inputs used in the domestic production of the commodity.

We now want to derive Equation (8-1) in Section 8.3a from Equation (8A-1). This
is accomplished by defining V and V ′ in terms of the international price of the final
commodity under free trade and with tariffs, substituting these values into Equation (8A-1),
and simplifying to get Equation (8-1).

Suppose that the fixed international free trade price of a commodity (for example, a suit)
is p (so that we are dealing with a small nation). Suppose also that a number of imported
inputs (such as wool, buttons, etc.), also fixed in price on the world market, go into the
domestic production of suits. The sum of the costs of these imported inputs going into the
domestic production of a suit under free trade is

a1p + a2p + . . . anp =
∑

ai p (8A-2)

where i refers to any of the n imported inputs and ai p is the cost of imported input i going
into the domestic production of a suit.

Thus, the domestic value added in a suit produced in the nation under free trade equals
the international fixed price of the suit under free trade minus the cost of all imported inputs
at their fixed international free trade price. That is,

V = p − p
∑

ai = p(1 −
∑

ai ) (8A-3)

With a tariff on suit imports and on imported inputs going into the domestic production of
suits, the domestic value added (V ′) is

V ′ = p(1 + t) − p
∑

ai (1 + ti ) (8A-4)

where t is the nominal ad valorem tariff rate on suit imports and ti is the nominal ad valorem
tariff rate on the imported input i going into the domestic production of suits. Note that ti
may differ for different imported inputs.

Substituting the values from Equation (8A-3) and Equation (8A-4) into Equation (8A-1),
we get

g = V ′ − V

V
= p(1 + t) − p

∑
ai (1 + ti ) − p(1 − ∑

ai )

p(1 − ∑
ai )
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Since there is a p in each term in the numerator and denominator, we can cancel them out,
and by also removing the parentheses, we get

g = 1 + t − ∑
ai − ∑

ai ti − 1 + ∑
ai

1 − ∑
ai

Canceling out equal terms in the numerator, we get Equation (8A-5):

g = t − ∑
ai ti

1 − ∑
ai

(8A-5)

If there is only one imported input going into the production of the commodity, the “
∑

”
sign is removed from the numerator and the denominator of Equation (8A-5) and we end
up with Equation (8-1) given in Section 8.3.

A shortcoming of the theory of effective protection is that it assumes technologically fixed
coefficients of production (i.e., no factor substitution is possible) and that the international
prices of the imported commodity and imported inputs are not affected by tariffs (i.e., the
nation is a small nation).

Problem (a) What effect will the imposition of a tariff on imported inputs going into the
domestic production of a commodity have on the size of the consumption, production, trade,
revenue, and redistribution effects of the tariff on the final commodity? (b) What effect will
it have on the size of the protection cost, or deadweight loss, of the tariff? (Hint : Determine
which curve shifts and in which direction in Figure 8.1 as a result of the tariff on imported
inputs.)

A8.3 The Stolper–Samuelson Theorem Graphically
According to the Stolper–Samuelson theorem (see Section 8.4c), the real return to the
nation’s scarce factor of production will rise with the imposition of a tariff. For example,
when Nation 2 (the K -abundant nation) imposes an import tariff on commodity X (its
L-intensive commodity), PX /PY rises for domestic producers and consumers, and so will
the real wage of labor (Nation 2’s scarce factor).

The rise in PX /PY and the resulting expansion of the output of commodity X and contrac-
tion of the output of commodity Y when Nation 2 imposes an import tariff on commodity
X are clearly shown in Figure 8.5. Here we want to show that the tariff also results in an
increase in K/L in the production of both commodities and thus increases the wage of labor
(the nation’s scarce factor), as postulated by the Stolper–Samuelson theorem.

To do this, we utilize the Edgeworth box diagram for Nation 2 in Figure 8.9 (from Figures
3.10 and 5.6, but omitting the prime on the letters). In Figure 8.9, point A is the autarky
production point, point B is the free trade production point, and point F is the production
point with 100 percent import tariff on commodity X. Note that point F is farther away
from origin OX and closer to origin OY than point B , indicating that with the rise in PX /PY
as a result of the import tariff on commodity X, Nation 2 produces more of commodity X
and less of commodity Y.

The slope of the solid line from origin OX to point B measures K/L in the production
of commodity X, and the slope of the solid line from origin OY to point B measures K/L
in the production of commodity Y under free trade. With production at point F (after the
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FIGURE 8.9. The Stolper–Samuelson Theorem Graphically.
When Nation 2 imposes an import tariff on commodity X, PX /PY rises and the nation moves from free
trade point B to point F on its production contract curve and produces more of commodity X but less of
commodity Y. Since both dashed lines from the origins to point F are steeper than both solid lines from
the origins to point B, K/L is higher in the production of both commodities with the tariff than under free
trade. As more capital is used per unit of labor, the productivity of labor rises, and therefore the income
of labor is higher after the tariff is levied, as postulated by the theorem.

import tariff on commodity X), K/L in the production of commodity X and commodity Y is
measured by the slope of the dashed lines from origins OX and OY , respectively, to point
F . Since the dashed line from each origin is steeper than the solid line (see the figure), K/L
is higher in the production of both commodities after the imposition of the import tariff on
commodity X than under free trade.

As each unit of labor is combined with more capital in the production of both commodities
after the tariff on commodity X, the productivity of labor increases, and therefore the wage
rate rises in the production of both commodities. This is reflected in the fact that the absolute
slope of the short solid line through point F (measuring w/r) is greater than the absolute
slope of the short solid line through point B . With the assumption of perfect competition in
factor markets, wages will be equalized in the production of both commodities.
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Problem Utilizing the Edgeworth box diagram for Nation 1 in the top panel of Figure 3.9
and in Figure 5.6, show that a 100 percent import tariff on commodity Y alters production
from point B to point F , reduces K/L in the production of both commodities, and thus
increases the productivity and income of capital in Nation 1.

A8.4 Exception to the Stolper–Samuelson Theorem—The
Metzler Paradox

In the unusual case where a tariff lowers rather than raises the relative price of the importable
commodity to individuals in the nation, the income of the nation’s scarce factor also falls,
and the Stolper–Samuelson theorem no longer holds. To examine this case (discovered by
Metzler), we first look at the left panel of Figure 8.10, where the theorem does hold. This is
identical to Figure 8.6 except that now we deal with an export rather than an import tariff
because this makes the graphical analysis more straightforward.

The left panel of Figure 8.10 shows that individual exporters in Nation 2 must export
55Y, of which 15Y (D ′E ′) is collected in kind by their government in the form of an
export tariff and the remaining 40Y goes to foreigners in exchange for 50X. As a result,
PX /PY = P ′

D = 1.1 for individuals in Nation 2 with the tariff, as opposed to PX /PY = PW
= 1 under free trade.

Note that the rise in PX /PY for individuals in Nation 2 would be greater if the shift
from offer curve 2 to 2′ was due to an import rather than an export tariff (see PD = 1.6 in
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FIGURE 8.10. The Metzler Paradox.
The left panel shows that when Nation 2 imposes an export tariff, the relative price of com-
modity X falls to PX /PY = 0.8 for the nation as a whole but rises to PX /PY = 1.1 for indi-
viduals (because of the tariff) as compared with free trade PX /PY = 1. Since PX /PY rises for
individuals in Nation 2, Nation 2 produces more of commodity X (the L-intensive commod-
ity) and the income of labor rises, so that the Stolper–Samuelson theorem holds. In the right
panel, free trade PX /PY = 1.25 (at point E) and the same export tariff by Nation 2 results in
PX /PY = 1.1 for individuals in Nation 2. Since PX /PY falls for individuals when Nation 2 imposes a tar-
iff, the income of labor falls. Thus, the Stolper–Samuelson theorem no longer holds, and we have the
Metzler paradox. This results because Nation 1’s offer curve bends backward or is inelastic past point E,
in the right panel.
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Figure 8.6), but what is important for the Stolper–Samuelson theorem to hold is only that
PX /PY rises for individuals in Nation 2. The reason for this is that when PX /PY rises, whether
from an import or export tariff , L and K are transferred from the production of commodity
Y to the production of commodity X, K/L rises in the production of both commodities, and
so will the productivity and the income of labor (exactly as described in Section A8.3).

Only in the unusual case where Nation 1’s (or the rest of the world’s) offer curve bends
backward and becomes negatively inclined or inelastic after a point (as in the right panel in
Figure 8.10) may PX /PY fall rather than rise for individuals in Nation 2 (compared with the
free trade equilibrium price). In that case, the Stolper–Samuelson theorem would no longer
hold. Specifically, the right panel of Figure 8.10 shows that at the free trade equilibrium point
E (given by the intersection of offer curves 1 and 2), PW = 1.25. The imposition of the export
tariff by Nation 2 rotates offer curve 2 to 2′, giving equilibrium point E ′ with P ′

W = 0.8 for
Nation 2 as a whole and the rest of the world. However, individuals in Nation 2 will have to
pay the export tariff of 15Y (D ′E ′) so that PX /PY = PD ′ = 1.1 for individuals in Nation 2.

Since the imposition of the export tariff reduces PX /PY for individuals in Nation 2 (from
PX /PY = 1.25 under free trade to PX /PY = 1.1 with the export tariff), the Stolper–Samuelson
theorem no longer holds. That is, the fall in PX /PY as Nation 2 imposes a tariff causes Nation
2 to produce less of commodity X and more of commodity Y. Since commodity Y is the
K -intensive commodity, K/L falls in the production of both commodities, and so will the
productivity and income of labor (Nation 2’s scarce factor). This is the opposite of what
the Stolper–Samuelson theorem postulates and is known as the Metzler paradox.

The Metzler paradox, however, is unusual. A necessary and sufficient condition for its
occurrence is that the other nation’s (or the rest of the world’s) offer curve bends backward
or is inelastic over the range of the tariff and that all of the export tariff collected by the
government is spent on consumption of the importable commodity.

Problem Draw a figure analogous to Figure 8.10 showing in the left panel that the
Stolper–Samuelson theorem holds when Nation 1 imposes an export tariff and showing the
Metzler paradox in the right panel.

A8.5 Short-Run Effect of a Tariff on Factors’ Income
The Stolper–Samuelson theorem refers to the long run when all factors are mobile between
the nation’s industries. Suppose, however, that labor is mobile but some capital is specific to
the production of commodity X and some capital is specific to the production of commodity
Y, so that we are in the short run. The short-run effect of a tariff on factors’ income differs
from that postulated by the Stolper–Samuelson theorem for the long run and can be analyzed
with the use of the specific-factors model developed in Section A5.4.

Suppose we examine the case of Nation 2 (the K -abundant nation), which exports com-
modity Y (the K -intensive commodity) and imports commodity X. In Figure 8.11, distance
OO ′ refers to the total supply of labor available to Nation 2 and the vertical axes measure
the wage rate. Under free trade, the equilibrium wage rate is ED in both industries of Nation
2 and is determined by the intersection of the VMPLX and VMPLY curves. OD of labor is
used in the production of commodity X and DO ′ in the production of Y.

If Nation 2 now imposes a tariff on the importation of commodity X so that PX rises in
Nation 2, the VMPLX curve shifts upward proportionately, say, to VMPL′

X . This increases
the wage rate from ED to E ′D ′, and DD ′ units of labor are transferred from the production
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FIGURE 8.11. Short-Run Effect of Tariff on Factors’ Income.
An import tariff imposed by Nation 2 (K abundant) usually increases PX and shifts the VMPLX curve upward
to VMPL ′

X . The wage rate increases less than proportionately, and DD ′ of labor (the nation’s mobile factor)
is transferred from the production of Y to the production of X. The real wage falls in terms of X but rises in
terms of Y. The real return of capital (the nation’s immobile factor) rises in terms of X but falls in terms of Y.

of commodity Y to the production of commodity X. Since w increases by less than the
increase in PX , w falls in terms of X but rises in terms of Y (since PY is unchanged).

Since the specific capital in the production of commodity X has more labor to work with,
the real VMPKX and r increase in terms of both commodities X and Y. On the other hand,
since less labor is used with the fixed capital in the production of commodity Y, VMPKY
and r fall in terms of commodity X, and therefore in terms of commodity Y as well.

Thus, the imposition of an import tariff on commodity X by Nation 2 (the K -abundant
nation) leads to the real income of labor (the mobile factor) falling in terms of X and rising
in terms of Y in both industries of Nation 2, and to the real income and return to capital
(the immobile factor) rising in the production of X and falling in the production of Y. These
results are to be contrasted with those obtained by the Stolper–Samuelson theorem when
both labor and capital are mobile, which postulates that an import tariff increases real w
and reduces real r in the K -abundant nation (our Nation 2).

Problem What effect on real w and r will the imposition of an import tariff on commodity
Y (the K -intensive commodity) have in Nation 1 (the L-abundant nation) if labor is mobile
but capital is not?

A8.6 Measurement of the Optimum Tariff
In Section 8.6a, we defined the optimum tariff as that rate of tariff that maximizes the net
benefit resulting from the improvement in the nation’s terms of trade against the negative
effect resulting from the reduction in the volume of trade. The reason offer curve 2* in
Figure 8.7 is associated with the optimum tariff for Nation 2 is that point E * is on the
highest trade indifference curve that Nation 2 can achieve with any tariff. This is shown by
TI in Figure 8.12, which is otherwise identical to Figure 8.7.

Trade indifference curves were derived for Nation 1 in Section A4.1. Other trade indif-
ference curves for Nation 2 have the same general shape as TI in Figure 8.12 but are either
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to the left of TI (and therefore refer to a lower welfare for Nation 2) or to the right of TI
(and, as such, are superior to TI but cannot be reached by Nation 2).

Thus, the optimum tariff is the tariff rate that makes the nation reach its highest trade
indifference curve possible. This is the trade indifference curve that is tangent to the trade
partner’s offer curve. Thus, TI is tangent to Nation 1’s (or the rest of the world’s) offer
curve. To reach TI and point E *, Nation 2 must impose that import or export tariff that
rotates its offer curve from 2 to 2*.

Nation 2 can cause its offer curve to rotate from 2 to 2* by imposing a 100 percent
ad valorem export tariff on commodity Y. Specifically, at equilibrium point E *, Nation 2’s
exporters will export 50Y (JN ), of which 25Y (JE *) is collected by the government of
Nation 2 as an export tax on commodity Y, and the remainder of 25Y (E *N ) goes to
foreigners in exchange for 40X. Note that Nation 2 could also get its offer curve to rotate
from 2 to 2* with a seemingly much larger import tariff on commodity X. In reality, the
optimum export tariff rate is equal to the optimum import tariff rate (even though this does
not seem so in Figure 8.12). This can be proved adequately only with mathematics in more
advanced graduate texts.

However, since it is more likely for a nation to have some monopoly power over its
exports (for example, Brazil over coffee exports and petroleum-exporting countries over
petroleum exports through OPEC) than it is for a nation to have some monopsony power
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FIGURE 8.12. Measurement of the Optimum Tariff.
Offer curve 2* is associated with the optimum tariff rate for Nation 2 because equilibrium point E* is on the
highest trade indifference curve Nation 2 can reach. This is given by TI, which is tangent to Nation 1’s offer
curve. Nation 2 can get to equilibrium point E* on TI by imposing a 100 percent ad valorem export tariff (since
JE* = E*N). Nation 2 cannot reach a trade indifference curve higher than TI. On the other hand, any tariff
other than the optimum rate of 100 percent will put the nation on a trade indifference curve lower than TI.
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over its imports, our discussion of the optimum tariff is perhaps more relevant in terms of
exports than imports.

The optimum export or import tariff rate (t*) can also be calculated with the following
formula:

t∗ = 1

e − 1
(8A-6)

where e is the (absolute value of the) elasticity of the trade partner’s offer curve. Thus,
when e is infinite (i.e., when the trade partner’s offer curve is a straight line, which also
means that Nation 2 is a small nation), then the optimum tariff for Nation 2 is zero (see
the formula). On the other hand, when Nation 1’s (or the rest of the world’s) offer curve
has some curvature (so that e is less than infinite), t* has a positive value. The lower is the
value of e (i.e., the greater is the curvature of the trade partner’s offer curve), the greater
is the value of t*. However, formula 8A-6 is not very operational because in order to use
it to calculate the optimum tariff, we must first identify point E * (see Figure 8.12).

As pointed out in Section 8.6b, the gain to a nation from the optimum tariff comes at
the expense of the trade partner, who is likely to retaliate. The process of retaliation may
continue until in the end both nations lose all or most of the gains from trade. The volume
of trade may shrink to zero unless, by coincidence, both nations happen to be imposing
their optimum tariff simultaneously , given the trade partner’s tariff.

Problem (a) Draw a figure analogous to Figure 8.12 showing the optimum export tariff on
commodity X for Nation 1. (Hint : For the general shape of Nation 1’s trade indifference
curves, see Figure 4.8.) Can you show on the same figure the optimum tariff for Nation 2
after Nation 1 has already imposed its optimum tariff? (Hint : See Figure 8.7.) (b) What are
the approximate terms of trade of Nation 1 and Nation 2 after Nation 1 has imposed an
optimum tariff and Nation 2 has retaliated with an optimum tariff of its own? (c) How has
the welfare of each nation changed from the free trade position?
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Nontariff Trade Barriers and
the New Protectionism

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Know the meaning and effect of quotas and other
nontariff trade barriers

• Describe the effect of dumping and export subsidies

• Explain the political economy of protectionism and
strategic and industrial policies

• Describe the effect of the Uruguay Round and the aims
of the Doha Round

9.1 Introduction
Although tariffs have historically been the most important form of trade restriction,
there are many other types of trade barriers, such as import quotas, voluntary export
restraints, and antidumping actions. As tariffs were negotiated down during the
postwar period, the importance of nontariff trade barriers was greatly increased.

In this chapter, we analyze the effect of nontariff trade barriers. Section 9.2
examines the effects of an import quota and compares them to those of an import
tariff. Section 9.3 deals with other nontariff trade barriers and includes a discus-
sion of voluntary export restraints and other regulations, as well as trade barriers
resulting from international cartels, dumping, and export subsidies. In Section 9.4,
the various arguments for protection are presented, from the clearly fallacious ones
to those that seem to make some economic sense. Section 9.5 examines strategic
trade and industrial policies. Section 9.6 briefly surveys the history of U.S. com-
mercial or trade policy from 1934 to the present. Finally, Section 9.7 summarizes
the outcome of the Uruguay Round of trade negotiations, discusses the launching
of the Doha Round, and identifies the outstanding trade problems facing the world
today. The appendix analyzes graphically the operation of centralized cartels, inter-
national price discrimination, and the use of taxes and subsidies instead of tariffs
to correct domestic distortions.
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9.2 Import Quotas
A quota is the most important nontariff trade barrier. It is a direct quantitative restriction on
the amount of a commodity allowed to be imported or exported. In this section, we examine
import quotas. Export quotas (in the form of voluntary export restraints) are examined in
Section 9.3a. An import quota is examined in this section with the same type of partial
equilibrium analysis used in Section 8.2 to analyze the effects of an import tariff. The
similarities between an import quota and an equivalent import tariff are also noted.

9.2A Effects of an Import Quota
Import quotas can be used to protect a domestic industry, to protect domestic agricul-
ture, and/or for balance-of-payments reasons. Import quotas were very common in Western
Europe immediately after World War II. Since then import quotas have been used by practi-
cally all industrial nations to protect their agriculture and by developing nations to stimulate
import substitution of manufactured products and for balance-of-payments reasons.

The partial equilibrium effects of an import quota can be illustrated with Figure 9.1,
which is almost identical to Figure 8.1. In Figure 9.1, DX is the demand curve and SX is
the supply curve of commodity X for the nation. With free trade at the world price of PX
= $1, the nation consumes 70X (AB), of which 10X (AC) is produced domestically and the
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FIGURE 9.1. Partial Equilibrium Effects of an Import Quota.
DX and SX represent the nation’s demand and supply curves of commodity X. Starting from the free trade
PX = $1, an import quota of 30X (JH) would result in PX = $2 and consumption of 50X (GH), of which 20X
(GJ) is produced domestically. If the government auctioned off import licenses to the highest bidder in a
competitive market, the revenue effect would also be $30 (JHNM), as with a 100 percent import tariff. With
a shift in DX to D ′

X and an import quota of 30X (J′H′), consumption would rise from 50X to 55X (G ′H′), of
which 25X (G ′J′) are produced domestically.

(c) ketabton.com: The Digital Library



Salvatore c09.tex V2 - 10/26/2012 12:54 A.M. Page 259

9.2 Import Quotas 259

remainder of 60X (CB) is imported. An import quota of 30X (JH) would raise the domestic
price of X to PX = $2, exactly as with a 100 percent ad valorem import tariff on commodity
X (see Figure 8.1). The reason is that only at PX = $2 does the quantity demanded of 50X
(GH) equal the 20X (GJ) produced domestically plus the 30X (JH) allowed by the import
quota. Thus, consumption is reduced by 20X (BN) and domestic production is increased by
10X (CM) with an import quota of 30X (JH), exactly as with the 100 percent import tariff
(see Case Study 9-1). If the government also auctioned off import licenses to the highest
bidder in a competitive market, the revenue effect would be $30 ($1 on each of the 30X of
the import quota), given by area JHNM . Then the import quota of 30X would be equivalent
in every respect to an “implicit” 100 percent import tariff.

With an upward shift of DX to D ′
X , the given import quota of 30X (J ′H ′) would result

in the domestic price of X rising to PX = $2.50, domestic production rising to 25X (G ′J ′),
and domestic consumption rising from 50X to 55X (G ′H ′). On the other hand, with the
given 100 percent import tariff (in the face of the shift from DX to D ′

X ), the price of X
would remain unchanged at PX = $2 and so would domestic production at 20X (GJ), but
domestic consumption would rise to 65X (GK) and imports to 45X (JK).

■ CASE STUDY 9-1 The Economic Effects of the U.S. Quota on Sugar Imports

The United States restricted sugar imports into the
United States with a quota of 1.4 million tons per
year in 2005. The quota more than doubled the
price of sugar to U.S. consumers and led to a loss
of consumer surplus of about $1.7 billion per year
(measured by the sum of areas a + b + c + d , as
indicated in Figure 8.3). Of that amount, $0.9 bil-
lion accrued to U.S. sugar producers in the form of
producer surplus (area a in Figure 8.3), $0.4 billion
went to foreign sugar exporters to the United States
in the form of the higher price that they received
(area c in Figure 8.3), and $0.4 billion represented
the deadweight loss from the production and con-
sumption distortions in the United States as a result
of the quota (the sum of areas b + d in Figure 8.3).
Thus, the net total loss to the United States as a
result of its sugar quota was about $0.8 billion (the
$1.7 billion loss of consumer surplus minus the
gain in producer surplus of $0.9 billion).

Dividing the total loss of consumer surplus
of $1.7 billion by the 300 million people living in
the United States in 2005, meant that on average
every American spends about $6 more on sugar

per year than in the absence of the quota. Most
Americans, of course, did not know of the quota
and would not care much about it since each one
spends only a few dollars per year on sugar, but
with fewer than 1,000 large sugar producers in the
United States, the sugar quota raised their average
profits by about $2 million per year (no wonder
American sugar interests lobbied the federal gov-
ernment so strenuously to keep the quota in place!).
Since removing the sugar quota is estimated to lead
to about 7,000 jobs lost in the U.S. sugar industry
in 2005, this meant that the consumer cost of each
job saved in the U.S. sugar-growing industry was
about $243,000 (the loss of the consumer surplus
of $1.7 billion from the U.S. sugar quota divided
by the 7,000 jobs saved). Since 2005 (and to a
large extent due to the realization of its high cost),
protection of the U.S. sugar industry has declined
sharply, and so has its cost and inefficiency.

Sources: USITC, The Economic Effects of Significant U.S.
Import Restraints and Seventh Update, Washington, D.C.,
February 2007 and August 2011.
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9.2B Comparison of an Import Quota to an Import Tariff
The shift of DX to D ′

X in Figure 9.1 points to one of several important differences between an
import quota and an equivalent (implicit) import tariff. That is, with a given import quota, an
increase in demand will result in a higher domestic price and greater domestic production
than with an equivalent import tariff. On the other hand, with a given import tariff, an
increase in demand will leave the domestic price and domestic production unchanged but
will result in higher consumption and imports than with an equivalent import quota (see
Figure 9.1). A downward shift in DX as well as shifts in SX can be analyzed in an analogous
manner but are left as end-of-chapter problems. Since adjustment to any shift in DX or SX
occurs in the domestic price with an (effective) import quota but in the quantity of imports
with a tariff, an import quota completely replaces the market mechanism rather than simply
altering it (as an import tariff does).

A second important difference between an import quota and an import tariff is that the
quota involves the distribution of import licenses. If the government does not auction off
these licenses in a competitive market, firms that receive them will reap monopoly profits.
In that case, the government must decide the basis for distributing licenses among potential
importers of the commodity. Such choices may be based on arbitrary official judgments
rather than on efficiency considerations, and they tend to remain frozen even in the face of
changes in the relative efficiency of various actual and potential importers of the commodity.
Furthermore, since import licenses result in monopoly profits, potential importers are likely
to devote a great deal of effort to lobbying and even bribing government officials to obtain
them (in so-called rent-seeking activities). Thus, import quotas not only replace the market
mechanism but also result in waste from the point of view of the economy as a whole and
contain the seeds of corruption.

Finally, an import quota limits imports to the specified level with certainty , while the
trade effect of an import tariff may be uncertain. The reason for this is that the shape
or elasticity of DX and SX is often not known, making it difficult to estimate the import
tariff required to restrict imports to a desired level. Furthermore, foreign exporters may
absorb all or part of the tariff by increasing their efficiency of operation or by accepting
lower profits. As a result, the actual reduction in imports may be less than anticipated.
Exporters cannot do this with an import quota since the quantity of imports allowed into
the nation is clearly specified by the quota. It is for this reason, and also because an import
quota is less “visible,” that domestic producers strongly prefer import quotas to import
tariffs. However, since import quotas are more restrictive than equivalent import tariffs,
society should generally resist these efforts. As we will see in Section 9.7a, one of the
provisions of the Uruguay Round was to change import quotas and other nontariff barriers
into equivalent tariffs (a process known as “tariffication”).

9.3 Other Nontariff Barriers and the New Protectionism
In this section, we examine trade barriers other than import tariffs and quotas. These
include voluntary export restraints and technical, administrative, and other regulations. Trade
restrictions also result from the existence of international cartels and from dumping and
export subsidies. During the past two decades, these nontariff trade barriers (NTBs), or the
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new protectionism, have become more important than tariffs as obstructions to the flow of
international trade and represent a major threat to the world trading system. In this section,
we examine NTBs and the new protectionism, starting with voluntary export restraints.

9.3A Voluntary Export Restraints
One of the most important of the nontariff trade barriers, or NTBs, is voluntary export
restraints (VERs). These refer to the case where an importing country induces another nation
to reduce its exports of a commodity “voluntarily,” under the threat of higher all-around
trade restrictions, when these exports threaten an entire domestic industry. Voluntary export
restraints have been negotiated since the 1950s by the United States, the European Union,
and other industrial nations to curtail exports of textiles, steel, electronic products, auto-
mobiles, and other products from Japan, Korea, and other nations. These are the mature
industries that faced sharp declines in employment in the industrial countries during the
past three decades. Sometimes called “orderly marketing arrangements,” these voluntary
export restraints have allowed the United States and other industrial nations making use of
them to save at least the appearance of continued support for the principle of free trade. The
Uruguay Round required the phasing out of all VERs by the end of 1999 and the prohibition
on the imposition of new VERs.

When voluntary export restraints are successful, they have all the economic effects of
(and therefore can be analyzed in exactly the same way as) equivalent import quotas, except
that they are administered by the exporting country, and so the revenue effect or rents are
captured by foreign exporters. An example of this is provided by the “voluntary” restraint on
Japanese automobile exports to the United States negotiated in 1981 (see Case Study 9-2).
The United States also negotiated voluntary export restraints with major steel suppliers in
1982 that limited imports to about 20 percent of the U.S. steel market. It has been estimated
that these agreements have saved about 20,000 jobs but raised the price of steel in the United
States by 20 to 30 percent. These VERs expired in 1992 but were immediately replaced by

(continued)

■ CASE STUDY 9-2 Voluntary Export Restraints (VERs) on Japanese Automobiles to the United States
and Europe

From 1977 to 1981, U.S. automobile production
fell by about one-third, the share of imports rose
from 18 to 29 percent, and nearly 300,000 auto
workers in the United States lost their jobs. In
1980, the Big Three U.S. automakers (GM, Ford,
and Chrysler) suffered combined losses of $4 bil-
lion. As a result, the United States negotiated an
agreement with Japan that limited Japanese auto-
mobile exports to the United States to 1.68 million
units per year from 1981 to 1983 and to 1.85 mil-
lion units for 1984 and 1985. Japan “agreed” to

restrict its automobile exports out of fear of still
more stringent import restrictions by the United
States.

Automakers from the United States gener-
ally used the time from 1981 to 1985 wisely to
lower breakeven points and improve quality, but
the cost improvements were not passed on to con-
sumers, and Detroit reaped profits of nearly $6
billion in 1983, $10 billion in 1984, and $8 billion
in 1985. Japan gained by exporting higher-priced
autos and earning higher profits. The big loser was
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■ CASE STUDY 9-2 Continued

the American public, which had to pay about $660
more for U.S.-made automobiles and $1,300 more
for Japanese cars in 1984. The total cost of the
agreement to U.S. consumers was estimated to be
$15.7 billion from 1981 through 1984 and 44,000
U.S. automakers’ jobs were saved at the cost of
more than $100,000 each.

Since 1985, the United States has not asked
for a renewal of the VER agreement, but Japan
unilaterally limited its auto exports (to 2.3 million
from 1986 to 1991 and 1.65 million afterward) in
order to avoid more trade frictions with the United
States. From the late 1980s, Japan invested heavily
in producing automobiles in the United States in
so-called transplant factories, and by 1996, Japan
was producing more than 2 million cars in the
United States and had captured 23 percent of the
U.S. auto market. By 2008, Japanese automakers’
share of the U.S. market had reached 35 percent
(between domestic production and imports).

Following the U.S. lead, Canada and
Germany also negotiated restrictions on Japanese
exports (France and Italy already had very
stringent quotas). A 1991 agreement to limit the
Japanese share of the European Union’s auto
market to 16 percent expired at the end of 1999,

when the share of Japanese cars (imports and
production in Europe) was 11.4 percent of the
European market. That share exceeded 13 percent
in 2008 and was rising. In the United States, for-
eign automakers now sell more cars in the United
States (imports and U.S. produced) than Detroit’s
Big Three. In 2009, GM filed for bankruptcy
and survived only with $49.5 billion of taxpayer
money invested by the U.S. government, giving
the U.S. government a 61 percent ownership of
the automaker. Chrysler also survived with gov-
ernment help and was subsequently acquired by
FIAT of Italy. Despite the weak economy in 2011,
U.S. automakers increased production and sales
and even took back some market from Japanese
producers. In 2010, GM sold more locally
produced cars in China than in the United States!

Sources: U.S. International Trade Commission, A Review
of Recent Developments in the U.S. Automobile Industry
Including an Assessment of the Japanese Voluntary Restraint
Agreements (Washington, D.C.: February 1985); “Japanese
Cars Set Europe Sales Record,” The Japan Times , January
16, 2005, p. 1; “America’s Other Auto Industry,” The Wall
Street Journal , December 1, 2008, p. A22; “The Medicine
Starts to Work,” The Economist , May 22, 2010, p. 69; and
“U.S. Automakers Getting Back on Track at Just the Right
Time,” Money Morning , October 11, 2011, p. 1.

industry demands for antidumping duties against foreign steel exporters (see Section 9.3d),
which resulted in bitter disputes between the United States, Japan, the European Union, and
other nations.

Voluntary export restraints were less effective in limiting imports than import quotas
because the exporting nations agree only reluctantly to curb their exports. Foreign exporters
also tend to fill their quota with higher-quality and higher-priced units of the product over
time. This product upgrading was clearly evident in the case of the Japanese voluntary
restraint on automobile exports to the United States. Furthermore, as a rule, only major
supplier countries were involved, leaving the door open for other nations to replace part of
the exports of the major suppliers and also for transshipments through third countries.

9.3B Technical, Administrative, and Other Regulations
International trade is also hampered by numerous technical, administrative, and other reg-
ulations. These include safety regulations for automobile and electrical equipment, health
regulations for the hygienic production and packaging of imported food products, and
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labeling requirements showing origin and contents. Many of these regulations serve legiti-
mate purposes, but some (such as the French ban on scotch advertisements and the British
restriction on the showing of foreign films on British television) are only thinly veiled
disguises for restricting imports.

Other trade restrictions have resulted from laws requiring governments to buy from
domestic suppliers (the so-called government procurement policies). For example, under
the “Buy American Act” passed in 1933, U.S. government agencies gave a price advantage
of up to 12 percent (50 percent for defense contracts) to domestic suppliers. As part of the
Tokyo Round of trade liberalization (see Section 9.6d), the United States and other nations
agreed on a government procurement code to bring these practices and regulations into the
open and give foreign suppliers a fair chance.

Much attention has also been given in recent years to border taxes . These are rebates
for internal indirect taxes given to exporters of a commodity and imposed (in addition to
the tariff) on importers of a commodity. Examples of indirect taxes are excise and sales
taxes in the United States and the value-added tax (VAT) in Europe. Since most government
revenues are raised through direct taxes (such as income taxes) in the United States and
through indirect taxes (such as the value-added tax) in Europe, United States exporters
receive much lower rebates than European exporters (or no rebate at all) and are thus at a
competitive disadvantage.

International commodity agreements and multiple exchange rates also restrict trade. How-
ever, as the former are of primary concern to developing nations and the latter relate to
international finance, they are discussed in Chapter 11 and Chapter 18, respectively.

9.3C International Cartels
An international cartel is an organization of suppliers of a commodity located in differ-
ent nations (or a group of governments) that agrees to restrict output and exports of the
commodity with the aim of maximizing or increasing the total profits of the organization.
Although domestic cartels are illegal in the United States and restricted in Europe, the
power of international cartels cannot easily be countered because they do not fall under the
jurisdiction of any one nation.

The most notorious of present-day international cartels is OPEC (Organization of
Petroleum Exporting Countries), which, by restricting production and exports, succeeded
in quadrupling the price of crude oil between 1973 and 1974. Another example is the
International Air Transport Association, a cartel of major international airlines that met
annually until 2007 to set international air fares and policies.

An international cartel is more likely to be successful if there are only a few international
suppliers of an essential commodity for which there are no close substitutes. OPEC fulfilled
these requirements very well during the 1970s. When there are many international suppliers,
however, it is more difficult to organize them into an effective cartel. Similarly, when good
substitutes for the commodity are available, the attempt by an international cartel to restrict
output and exports in order to increase prices and profits will only lead buyers to shift
to substitute commodities. This explains the failure of, or inability to set up, international
cartels in minerals other than petroleum and tin, and agricultural products other than sugar,
coffee, cocoa, and rubber.

Since the power of a cartel lies in its ability to restrict output and exports, there is an
incentive for any one supplier to remain outside the cartel or to “cheat” on it by unrestricted
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sales at slightly below the cartel price. This became painfully evident to OPEC during the
1980s when high petroleum prices greatly stimulated petroleum exploration and production
by nonmembers (such as the United Kingdom, Norway, and Mexico). The resulting increase
in supply, together with conservation measures that reduced the increase in the demand for
petroleum products, led to sharply lower petroleum prices in the 1980s and most of the
1990s as compared to the 1970s. It also showed that, as predicted by economic theory,
cartels are inherently unstable and often collapse or fail. If successful, however, a cartel
could behave exactly as a monopolist (a centralized cartel) in maximizing its total profits
(see Section A9.1).

9.3D Dumping
Trade barriers may also result from dumping. Dumping is the export of a commodity at
below cost or at least the sale of a commodity at a lower price abroad than domesti-
cally. Dumping is classified as persistent, predatory, and sporadic. Persistent dumping, or
international price discrimination, is the continuous tendency of a domestic monopolist to
maximize total profits by selling the commodity at a higher price in the domestic market
(which is insulated by transportation costs and trade barriers) than internationally (where
it must meet the competition of foreign producers). Section A9.2 shows how a domestic
monopolist can determine the exact prices to charge domestically and internationally to
maximize total profits in cases of persistent dumping, or international price discrimination.

Predatory dumping is the temporary sale of a commodity at below cost or at a lower
price abroad in order to drive foreign producers out of business, after which prices are raised
to take advantage of the newly acquired monopoly power abroad. Sporadic dumping is the
occasional sale of a commodity at below cost or at a lower price abroad than domestically
in order to unload an unforeseen and temporary surplus of the commodity without having
to reduce domestic prices.

Trade restrictions to counteract predatory dumping are justified and allowed to protect
domestic industries from unfair competition from abroad. These restrictions usually take the
form of antidumping duties to offset price differentials, or the threat to impose such duties.
However, it is often difficult to determine the type of dumping, and domestic producers
invariably demand protection against any form of dumping. By so doing, they discourage
imports (the “harassment thesis”) and increase their own production and profits (rents). In
some cases of persistent and sporadic dumping, the benefit to consumers from low prices
may actually exceed the possible production losses of domestic producers.

Over the past four decades, Japan was accused of dumping steel and television sets in
the United States, and European nations of dumping cars, steel, and other products. Many
industrial nations, especially those that belong to the European Union, have a tendency to
persistently dump agricultural commodities arising from their farm support programs. When
dumping is proved, the violating nation or firm usually chooses to raise its prices (as Volk-
swagen did in 1976 and Japanese TV exporters in 1997) rather than face antidumping duties.
In 2007, 29 countries (counting the European Union as a single member) had antidumping
laws (including many developing countries).

In 1978, the U.S. government introduced a trigger-price mechanism under which a charge
that steel was being imported into the United States at prices below those of the lowest-cost
foreign producer (Korea in the late 1980s) was subject to a speedy antidumping investigation.
If dumping was proved, the U.S. government would provide quick relief to the domestic
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steel industry in the form of a duty that would bring the price of the imported steel equal
to that of the lowest-cost country. Since 1992, when the voluntary export restraints on steel
exports to the United States expired, U.S. steel producers have filed hundreds of antidumping
suits against foreign steel producers, resulting in bitter disputes.

In 1985, U.S. producers filed antidumping suits against Japanese exporters of computer
chips (the brains of computers and most modern-day machinery). An agreement was reached
in 1986 under which Japan would stop dumping chips in the United States and around the
world. Charging continued dumping, however, the United States imposed a 100 percent
import duty on $300 million worth of Japanese exports to the United States in 1987. The
tariff was removed in 1991 when Japan renegotiated the semiconductor agreement, under
which Japan agreed to help foreign (U.S.) producers increase their share of the Japanese
chip market from 8 percent in 1986 to 20 percent by 1992. Disagreements continued,
however, when U.S. chip producers failed to achieve the agreed 20 percent market share in
Japan in 1994. In 1996, the agreement was renewed, but it required only that the U.S. and
Japanese computer chip industries monitor each other’s markets without any market-sharing
requirement.

In 1998 and 1999, the United States imposed antidumping duties on steel imports from
the European Union, Japan, Korea, Brazil, and Russia, and in March 2002, it imposed a 30
percent duty on steel imports from Russia, Brazil, Japan, and China (which the WTO ruled
as illegal and the United States removed in December 2003). In 2010, the WTO upheld
the tariffs that the United States imposed in 2008 on Chinese-made steel pipes, tires, and
other products to protect U.S. producers against Chinese dumping and government subsidies.
Requests for antidumping investigations by the steel industry have been relatively frequent
in recent years, notably in the United States, because of chronic excess supply in world
markets.

In 2005, the United States negotiated a limit on the increase of Chinese textile and apparel
exports to the United States of 7.5 percent per year until 2008 (the European Union did the
same with a 10 percent limit until 2008). These restrictions were deemed necessary when the
elimination of all quotas on textile and apparel exports in 2004 as part of the implementation
of the Uruguay Round led to a flooding of Chinese exports of these products to the United
States and the European Union. The long-running banana case, where the United States
accused the European Union of restricting banana imports from Central America and the
Caribbean (from American-owned plantations), was also settled in 2010 in favor of the
United States.

In 2011, the United States asked the WTO to strike down China’s heavy antidumping
duties on U.S. chicken products; the United States and the European Union set antidumping
and antisubsidy duties on Chinese coated paper (used in high-end catalogues and magazines);
the United States asked the WTO to review Chinese measures restricting market access to
U.S. suppliers of electronic payment services; and China itself imposed punitive duties of
up to 22 percent on U.S. exports of SUVs to China.

In March 2012, the United States, Japan, and the European Union requested consultations
with China under the dispute settlement system concerning China’s restrictions on exports of
various forms of rare earths, tungsten, and molybdenum. In May 2012, the U.S. Commerce
Department found several Chinese solar-panel companies guilty of dumping and slapped 31
percent tariffs on their exports.

The number of antidumping measures in force rose from 880 in January 1998 to 1,683 in
September 2011. On average, about one-half of antidumping investigations were terminated
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without any measure being taken and the rest ended with the imposition of a duty or with the
exporter increasing the price of the export commodity. Case Study 9-3 gives the antidumping
investigations initiated in 2010 and 2011 by G20 nations.

9.3E Export Subsidies
Export subsidies are direct payments (or the granting of tax relief and subsidized loans)
to the nation’s exporters or potential exporters and/or low-interest loans to foreign buyers
to stimulate the nation’s exports. As such, export subsidies can be regarded as a form of
dumping. Although export subsidies are illegal by international agreement, many nations
provide them in disguised and not-so-disguised forms.

For example, all major industrial nations give foreign buyers of the nation’s exports
low-interest loans to finance the purchase through agencies such as the U.S. Export–Import
Bank. These low-interest credits finance about 2 percent of U.S. exports but a much larger
percentage of Japan’s, France’s, and Germany’s exports. Indeed, this is one of the most seri-
ous trade complaints that the United States has against other industrial countries today. The
amount of the subsidy provided can be measured by the difference between the interest that
would have been paid on a commercial loan and what in fact is paid at the subsidized rate.

■ CASE STUDY 9-3 Antidumping Investigations by G20 Members

Table 9.1 gives the antidumping investigations ini-
tiated by G20 members (the most important devel-
oped and developing nations and the European
Union) between October 2010 and April 2012. The
table shows that the total number of antidump-
ing investigations initiated declined from 78 from
October 2010 to April 2011 to 73 from October
2011 to April 2012 (there were 119 in 2009 at
the height of the financial crisis). In 2012, Brazil

■ TABLE 9.1. Antidumping Investigations Initiated in 2010–2012 by G20 Members

G20 Oct. 2010– Oct. 2011– G20 Oct. 2010– Oct. 2010–
Member April 2011 April 2012 Member April 2012 April 2012

Brazil 25 16 China 4 3
EU 8 13 Turkey 1 3
United States 9 12 Canada 0 3
India 15 8 Mexico 2 2
Argentina 11 4 Korea 0 2
Australia 2 4 Mexico 2 5
Russia 1 4 South Africa 0 1

Total 78 73

Source: World Trade Organization, Report on G20 Trade Measures (Geneva: WTO, May 31, 2012), Table 4.

had the largest number (16), followed by the Euro-
pean Union (EU, as a separate entity from its
members) with 13, The United States with 12,
and India with 12. The other members of the G20
(France, Germany, Italy, Japan, the United King-
dom, Indonesia, and Saudi Arabia) had none in
2010 to 2012. The products on which the most
antidumping investigations were initiated were
metals, chemicals, plastics, textiles, and machinery.
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Another example is the U.S. “extraterritorial income” or Foreign Sales Corporations
(FSC) provisions of the U.S. tax code. These have been used since 1971 by some 3,600 U.S.
corporations (including Boeing, Microsoft, and Caterpillar) to set up overseas subsidiaries to
enjoy partial exemption from U.S. tax laws on income earned from exports. This provision
saved American companies about $4 billion in taxes each year. In 1999, the World Trade
Organization (WTO) ruled that such tax relief was a form of export subsidy and ordered the
United States to repeal it. The United States appealed but lost, and so in 2004 it repealed
the FSC scheme or face $4 billion in sanctions. Since the United States did not eliminate
all export subsidies, however, the WTO authorized the countries of the European Union to
impose sanctions on $300 million of U.S. trade in 2005.

In 2010, the United States filed a case against China for illegally subsidizing the pro-
duction of wind power equipment. China responded by announcing its own investigation
against U.S. government policies and subsidies on renewable energy, wind energy, and solar
and hydro technology products. In 2011, the WTO ruled against China’s practice of limiting
exports of some raw materials, such as rare earth metals that are essential in the production
of many important high-tech products, on a complaint from the European Union, Mexico,
and the United States.

Particularly troublesome are the very high support prices provided by the European Union
(EU) to maintain its farmers’ income under its common agricultural policy (CAP). These
high farm subsidies lead to huge agricultural surpluses and subsidized exports, which take
export markets away from the United States and other countries, and are responsible for
some of the sharpest trade controversies between the United States and the European Union
(see Case Study 9-4).

(continued)

■ CASE STUDY 9-4 Agricultural Subsidies in OECD Countries

Table 9.2 gives the financial assistance that
Organization for Economic Cooperation and
Development (OECD) countries provided to their
agriculture, both in billions of U.S. dollars and as
a producer subsidy estimate (i.e., as a percentage
of gross farm receipts) in 2005 and 2010. The
table shows that in 2010, the European Union
spent the most on agricultural subsidies ($101.4
billion), followed by Japan ($52.9 billion) and the
United States ($25.6 billion). The producer subsidy
estimate (PSE) in the European Union was more
than 2.9 times and that of Japan and 7.1 times that
of the United States. Norway, Switzerland, Japan,
and Korea provided the highest PSE. Agricultural
subsidies were (and continue to be) responsible
for some of the sharpest trade controversies in
the world today and were responsible for the long

delay in concluding the Uruguay Round and the
collapse of the Doha Round (see Section 9.7).

One of the sharpest international trade con-
troversies on agricultural subsidies was the cotton
case brought by Brazil against the United States in
2002 on $3 billion of subsidies that the latter pro-
vided to its cotton farmers. In 2004, the WTO ruled
those subsidies to be “inconsistent to WTO com-
mitments” (i.e., to be illegal). Not satisfied with the
steps undertaken by the United States to remove
subsidies, Brazil announced retaliatory tariffs of
$829.3 million on U.S. goods in 2009. But in 2010,
Brazil decided to delay their application, with the
United States setting up a $147.3 million fund pro-
viding technical assistance to Brazil’s cotton sector
and promising to remove cotton subsidies in its
2012 U.S. farm bill.
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■ CASE STUDY 9-4 Continued

■ TABLE 9.2. Agricultural Subsidies and Producer-Subsidy Equivalents in
Various OECD Countries in 2005 and 2010

Subsidy as a Percentage
Billions of U.S. Dollars of Agricultural Output

Country 2005 2010 2005 2010

United States 41.0 25.6 15 7
European Union 130.8 101.4 32 20
Japan 44.6 52.9 54 50
Canada 6.5 7.4 22 18

Australia 1.4 1.0 4 2
Norway 3.1 3.6 67 61
Switzerland 5.6 5.4 68 54

Mexico 5.0 6.2 13 12
Korea 23.5 17.5 62 45
Turkey 12.6 22.1 25 28

All Industrial Countries 272.1 227.3 28 18

Sources: Organization for Economic Cooperation and Development, Agricultural Policies in OECD Coun-
tries: Monitoring and Evaluation (Paris: OECD, 2011), Tables 3.1 and R. Schnepf, Brazil’s WTO Case Against
U.S. Cotton Program (Washington D.C.: Congressional Research Service, June 30, 2010.

Serious controversies also arise from the subsidies that the EU provides to its aircraft
(Airbus) industry and Japan’s Ministry of International Trade and Industry (MITI) to its com-
puter and other high-tech industries. In 2010, the WTO ruled that both Airbus and Boeing
had illegally subsidized their development of new aircrafts over the past decades—but that
Airbus was much more guilty and subject to heavier penalties. In 2011, Airbus announced
that it had eliminated all illegal subsidies on its planes, but Boeing disputes the claim.

Countervailing duties (CVDs) are often imposed on imports to offset export subsidies
by foreign governments. Case Study 9-5 examines the extent of nontariff barriers on the
imports of the United States, the European Union, Japan, and Canada.

(continued)

■ CASE STUDY 9-5 Pervasiveness of Nontariff Barriers

Table 9.3 gives the pervasiveness of all types
of nontariff trade barriers (voluntary export
restraints, antidumping measures, technical and
other regulations, and countervailing duties) in
effect in the United States, the European Union,
Japan, and Canada in 1996. The pervasiveness
of nontariff trade barriers is measured by the
percentage of tariff lines affected. For example,
2.8 percent of the U.S. food, beverage, and
tobacco trade was affected by some type of

nontariff trade barriers in 1996, as compared
with 17.2 percent in the European Union, 5.9
percent in Japan, and 0.4 percent in Canada. From
the table, we see that by far the most protected
sector in all countries or regions is textiles and
apparel. On an overall basis, the trade-weighted
percentage of nontariff trade barriers on all
manufactured products was 17.9 percent in the
United States, 13.4 percent in the European
Union, 10.3 percent in Japan, and 7.8 percent in
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■ CASE STUDY 9-5 Continued

Canada. These averages are likely to be lower
today as a result of the implementation of the
provisions of the Uruguay Round, but more recent
data are not available. They compare with regular
average tariff rates (shown in Case Study 8-1)
of 3.3 percent for the United States, 4.0 percent

■ TABLE 9.3. The Pervasiveness of Nontariff Barriers in Large Developed Nations

Percent of Tariff Lines Affected
United European

Product States Union Japan Canada

Food, beverage, and tobacco 2.8 17.2 5.9 0.4
Textiles and apparel 67.5 75.2 31.9 42.9
Wood and wood products 0.6 0.0 0.0 3.2
Paper and paper products 1.1 0.7 0.0 0.4
Chemicals, petroleum products 3.3 2.9 0.9 0.6
Nonmetallic mineral products 3.6 0.0 0.0 0.0
Basic metal industries 30.4 0.6 5.1 1.7
Fabricated metal products 5.9 0.0 0.0 2.2
Other manufacturing 1.7 0.0 0.0 0.9
Average manufacturing 17.9 13.4 10.3 7.8

Sources: World Trade Organization, Market Access: Unfinished Business (Geneva: WTO, 2001, p. 21); and
WTO, Annual Report 2011 (Geneva: WTO, 2011).

for the European Union, 2.5 percent for Japan,
and 4.0 for Canada in 2004. Smaller developed
nations made much less use of nontariff trade bar-
riers than large nations, while developing countries
made much more use of them.

9.3F Analysis of Export Subsidies
Export subsidies can be analyzed with Figure 9.2, which is similar to Figure 8.1. In
Figure 9.2, DX and SX represent Nation 2’s demand and supply curves of commodity
X. If the free trade world price of commodity X were $3.50 (instead of $1.00, as in
Figure 8.1), Nation 2 would produce 35X (A′C ′), consume 20X (A′B ′), and export the
remaining 15X (B ′C ′). That is, at prices above $3 (point E in the figure), Nation 2 became
an exporter rather than being an importer of commodity X.

If the government of Nation 2 (assumed to be a small country) now provides a subsidy
of $0.50 on each unit of commodity X exported (equal to an ad valorem subsidy of 16.7
percent), PX rises to $4.00 for domestic producers and consumers of commodity X. At PX
= $4, Nation 2 produces 40X (G ′J ′), consumes 10X (G ′H ′), and exports 30X (H ′J ′). The
higher price of commodity X benefits producers but harms consumers in Nation 2. Nation
2 also incurs the cost of the subsidy.

Specifically, domestic consumers lose $7.50 (area a ′ + b ′ in the figure), domestic pro-
ducers gain $18.75 (area a ′ + b ′ + c′), and the government subsidy is $15 (b ′ +c′ + d ′).
Note that area d ′ is not part of the gain in producer surplus because it represents the rising
domestic cost of producing more units of commodity X. Nation 2 also incurs the protection
cost or deadweight loss of $3.75 (the sum of the areas of triangles B ′H ′N ′ = b ′ = $2.50
and C ′J ′M ′ = d ′ = $1.25).
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FIGURE 9.2. Partial Equilibrium Effect of an Export Subsidy.
At the free trade price of PX = $3.50, small Nation 2 produces 35X (A ′C ′), consumes 20X (A ′B ′), and exports
15X (B ′C ′). With a subsidy of $0.50 on each unit of commodity X exported, PX rises to $4.00 for domestic
producers and consumers. At PX = $4, Nation 2 produces 40X (G ′J′), consumes 10X (G ′H′), and exports
30X (H′J′). Domestic consumers lose $7.50 (area a′ + b ′), domestic producers gain $18.75 (area a′ + b ′ +
c ′), and the government subsidy is $15 (b ′ + c ′ + d′). The protection cost or deadweight loss of Nation 2
is $3.75 (the sum of triangles B ′H′N′ = b ′ = $2.50 and C ′J′M′ = d′ = $1.25).

Since domestic producers gain less than the sum of the loss of domestic consumers and
the cost of the subsidy to Nation 2’s taxpayers (i.e., since Nation 2 incurs a net loss equal
to the protection cost or deadweight loss of $3.75), the question is: Why would Nation
2 subsidize exports? The answer is that domestic producers may successfully lobby the
government for the subsidy or Nation 2’s government may want to promote industry X, if
industry X is a desired high-technology industry (this will be discussed in Section 9.5). Note
that foreign consumers gain because they receive 30X instead of 15X at PX = $3.50 with
the subsidy. If Nation 2 were not a small nation, it would also face a decline in its terms of
trade because of the need to reduce PX in order to be able to export more of commodity X.

9.4 The Political Economy of Protectionism
In this section, we analyze the various arguments for protection. These range from clearly
fallacious propositions to arguments that can stand up, with some qualification, to close
economic scrutiny.

9.4A Fallacious and Questionable Arguments for Protection
One fallacious argument is that trade restrictions are needed to protect domestic labor
against cheap foreign labor . This argument is fallacious because even if domestic wages
are higher than wages abroad, domestic labor costs can still be lower if the productivity
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of labor is sufficiently higher domestically than abroad. Even if this were not the case,
mutually beneficial trade could still be based on comparative advantage, with the cheap-labor
nation specializing in the production and exporting of labor-intensive commodities, and the
expensive-labor nation specializing in the production and exporting of capital-intensive
commodities (refer back to Section 2.4).

Another fallacious argument for protection is the scientific tariff. This is the tariff rate that
would make the price of imports equal to domestic prices and (so the argument goes) allow
domestic producers to meet foreign competition. However, this would eliminate international
price differences and trade in all commodities subject to such “scientific” tariffs.

Two questionable arguments are that protection is needed (1) to reduce domestic unem-
ployment and (2) to cure a deficit in the nation’s balance of payments (i.e., the excess of the
nation’s expenditures abroad over its foreign earnings). Protection would reduce domestic
unemployment and a balance-of-payments deficit by leading to the substitution of imports
with domestic production. However, these are beggar-thy-neighbor arguments for protection
because they come at the expense of other nations. Specifically, when protection is used
to reduce domestic unemployment and the nation’s balance-of-payments deficit, it causes
greater unemployment and worsened balance of payments abroad. As a result, other nations
are likely to retaliate, and all nations lose in the end. Domestic unemployment and deficits
in the nation’s balance of payments should be corrected with appropriate monetary, fiscal,
and trade policies (discussed in Chapters 18 and 19) rather than with trade restrictions.

9.4B The Infant-Industry and Other Qualified Arguments
for Protection

One argument for protection that stands up to close economic scrutiny (but must nevertheless
be qualified) is the infant-industry argument. It holds that a nation may have a potential
comparative advantage in a commodity, but because of lack of know-how and the initial
small level of output, the industry will not be set up or, if already started, cannot compete
successfully with more established foreign firms. Temporary trade protection is then justified
to establish and protect the domestic industry during its “infancy” until it can meet foreign
competition, achieve economies of scale, and reflect the nation’s long-run comparative
advantage. At that time, protection is to be removed. However, for this argument to be
valid, the return in the grown-up industry must be sufficiently high also to offset the higher
prices paid by domestic consumers of the commodity during the infancy period.

The infant-industry argument for protection is correct but requires several important
qualifications which, together, take away most of its significance. First of all, it is clear
that such an argument is more justified for developing nations (where capital markets may
not function properly) than for industrial nations. Second, it may be difficult to identify
which industry or potential industry qualifies for this treatment, and experience has shown
that protection, once given, is difficult to remove. Third, and most important, what trade
protection (say, in the form of an import tariff) can do, an equivalent production subsidy
to the infant industry can do better. The reason is that a purely domestic distortion such
as this should be overcome with a purely domestic policy (such as a direct production
subsidy to the infant industry) rather than with a trade policy that also distorts relative
prices and domestic consumption. A production subsidy is also a more direct form of
aid and is easier to remove than an import tariff. One practical difficulty is that a subsidy
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requires revenues, rather than generating them as, for example, an import tariff does. But the
principle remains.

The same general principle also holds for every other type of domestic distortion. For
example, if an industry generates an external economy (i.e., a benefit to society at large,
say, by training workers who then leave to work in other industries), there is likely to be
underinvestment in the industry (because the industry does not receive the full benefit from
its investments). One way to encourage the industry and confer greater external economies
on society would be to restrict imports. This stimulates the industry, but it also increases
the price of the product to domestic consumers. A better policy would be to provide a
direct subsidy to the industry. This would stimulate the industry without the consumption
distortion and loss to consumers that result from trade restrictions. Similarly, a direct tax
would also be better than a tariff to discourage activities (such as automobile travel) that
give rise to external diseconomies (pollution) because the tax does not distort relative prices
and consumption. The general principle that the best way to correct a domestic distortion is
with domestic policies rather than with trade policies is shown graphically in Section A9.3
of the appendix.

Trade restrictions may be advocated to protect domestic industries important for national
defense. But even in this case, direct production subsidies are generally better than tariff
protection. Some tariffs can be regarded as “bargaining tariffs” that are to be used to induce
other nations to agree to a mutual reduction in tariffs. Here, political scientists may be more
qualified to judge how effective they are in achieving their intended purpose. The closest
we come to a truly valid economic argument for protection is the optimum tariff discussed
in Section 8.6. That is, if a nation is large enough to affect its terms of trade, the nation can
exploit its market power and improve its terms of trade and welfare with an optimum tariff.
However, other nations are likely to retaliate so that in the end of nations lose. Be that
as it may, Broda, Limao, and Weinstein (2009) provide evidence that countries set higher
tariffs on goods with lower export supply elasticites than on goods with higher supply
elasticities.

9.4C Who Gets Protected?
By increasing the commodity price, trade protection benefits producers and harms consumers
(and usually the nation as a whole). However, since producers are few and stand to gain a
great deal from protection, they have a strong incentive to lobby the government to adopt
protectionist measures. On the other hand, since the losses are diffused among many con-
sumers, each of whom loses very little from the protection, they are not likely to effectively
organize to resist protectionist measures. Thus, there is a bias in favor of protectionism. An
example is provided by the U.S. sugar quota (see Case Study 9-1).

In recent years, economists have developed several theories regarding which groups and
industries get protected, and some of these theories have been empirically confirmed. In
industrial countries, protection is more likely to be provided to labor-intensive industries
employing unskilled, low-wage workers who would have great difficulty in finding alterna-
tive employment if they lost their present jobs. Some empirical support has also been found
for the pressure-group or interest-group theory (see Hilmann, 1989; Grosman and Helpman,
1994), which postulates that industries that are highly organized (such as the automobile
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industry) receive more trade protection than less organized industries. An industry is more
likely to be organized if it is composed of only a few firms. Also, industries that produce
consumer products generally are able to obtain more protection than industries producing
intermediate products used as inputs by other industries because the former industries can
exercise countervailing power and block protection (since that would increase the price of
their inputs).

Furthermore, more protection seems to go to geographically decentralized industries that
employ a large number of workers than to industries that operate in only some regions and
employ relatively few workers. The large number of workers has strong voting power to
elect government officials who support protection for the industry. Decentralization ensures
that elected officials from many regions support the trade protection. Another theory suggests
that trade policies are biased in favor of maintaining the status quo. That is, it is more likely
for an industry to be protected now if it was protected in the past. Governments also seem
reluctant to adopt trade policies that result in large changes in the distribution of income,
regardless of who gains and who loses. Finally, protection seems to be more easily obtained
by those industries that compete with products from developing countries because these
countries have less economic and political power than industrial countries to successfully
resist trade restrictions against their exports.

Some of the above theories are overlapping and some are conflicting, and they have
been only partially confirmed empirically. The most highly protected industry in the United
States today is the textiles and apparel industry. Case Study 9-6 provides an estimate of the
benefit to the world economy from complete trade liberalization.

(continued)

■ CASE STUDY 9-6 Benefits to the World Economy from Complete Trade Liberalization

Table 9.4 shows the economic benefit of complete
trade liberalization on high-income countries,
developing countries, and the world as a whole,
coming from liberalizing trade in agriculture,
textiles, and other manufactured goods; in
billions of dollars, as dollars per person, and as
percentages of GDPs. All benefits are cumulative
to the year 2015. Thus, the first line of the table
shows that the total cumulative benefit from
complete liberalization in trade in agriculture
would be $126 billion for high-income countries
and $56 billion for developing countries, for an
overall total of $182 billion for the world as a
whole by the year 2015. Complete liberalization
of trade in textiles and other manufactured goods
would provide smaller benefits.

The first column of the table shows that
high-income countries would receive a total benefit
of $197 billion from the complete liberalization
of trade in all sectors (this comes to $194.63
dollars per capita) or 0.60 percent of high-income
countries’ GDPs, while developing countries would
receive a total benefit of $90 billion ($17.59 per
person) or 0.80 percent of developing countries’
GDPs. For the world as a whole, the total benefit
would be $287 billion ($46.84 per capita) or 0.70
percent of world GDP. Thus, half of the total gains
would come from agriculture and two-thirds of
the total dollar gains would go to high-income
countries (but developing countries would gain
more as a percentage of their GDPs).
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■ CASE STUDY 9-6 Continued

■ TABLE 9.4. Benefits to the World Economy from Complete Trade Liberalization

Liberalizing Sector High-Income Countries Developing Countries World

Total amounts, billions of dollars

Agriculture 126 56 182
Textiles 14 24 38
Other 57 10 67
Total 197 90 287

Per capita, dollars per person

Agriculture 124.48 10.95 29.70
Textiles 13.83 4.69 6.20
Other 56.31 1.95 10.93
Total 194.63 17.59 46.84

Percentage of GDP

Agriculture 0.38 0.50 0.44
Textiles 0.04 0.21 0.09
Other 0.17 0.09 0.16
Total 0.60 0.80 0.70

Source: K. Anderson and W. Martin, ed., Agricultural Reform and the Doha Development Agenda
(Washington, D.C.: World Bank, 2006), Ch. 12.

9.5 Strategic Trade and Industrial Policies
In this section we examine strategic and industrial policies, first in general (Section 9.5a) and
then by utilizing game theory (Section 9.5b). In Section 9.5c we discuss the U.S. response
to foreign industrial targeting and strategic trade policies.

9.5A Strategic Trade Policy
Strategic trade policy is a relatively recent development advanced in favor of an activist
trade policy and protectionism. According to this argument, a nation can create a compara-
tive advantage (through temporary trade protection, subsidies, tax benefits, and cooperative
government–industry programs) in such fields as semi-conductors, computers, telecommu-
nications, and other industries that are deemed crucial to future growth in the nation. These
high-technology industries are subject to high risks, require large-scale production to achieve
economies of scale, and give rise to extensive external economies when successful. Strate-
gic trade policy suggests that by encouraging such industries, the nation can reap the large
external economies that result from them and enhance its future growth prospects. This is
similar to the infant-industry argument in developing nations, except that it is advanced for
industrial nations to acquire a comparative advantage in crucial high-technology industries.
Most nations do some of this. Indeed, some economists would go so far as to say that a great
deal of the postwar industrial and technological success of Japan was due to its strategic
industrial and trade policies.
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Examples of strategic trade and industrial policy are found in the steel industry in the
1950s, in semiconductors in the 1970s and 1980s in Japan, in the development of the Con-
corde (the supersonic aircraft) in the 1970s, and the Airbus from the 1970s in Europe.
Semiconductors in Japan are usually given as the textbook case of successful strategic trade
and industrial policy. The market for semiconductors (such as computer chips, which are
used in many new products) was dominated by the United States in the 1970s. Starting
in the mid-1970s, Japan’s powerful Ministry of Trade and Industry (MITI) targeted the
development of this industry by financing research and development, granting tax advan-
tages for investments in the industry, and fostering government–industry cooperation, while
protecting the domestic market from foreign (especially U.S.) competition.

These policies are credited for Japan’s success in nearly wresting control of the semicon-
ductor market from the United States in the mid-1980s. Most economists remain skeptical,
however, and attribute Japan’s stunning performance in this field primarily to other forces,
such as greater educational emphasis on science and mathematics, higher rates of invest-
ment, and a willingness to take a long-run view of investments rather than stressing quarterly
profits, as in the United States. In steel, the other targeted industry in Japan, the rate of
return was lower than the average return for all Japanese industries during the postwar
period. In Europe, the Concorde was a technological feat but a commercial disaster, and
Airbus Industrie would not have survived without continued heavy government subsidies.

While strategic trade policy can theoretically improve the market outcome in oligopolistic
markets subject to extensive external economies and increase the nation’s growth and wel-
fare, even the originators and popularizers of this theory recognize the serious difficulties in
carrying it out. First, it is extremely difficult to pick winners (i.e., choose the industries that
will provide large external economies in the future) and devise appropriate policies to suc-
cessfully nurture them. Second, since most leading nations undertake strategic trade policies
at the same time, their efforts are largely neutralized, so that the potential benefits to each
may be small. Third, when a country does achieve substantial success with strategic trade
policy, this comes at the expense of other countries (i.e., it is a beggar-thy-neighbor policy)
and so other countries are likely to retaliate. Faced with all these practical difficulties, even
supporters of strategic trade policy grudgingly acknowledge that free trade is still the best
policy, after all . That is, free trade may be suboptimal in theory, but it is optimal in practice.

9.5B Strategic Trade and Industrial Policies with Game Theory
We can use game theory to examine strategic trade and industrial policy. We can best show
this by an example. Suppose that both Boeing and Airbus are deciding whether to produce
a new aircraft. Suppose also that because of the huge cost of developing the new aircraft,

■ TABLE 9.5. Two-Firm Competition and Strategic Trade Policy

Airbus

Produce Don’t Produce

Produce −10,−10 100,0
Boeing

Don’t produce 0,100 0,0
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a single producer would have to have the entire world market for itself to earn a profit,
say, of $100 million. If both producers produce the aircraft, each loses $10 million. This
information is shown in Table 9.5. The case where both firms produce the aircraft and each
incurs a loss of $10 million is shown in the first row and first column (the top left-hand
corner) of Table 9.5. If only Boeing produces the aircraft, Boeing makes a profit of $100
million, while Airbus makes a zero profit (the first row and second column, or top right-hand
corner of the table). On the other hand, if Boeing does not produce the aircraft while Airbus
does, Boeing makes zero profit while Airbus makes a profit of $100 million (the second row
and first column, or bottom left-hand corner of the table). Finally, if neither firm produces
the aircraft, each makes a zero profit (the second row and the second column, or bottom
right-hand corner of the table).

Suppose that for whatever reason Boeing enters the market first and earns a profit of $100
million. Airbus is now locked out of the market because it could not earn a profit. This is
the case shown in the first row and second column (the top right-hand corner) of the table.
If Airbus entered the market, both firms would incur a loss (and we would have the case
shown in the first row and first column, or top left-hand corner of the table). Suppose that
now European governments give a subsidy of $15 million per year to Airbus. Then Airbus
will produce the aircraft even though Boeing is already producing the aircraft because with
the $15 million subsidy Airbus would turn a loss of $10 million into a profit of $5 million.
Without a subsidy, however, Boeing will then go from making a profit of $100 million
(without Airbus in the market) to incurring a loss of $10 million afterwards. (We are still in
the first row and first column, or top left-hand corner of the table, but with the Airbus entry
changed from −10 without the subsidy to +5 with the subsidy.) Because of its unsubsidized
loss, Boeing will then stop producing the aircraft, thus eventually leaving the entire market
to Airbus, which will then make a profit of $100 million without any further subsidy (the
second row and first column, or bottom left-hand corner of the table).

The U.S. government could, of course, retaliate with a subsidy of its own to keep Boeing
producing the aircraft. Except in cases of national defense, however, the U.S. government has
been much less disposed to grant subsidies to firms than are European governments. While
the real world is much more complex than this, we can see how a nation could overcome
a market disadvantage and acquire a strategic comparative advantage in a high-tech field
by using an industrial and strategic trade policy. In fact, in 2000 Airbus decided to build
its super-jumbo A380 capable of transporting 550 passengers to be ready by 2006 at a
development cost of over $10 billion, and thus compete head-on with the Boeing 747
(which has been in service since 1969 and can carry up to 475 passengers).

Boeing greeted Airbus’s decision to build its A380 by announcing in 2001 plans to
build the new Boeing 787 Dreamliner jet that can transport, nonstop, and with 20 percent
greater fuel efficiency, 250 passengers to any point on earth at close to the speed of sound
by 2008. Boeing believes that passengers prefer arriving at their destinations sooner and
avoiding congested hubs and the hassle and delays of intermediate stops. Then in 2005,
Boeing surprised Airbus by also announcing a new bigger version of its Boeing 747 (the
747-8) to enter service in 2009. Airbus responded by announcing the development of Airbus
A350 to compete head-on with the new Boeing 787 with billions of repayable government
loans—leading Boeing to file an additional complaint against Airbus at the WTO.

The A380 came into service in 2008 with a delay of more than two years and huge cost
overruns, while the first Boeing 787 came off the assembly line in 2011 with a three-year
delay and also large cost overruns. As pointed out in Section 9.3E, the WTO ruled in 2010
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that both Airbus and Boeing had illegally subsidized their development of new aircrafts over
the past decades—but that Airbus was much more guilty and subject to heavier penalties. In
2011, Airbus announced that it had eliminated all illegal subsidies on its planes, but Boeing
disputed the claim, and so the dispute goes on.

This type of analysis was first introduced into international trade by Brander and Spencer
(1985). One serious shortcoming of this analysis is that it is usually very difficult to accu-
rately forecast the outcome of government industrial and trade policies (i.e., get the data to
fill a table such as Table 9.5). Even a small change in the table could completely change the
results. For example, suppose that if both Airbus and Boeing produce the aircraft, Airbus
incurs a loss of $10 million (as before), but Boeing now makes a profit of $10 million
(without any subsidy), say, because it is more efficient. Then, even if Airbus produces the
aircraft with the subsidy, Boeing will remain in the market because it makes a profit without
any subsidy. Then Airbus would require a subsidy indefinitely, year after year, in order to
continue to produce the aircraft. In this case, giving a subsidy to Airbus does not seem to be
such a good idea. Thus, it is extremely difficult to correctly carry out this type of analysis.
We would have to correctly forecast the precise outcome of different strategies, and that is
very difficult to do. This is why most economists would say that free trade may still be the
best policy after all!

9.5C The U.S. Response to Foreign Industrial Targeting
and Strategic Trade Policies

While generally opposed to industrial targeting and strategic trade policy domestically, the
United States did respond to and retaliated against countries that adopted these policies to
the detriment of U.S. economic interests. The best example of direct federal support for
civilian technology was Sematech. This was established in Austin, Texas, in 1987 as a
nonprofit consortium of 14 major U.S. semiconductor manufacturers with an annual budget
of $225 million ($100 million from the government and the rest from the 14 member firms).
Its aim was to help develop state-of-the-art manufacturing techniques for computer chips
to help its members better compete with Japanese firms. By 1991, Sematech claimed that
as a result of its efforts U.S. computer chip companies had caught up with their Japanese
competitors. Since then, Sematech has become entirely private (i.e., it no longer receives
U.S. government financial support), and in 1998 it created International Sematech, a wholly
owned subsidiary of 12 major computer companies, including some foreign ones (with
headquarters in Albany, New York). Currently International Sematech has 18 members.

The United States has also taken unilateral steps to force foreign markets to open more
widely to U.S. exports and has retaliated with restrictions of its own against nations that
failed to respond. An example was the 1991 semiconductor agreement under which Japan
agreed to help U.S. computer chip producers gain a 20 percent share of the Japanese chip
market. The agreement was renewed in 1996 but required only that U.S. and Japanese com-
puter chip industries monitor each other’s markets without any market-sharing requirement.
Since then, U.S. computer chip companies have retaken world leadership in the field, and
so the agreement is no longer in operation.

In the early 1990s, the United States also negotiated an agreement with Japan to open
the Japanese construction market to bidding by U.S. firms under the threat to close the
U.S. market to Japanese construction firms. On a broader scale, the United States and Japan
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engaged in negotiations (called the Structural Impediments Initiative, or SII) during the
mid-1990s aimed, among other things, at opening the entire Japanese distribution system
more widely to U.S. firms. Furthermore, the United states requested that other countries,
such as Brazil, China, and India, remove excessive restrictions against specific U.S. exports
and it demanded protection for its intellectual property (such as patented materials) from
unauthorized and uncompensated use.

9.6 History of U.S. Commercial Policy
This section surveys the history of U.S. commercial policy. We start by examining the
Trade Agreements Act of 1934 and then discuss the importance of the General Agreement
on Tariffs and Trade (GATT). Next we examine the 1962 Trade Expansion Act and the
results of the Kennedy Round of trade negotiations. Subsequently, we discuss the Trade
Reform Act of 1974 and the outcome of the Tokyo Round of trade negotiations. Finally,
we examine the 1984 and the 1988 Trade Acts.

9.6A The Trade Agreements Act of 1934
During the early 1930s, world trade in general and U.S. exports in particular fell sharply
because of (1) greatly reduced economic activity throughout the world as a result of the
Great Depression and (2) passage in 1930 of the Smoot–Hawley Tariff Act, under which
the average import duty in the United States reached the all-time high of 59 percent in 1932,
provoking foreign retaliation.

The Smoot–Hawley Tariff Act was originally introduced to aid American agriculture.
But through log-rolling in Congress, large tariffs were imposed on manufactured imports as
well. The aim was clearly beggar-thy-neighbor to restrict imports and stimulate domestic
employment. The bill was passed despite the protest of 36 countries that the tariff would
seriously hurt them and that they would retaliate. President Hoover signed the bill into law
in spite of a petition signed by more than 1,000 American economists urging him to veto
it. The result was catastrophic. By 1932, 60 countries retaliated with stiff tariff increases of
their own, in the face of the deepening world depression. The net result was a collapse of
world trade (American imports in 1932 were only 31 percent of their 1929 level, and exports
fell even more), and this contributed in a significant way to the spreading and deepening of
the depression around the world.

To reverse the trend toward sharply reduced world trade, the U.S. Congress under the new
Roosevelt administration passed the Trade Agreements Act of 1934. The general principles
embodied in this act remained the basis for all subsequent trade legislation in the United
States. The act transferred the formulation of trade policy from the more politically minded
Congress to the President and authorized the President to negotiate with other nations mutual
tariff reductions by as much as 50 percent of the rates set under the Smoot–Hawley Tariff
Act. The Trade Agreements Act was renewed a total of 11 times before it was replaced in
1962 by the Trade Expansion Act. By 1947, the average U.S. import duty was 50 percent
below its 1934 level.

The Trade Agreements Act of 1934 and all subsequent trade legislation were based on
the most-favored-nation principle. This nondiscrimination principle extended to all trade
partners any reciprocal tariff reduction negotiated by the United States with any of its
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trade partners. The United States would similarly benefit from any bilateral tariff reduction
negotiated between any other two nations that were signatories of the most-favored-nation
agreement. However, this bilateral trade approach faced the serious shortcoming that tariff
reductions were negotiated for the most part only in commodities that dominated bilateral
trade. Otherwise, many “freeloader” nations, not directly involved in the negotiations and
not making any tariff concession (reduction) of their own, would also have benefited from
reciprocal tariff reductions negotiated between any other two nations.

9.6B The General Agreement on Tariffs and Trade (GATT)
The General Agreement on Tariffs and Trade (GATT) was an international organization,
created in 1947 and headquartered in Geneva (Switzerland), devoted to the promotion of
freer trade through multilateral trade negotiations. Originally, it was thought that GATT
would become part of the International Trade Organization (ITO), whose charter was nego-
tiated in Havana in 1948 to regulate international trade. When the ITO was not ratified by
the U.S. Senate and by the governments of other nations, GATT (which was less ambitious
than ITO) was salvaged.

GATT rested on three basic principles:

1. Nondiscrimination . This principle refers to the unconditional acceptance of the
most-favored-nation principle discussed earlier. The only exceptions to this principle
are made in cases of economic integration, such as customs unions (discussed in
Chapter 10), and in the trade between a nation and its former colonies and dominions.

2. Elimination of nontariff trade barriers (such as quotas), except for agricultural products
and for nations in balance-of-payments difficulties.

3. Consultation among nations in solving trade disputes within the GATT framework.

By 1993, a total of 123 nations (including the United States and all major countries, with
the exception of the countries of the former Soviet Union and China) were signatories of
the GATT, and 24 other nations had applied for admission. The agreement covered over 90
percent of world trade.

Under the auspices of GATT, tariffs were reduced by a total of about 35 percent in five
different trade negotiations between 1947 and 1962. In 1965 GATT was extended to allow
preferential trade treatment to developing nations and to allow them to benefit from tariff
reductions negotiated among industrial nations without reciprocity (these are discussed in
Chapter 11).

Greater success in tariff reductions was not achieved before 1962 because tariff nego-
tiations were conducted on a product-by-product basis and because in the 1950s the U.S.
Congress attached serious protectionist devices to the periodic renewals of the Trade Agree-
ments Act. These protectionist devices were:

1. Peril-point provisions, which prevented the president from negotiating any tariff reduc-
tion that would cause serious damage to a domestic industry.

2. The escape clause, which allowed any domestic industry that claimed injury from
imports to petition the International Trade Commission (the U.S. Tariff Commission
until 1975), which could then recommend to the president to revoke any negotiated
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tariff reduction. A rising share of imports in an industry was sufficient to “prove”
injury.

3. The national security clause, which prevented tariff reductions (even if already nego-
tiated) when they would hurt industries important for national defense.

Since meaningful tariff reductions necessarily hurt some industries (those in which the
nation has a comparative disadvantage), these trade restrictions, especially the escape clause,
represented a serious obstacle to greater tariff reductions.

9.6C The 1962 Trade Expansion Act and the Kennedy Round
It was primarily to deal with the new situation created by the formation of the European
Union, or Common Market, that the Trade Expansion Act of 1962 was passed by the
Congress to replace the Trade Agreements Act.

The Trade Expansion Act of 1962 authorized the president to negotiate across-the-board
tariff reductions of up to 50 percent of their 1962 level (and to remove completely duties that
were 5 percent or less in 1962). This replaced the product-by-product approach of the Trade
Agreements Act. In addition, the 1962 act provided Trade Adjustment Assistance (TAA) to
displaced workers and firms injured by tariff reductions. This replaced the no-injury doctrine
and took the form of retraining and moving assistance to displaced workers and tax relief,
low-cost loans, and technical help to injured firms.

The principle of adjustment assistance was the most significant aspect of the Trade Expan-
sion Act of 1962 since society at large (which was the beneficiary of the trade expansion
resulting from tariff reductions) was made to bear, or at least share, the burden of adjust-
ment. However, until the early 1970s, when the criteria for assistance were relaxed, few
workers or firms qualified for adjustment assistance. In 1980, the trade assistance program’s
peak year, more than half a million workers received about $1.6 billion in assistance. Since
then, however, the program has shrunk considerably, with only about 30,000 to 40,000
workers receiving a total of $200 million to $400 million in aid each year. The amount of
aid provided was greatly expanded to $2 billion per year by the Trade Adjustment Reform
Act of 2002 . In 2010, approximately 140,000 workers received Trade Adjustment Assistance
(TAA) for a total of $1 billion.

Under the authority of the 1962 Trade Expansion Act, the United States initiated, under
GATT auspices, wide-ranging multilateral trade negotiations. These were known as the
Kennedy Round. Negotiations in the Kennedy Round were completed in 1967 and resulted
in an agreement to cut average tariff rates on industrial products by a total of 35 percent
of their 1962 level, to be phased over a five-year period. By the end of 1972, when the
agreement was fully implemented, average tariff rates on industrial products were less than
10 percent in industrial nations. However, there were still many serious nontariff trade
barriers, especially in agriculture.

9.6D The Trade Reform Act of 1974 and the Tokyo Round
The 1962 Trade Expansion Act was replaced in 1974 by the Trade Reform Act. This
authorized the president (1) to negotiate tariff reductions of up to 60 percent and remove
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tariffs of 5 percent or less and (2) to negotiate reductions in nontariff trade barriers. The act
also liberalized the criteria for adjustment assistance.

Under the authority of the Trade Reform Act of 1974, the United States participated
in the multilateral tariff negotiations known as the Tokyo Round (actually conducted in
Geneva, except for the opening meeting held in Tokyo), which were concluded in 1979.
Negotiated tariff reductions phased over an eight-year period, starting in 1980, averaged
31 percent for the United States, 27 percent for the European Union, and 28 percent for
Japan. A code of conduct for nations in applying nontariff trade barriers was also pre-
scribed to reduce the restrictive effect of these nontariff barriers. This code included (1)
agreement on a government procurement code, (2) uniformity in the application of duties
in countervailing and antidumping cases, and (3) a “generalized system of preferences”
to the manufactured, semimanufactured, and selected other exports of developing nations.
(However, textiles, shoes, consumer electronics, steel, and many other products of great
importance to developing nations were excluded.)

The total static gains from trade liberalization under the Tokyo Round amounted to an
estimated $1.7 billion annually. With the dynamic gains arising from economies of scale and
greater all-around efficiency and innovations, the figure might rise to as high as $8 billion
per year. These figures, however, are only rough “guesstimates.” Although the United States
as a whole benefited from the tariff reductions negotiated under the Tokyo Round, labor
(the relatively scarce factor in the United States) and industries with a relatively larger
share of small businesses (which are more highly protected in the United States) were
somewhat hurt.

9.6E The 1984 and 1988 Trade Acts
The Trade Reform Act of 1974 was followed by the U.S. Trade and Tariff Act of 1984.
This law had three major provisions: (1) It authorized the president to negotiate international
agreements for the protection of intellectual property rights and to lower barriers to trade in
services, high-technology products, and direct investments. (2) It extended the Generalized
System of Preferences (GSP), which granted preferential access to the exports of developing
countries to the United States (see Section 11.6) until July 1993, but with “graduation” or
the removal of preferential access for the exports of the most advanced of the developing
countries, such as Korea and Taiwan. (3) It provided authority for negotiations that led to
a free trade agreement with Israel. It was under the provisions of this act that the United
States called for new multilateral trade negotiations (the Uruguay Round) that started in
1986 (see Section 9.7a).

The Omnibus Trade and Competitiveness Act of 1988 included a Super 301 provision,
which (1) calls on the U.S. Special Trade Representative (USTR) to designate priority
countries that maintain numerous and pervasive trade barriers, (2) sets a rigorous schedule
for negotiations to be held on eliminating those barriers, and (3) requires retaliation by
curbing imports from those countries if the negotiations are not successful. In May 1989,
the United States named Japan, Brazil, and India as the most unfair traders. Japan was cited
for the refusal of its public authorities to purchase U.S. satellites and supercomputers and
for excluding U.S.-manufactured forest products. Brazil was cited for licensing requirements
it imposes on practically all imports, and India for restrictions on foreign investments and
curbs on foreign-based insurance companies. Under the Super 301 provision of the 1988
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FIGURE 9.3. U.S. Average Tariff Rates on Dutiable Imports, 1900–2012.
Average tariff rates on dutiable imports in the United States ranged from the high of 59 percent, reached
in 1932 under the Smoot–Hawley Tariff Act of 1930, to less than 5 percent in 2005. The average tariff rates
can fall even without a change in tariff schedules when the proportion of low-tariff imports increases (as
after 1972, as a result of the sharp rise in low-tariff petroleum imports).
Sources: Historical Abstract of the United States (Washington, D.C.: U.S. Government Printing Office, 1972); and
Statistical Abstract of the United States (Washington, D.C.: U.S. Government Printing Office, 2012) for years since
1971.

Trade Act, these nations faced tariffs of 100 percent on selected exports to the United States
if they did not relax trade restrictions.

Figure 9.3 summarizes the history of average tariff rates on dutiable imports in the United
States from 1900 to 2010. Tariffs in the other leading developed nations have shown similar
declines and are now comparable to U.S. rates (see Table 8.1). Note that the average tariff
rates shown in the figure fall even without a change in tariff schedules when the proportion
of low-tariff imports increases. For example, the fall in the average tariff rates after 1972
was due mostly to the sharp increase in low-tariff imports of petroleum in the United States.

9.7 The Uruguay Round, Outstanding Trade Problems,
and the Doha Round

In December 1993, the Uruguay Round of multilateral trade negotiations was completed, but
many trade problems remain. In this section, we first review the provisions of the Uruguay
Round and then discuss the outstanding trade problems facing the world today, which were
supposed to be taken up in the Doha Round.
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9.7A The Uruguay Round
In December 1993, the Uruguay Round, the eighth and most ambitious round of multilat-
eral trade negotiations in history, in which 123 countries participated, was completed after
seven years of tortuous negotiations. The Round had started in Punta del Este in Uruguay
in September 1986 and had been scheduled to be completed by December 1990, but dis-
agreements between the United States and the European Union (EU), especially France,
on reducing agricultural subsidies delayed its conclusion for three years. The aim of the
Uruguay Round was to establish rules for checking the proliferation of the new protec-
tionism and reverse its trend; bring services, agriculture, and foreign investments into the
negotiations; negotiate international rules for the protection of intellectual property rights;
and improve the dispute settlement mechanism by ensuring more timely decisions and com-
pliance with GATT rulings. The agreement was signed by the United States and most other
countries on April 15, 1994, and took effect on July 1, 1995.

The major provisions of the accord were the following:

1. Tariffs. Tariffs on industrial products were to be reduced from an average of 4.7 percent
to 3 percent, and the share of goods with zero tariffs was to increase from 20–22 percent
to 40–45 percent; tariffs were removed altogether on pharmaceuticals, construction
equipment, medical equipment, paper products, and steel.

2. Quotas. Nations were to replace quotas on agricultural imports and imports of textiles
and apparel (under the Multifiber Agreement) with less restrictive tariffs by the end
of 1999 for agricultural products and by the end of 2004 for textiles and apparel;
tarrifs on agricultural products were to be reduced by 24 percent in developing nations
and by 36 percent in industrial nations, and tariffs on textiles were to be cut by
25 percent.

3. Antidumping. The agreement provided for tougher and quicker action to resolve dis-
putes resulting from the use of antidumping laws, but it did not ban their use.

4. Subsidies. The volume of subsidized agricultural exports was to be reduced by 21 per-
cent over a six-year period; government subsidies for industrial research were limited
to 50 percent of applied research costs.

5. Safeguards. Nations could temporarily raise tariffs or other restrictions against an
import surge that severely harmed domestic industry, but it barred countries from
administering health and safety standards unless based on scientific evidence and not
simply to restrict trade. For example, a nation could only keep out beef imports from
cattle raised with growth hormones by showing that the beef so produced was unsafe
for human consumption.

6. Intellectual property. The agreement provided for 20-year protection of patents, trade-
marks, and copyrights, but it allowed a 10-year phase-in period for patent protection
in pharmaceuticals for developing countries.

7. Services. The United States failed to secure access to the markets of Japan, Korea,
and many developing nations for its banks and security firms, and did not succeed in
having France and the European Union lift restrictions on the showing of American
films and TV programs in Europe.
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8. Other industry provisions. The United States and Europe agreed to continue talking
about further limiting government subsidies to civil aircraft makers, opening up the
distance telephone market, and limiting European subsidies to steelmakers; the United
States also indicated that it intended to continue negotiating the further opening of the
Japanese computer chip market.

9. Trade-related investment measures. The agreement phased out the requirement that
foreign investors (such as automakers) buy supplies locally or export as much as they
import.

10. World Trade Organization. The agreement also called for the replacement of the
General Agreement on Tariffs and Trade (GATT) secretariat with the World Trade
Organization (WTO) in Geneva with authority not only in trade in industrial products
but also in agricultural products and services. Trade disputes were also to be settled
by a vote of two-thirds or three-quarters of the nations rather than unanimously
as under GATT (which meant that the guilty nation could block any action
against it).

Although the completion of the Uruguay Round was in and of itself a great achievement,
only some of its aims were met and many trade problems remain (see the next section).
It was estimated that the implementation of the Uruguay Round by 2005 increased world
welfare by $73 billion, of which $58.3 billion of the gains went to developed countries and
$19.2 billion to developing countries (see Case Study 9-7). The collapse of the Uruguay
Round, however, would have been disastrous psychologically and could have led to the
unrestrained proliferation of trade restrictions and destructive trade wars.

During 1996 and 1997, multilateral agreements to open up trade in telecommunications,
financial services, and information technology (that were not reached at the Uruguay Round)
were concluded. Over time, these agreements could provide larger gains in trade volumes
than the entire Uruguay Round treaty. In 1999, the European Union reached a free trade
agreement with Mexico (which became effective in July 2000) to end all tariffs on their
bilateral trade. China became the 144th member of the WTO in 2001 and Russia became
the 156th member in 2012.

In August 2002, Congress granted the president trade promotion authority, formerly
known as “fast track ,” to negotiate broad trade agreements that allowed no amendments,
but only an up-or-down vote by Congress to ratify or reject the agreements. The purpose of
this legislation was to assure foreign governments that Congress would act expeditiously on
any agreement that they negotiate with the U.S. Government. The legislation also required
the president to consider environmental protection, labor rights, and antidumping laws in his
negotiations, and it provided up to $1.2 billion a year in health insurance and other benefits
to workers who lost their jobs, and added farmers and ranchers to the list of those eligible.
Fast track, however, was not renewed after it expired in 2007.

Since 2001, the United States has reached free trade agreements (FTAs) with
Australia, Bahrain, Chile, Jordan, Morocco, Peru, and Singapore, and signed DRCAFTA
(Dominica Republic-Central American Free Trade Agreement, with Costa Rica, El Salvador,
Guatemala, Honduras, Nicaragua, and the Dominican Republic). Then, in October 2011, the
United States ratified the FTA with South Korea, Colombia, and Panama (in July 2011, the
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■ CASE STUDY 9-7 Gains from the Uruguay Round

Table 9.6 provides an estimate of the welfare gains,
in dollars and as a percentage of GPD, as well as
the percentage increase in real wages, in various
nations and regions of the world resulting from
the full implementation of the Uruguay Round by
2005. The table shows that the world welfare rises
by $73 billion, of which $53.8 billion or 74 per-
cent goes to the developed countries and the rest
to developing countries. European Union (EU) and
the European Free Trade Area (EFTA) gain the
most ($23.7 billion), followed by the United States
(with a gain of $19.8 billion) and Japan (with

■ TABLE 9.6. Real Income Gains from the Uruguay Round

Welfare Gains Welfare Gains Gains in Real
(billions of (percent of Wages

Country or Region dollars) GDP) (percent)

Developed Countries:
United States 19.8 0.22 0.21
Europe Union & EFTA 23.7 0.22 0.21
Japan 6.9 0.11 0.09
Canada 1.6 0.22 0.20
Australia & New Zealand 1.8 0.34 0.36

Developing Countries:
Asia
India 2.8 0.68 0.54
Sri Lanka 0.1 0.70 0.54
Rest of South Asia 2.7 2.29 2.43
China 1.3 0.14 0.23
Hong Kong −0.1 −0.11 0.47
South Korea 2.5 0.45 0.45
Singapore 1.6 2.11 1.92
Indonesia 0.6 0.24 0.32
Malaysia 2.6 2.19 2.56
Philippines 2.5 2.82 3.91
Thailand 0.8 0.40 0.76

Other:
Mexico 0.1 0.01 0.03
Turkey 0.2 0.11 0.09
Central Europe 1.2 0.33 0.34
Central and South America 0.3 0.02 0.04

Total 73.0

Source: D. K. Brown, A. V. Deardorff, and R. Stern, ‘‘Computational Analysis of Multilateral Trade Liberal-
ization in the Uruguay Round,’’ Discussion Paper No. 489, School of Public Affairs, University of Michigan,
December 8, 2002.

$6.9 billion). Among developing nations, India
gains the most ($2.8 billion), followed by the rest
of South Asia ($2.7 billion), Malaysia ($2.6 bil-
lion), and South Korea and the Philippines (with
$2.5 billion each). China gains $1.3 billion. Only
Hong Kong loses a little ($100 million). In terms
of percentages of GDP and real wages, the gains
of developed nations are less than 0.4 percent,
while those of developing countries exceed 2 per-
cent of GDP for the rest of South Asia, Singapore,
Malaysia, and the Philippines (except for a gain of
1.92 percent in real wages for Singapore).
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■ CASE STUDY 9-8 The Multilateral Rounds of Trade Negotiations

Table 9.7 provides a summary of the year, the
place and name of the trade round, the num-
ber of participating countries, the subject covered,
and the percentage of tariff reduction achieved.
From the table we see that the most significant
rounds sponsored by the GATT were those of 1947,

■ TABLE 9.7. The GATT Trade Rounds and the WTO Round

Number of Percentage
Participating Cut in

Year Place/Name Countries Subject Covered Tariffs

1947 Geneva 23 Tariffs 21
1949 Annecy 13 Tariffs 2
1951 Torquay 38 Tariffs 3
1956 Geneva 26 Tariffs 4
1960–1961 Geneva

(Dillon Round)
26 Tariffs 2

1964–1967 Geneva
(Kennedy Round)

62 Tariffs and antidumping
measures

35

1973–1979 Geneva
(Tokyo Round)

99 Tariffs, nontariff
measures, multilateral
agreements

33

1986–1993 Geneva
(Uruguay Round)

125 Tariffs, nontariff
measures, agriculture,
services, textiles
intellectual property,
dispute settlement,
creation of WTO

34

2001– Doha
(Doha Round)

150 To liberalize global trade
in agriculture, industrial
goods, and service

To be determined

Source: World Trade Organization, Annual Report (Geneva: WTO, 2011).

1964–1967 (Kennedy Round), 1973–1979 (Tokyo
Round), and 1986–1993 (Uruguay Round). The
new Doha Round (2001– ) sponsored by the WTO
is the largest and most difficult one, but it seems
unlikely to be successfully concluded.

European Union also signed a free trade agreement with South Korea). Case Study 9-8
provides a summary of the eight rounds of multilateral trade negotiations conducted under
the auspices of the GATT since 1947, as well as the new (ninth) Doha Round sponsored by
the WTO, which was announced in November 2001 in Doha, the capital of the Gulf state
of Qatar, but all but collapsed in July 2006, and all attempts to revive it have so far failed.

9.7B Outstanding Trade Problems and the Doha Round
Despite the great benefits resulting from the successful completion of the Uruguay Round,
many serious trade problems remain. One problem is continued widespread trade protec-
tionism. As discussed in Sections 9.3 to 9.5, advanced nations often seek to protect domestic
production and jobs from foreign competition and use strategic trade and industrial policies
to encourage new high-tech industries, and so do emerging market economies. Europe has
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increased protection on a number of industries out of fear of turning into an industrial waste-
land. Russia raised tariffs on used car imports, India banned Chinese toys, and Argentina
has tightened licensing requirements on auto parts imports, textiles, and leather goods. The
United States and some European countries are subsidizing their embattled automakers and
car dealers, their farmers, and their banks—and so the list goes on.

A second problem is that subsidies and tariffs on agricultural products remain very high;
antidumping measures and safeguards are still possible and frequently abused, and so the
potential for serious trade disputes remains. A third trade problem is the tendency for the
world to break up into three major trading blocs: the European Union (EU), the North
America Free Trade Area (NAFTA), and a (much less defined) Asian bloc. (Trading blocs
are examined in detail in Chapter 11.) Although these trading blocs could be regarded as
building blocks of a freer trading system, they can also become stumbing blocks and lead
to more bilateral deals, protectionism, and interbloc trade conflicts.

The fourth problem is the call by some developed countries, such as the United States
and France, for the establishment of labor and environmental standards. These are supposed
to ensure a “leveling of working conditions” between developed and developing countries
and avoid “social dumping” by the latter (i.e., developing countries competing unfairly by
denying their workers basic rights and decent wages and working conditions). The danger
is that the movement to establish labor and environmental standards can easily be captured
by protectionistic forces. The same is true for environmental standards (see Section 6.6c).
Trade-related competition policies (such as subsidies and regulations) as well as trade-related
investment measures (TRIMs) also need to be dealt with more adequately than they have
been in the Uruguay Round.

An attempt was made to launch a “Millennium Round” of trade negotiations at the
WTO Trade Conference held in Seattle in December 1999. The attempt failed because (1)
developing countries were adamantly opposed to putting labor and environmental standards
on the agenda for the new round; (2) the European Union and Japan objected to the U.S.
desire to put on the agenda the complete liberalization of trade in agricultural products; and
(3) the United States objected to discussing competition and investment policies that the
European Union wanted. All this came up in the face of large demonstrations organized
by a strong antiglobalization movement , which blamed globalization for many human and
environmental problems worldwide and for sacrificing human and environmental well-being
to the corporate profits of multinationals (see Section 1.1).

In November 2001, the Doha Round was launched in Doha, Qatar. The agenda included
(1) the further liberalization of production and trade in agriculture, industrial products, and
services, and (2) the further tightening of rules for antidumping measures and safeguards, as
well as investment and competition policies (Case Study 9-9 gives estimates of the welfare
benefits to developed and developing countries of a likely Doha scenario). From the very
beginning, developing nations were reluctant to make concessions because they felt that
the Uruguay Round failed to deliver a great deal of what it promised them and insisted
on making the Doha Round a true “development round.” The Doha Round was supposed
to be concluded by the end of 2004, but after five years of negotiations the Round all but
collapsed in July 2006 over disagreements over agricultural subsidies between developed
and developing countries and among developed countries themselves. All attempts to revive
the Doha Round had failed as of the end of 2012. The WTO has now began to discuss
Plan B to reach agreement on those aspects of the Doha negotiations where agreement
is possible. In the meantime, there have been renewed efforts to negotiate more bilateral
deals.
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■ CASE STUDY 9-9 Benefits from a Likely Doha Scenario

Table 9.8 gives an estimate of benefits (total,
per capita, as a percentage of GDP) that devel-
oped and developing countries can expect from
a “likely” Doha scenario by 2015. The “likely”
scenario involves a reduction in agricultural tariffs
of between 45 and 75 percent in developed coun-
tries and between 35 and 60 percent in developing
countries (except for the least-developed countries,
which would not be required to make any reduc-
tions in agricultural tariffs). For non-agricultural
tariffs, the “likely” scenario involves a reduction
in tariffs of 50 percent in developed countries and

■ TABLE 9.8. Benefits from a Likely Doha Scenario

Developed Developing
Countries Countries World

Total amounts, billions of dollars $80 $16 $96
Per capita, dollars per person $79.04 $3.13 $15.67
Percentage of GDP 0.24% 0.14% 0.23%

Source: K. Anderson and W. Martin, ed., Agricultural Reform and the Doha Development Agenda
(Washington, D.C.: World Bank, 2006), Ch. 12.

35 percent in developing countries (and no reduc-
tions in the least-developed countries).

Table 9.8 shows that the total projected
benefits of a “likely” Doha scenario would be
$96 billion (or about one-third of the estimated
value of full liberalization) (see Table 9.4 in Case
Study 9-6), of which $80 billion would go to
developed countries (representing $79.04 per
capita and 0.24 percent of their GDP) and $16
billion would go to developing countries (repre-
senting $3.13 per capita and 0.14 percent of their
GDP).

S U M M A R Y

1. A quota is a direct quantitative restriction on imports
or exports. An import quota has the same consump-
tion and production effects as an (equivalent) import
tariff. If the government auctions off import licenses
to the highest bidder in a competitive market, the rev-
enue effect also is the same. The adjustment to any
shift in demand or supply occurs in the domestic price
with an import quota and in the quantity of imports
with a tariff. If import licenses are not auctioned off,
they lead to monopoly profits and possible corruption.
An import quota is in general more restrictive than an
equivalent import tariff.

2. Voluntary export restraints refer to the case where an
importing nation induces another nation to curb its
exports of a commodity “voluntarily,” under the threat

of higher all-around trade restrictions. When success-
ful, their economic impact is the same as that of an
equivalent import quota, except for the revenue effect,
which is now captured by foreign suppliers. Voluntary
export restraints are not likely to be completely suc-
cessful in limiting imports, however, and they were
for the most part phased out by the end of 1999 as
a result of the Uruguay Round agreement. There are
also numerous other nontariff trade restrictions. These
became more important than tariffs as obstructions
to the flow of international trade over the past three
decades.

3. An international cartel is an organization of suppli-
ers of a commodity located in different nations (or a
group of governments) that agrees to restrict output
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and exports of the commodity with the aim of maxi-
mizing or increasing the total profits of the organiza-
tion. An international cartel is more likely to succeed
if there are only a few international suppliers of an
essential commodity for which there is no good sub-
stitute. There is also an incentive to stay out of or cheat
on the cartel. Trade restrictions can also result from
dumping and export subsidies. Dumping is the export
of a commodity at below cost or at a lower price than
it is sold domestically. Dumping can be persistent,
predatory, or sporadic. Countervailing duties (CVDs)
are tariffs imposed on imports to offset subsidies by
foreign governments.

4. The argument that tariffs are needed to protect domes-
tic labor against cheap foreign labor and the “sci-
entific tariff” is clearly fallacious. Two questionable
beggar-thy-neighbor arguments are that protection
is needed to reduce domestic unemployment and a
deficit in the nation’s balance of payments. A more
valid argument for protection is the infant-industry
argument. However, what trade protection can do,
direct subsidies and taxes can do better in overcom-
ing purely domestic distortions. The same is true for
industries important for national defense. The closest
we come to a valid economic argument for protec-
tion is the optimal tariff (which, however, invites
retaliation). Trade protection in the United States is
usually given to low-wage workers and to large,
well-organized industries producing consumer prod-
ucts.

5. Strategic trade and industrial policy is another qual-
ified argument for protection. It suggests that by
encouraging high-tech industries, a nation can reap the
large external economies that result from them and
enhance its future growth prospects. Strategic trade
and industrial policy does face, however, many prac-
tical difficulties because it is difficult for nations to
pick winners and because it invites retaliation. Thus,
free trade may still be the best policy after all.

6. The Smoot–Hawley Tariff Act of 1930 resulted in
the all-time-high average import duty in the United
States of 59 percent in 1932, provoking foreign retal-
iation. The Trade Agreements Act of 1934 authorized
the president to negotiate mutual tariff reductions of
up to 50 percent under the most-favored-nation princi-
ple. A serious disadvantage was its bilateral approach.
The General Agreement on Tariffs and Trade (GATT)

was devoted to freer trade based on nondiscrimi-
nation, consultation, and removal of nontariff trade
barriers, except in agriculture and in nations experi-
encing balance-of-payments difficulties. Until 1962,
tariff reduction was seriously limited by product-
by-product negotiations and by U.S. protectionist
devices, specifically peril-point provisions, the escape
clause, and the national security clause. Under the
authority of the 1962 Trade Expansion Act, the United
States negotiated tariff reductions averaging 35 per-
cent on industrial products in the Kennedy Round,
which was completed in 1967. The 1962 Trade Expan-
sion Act also replaced the no-injury doctrine with
adjustment assistance. Under the authority of the
Trade Reform Act of 1974, the United States nego-
tiated tariff reductions averaging 31 percent in the
Tokyo Round, which was completed in 1979, and
accepted a code of conduct for nominal trade barri-
ers. The 1988 Trade Act strengthened U.S. retaliatory
procedures against nations that greatly restrict U.S.
exports.

7. The Uruguay Round of trade negotiations was com-
pleted in December 1993. It called for the reduction
of average tariffs on industrial goods from 4.7 per-
cent to 3 percent, for quotas to be replaced by tariffs,
and for antidumping and safeguards to be tightened.
The agreement also called for reduction in agricultural
export subsidies and industrial subsidies, and for pro-
tection of intellectual property. During 1996 and 1997,
agreements were reached to open up trade in telecom-
munications, financial services, and information tech-
nology. In July 2000, the EU-Mexico free trade agree-
ment became effective; in November 2001, the Doha
Round was initiated; China became the 144th member
of WTO in 2001 and Russia became the 156th mem-
ber in 2012; and in August 2002, Congress granted the
president trade negotiating authority or fast track. The
attempt to launch a new “Millennium Round” failed
when nations were unable to reach agreement on the
agenda at the trade conference in November 2001.
The world is breaking up into a few major trading
blocs, a serious antiglobalization movement has come
into existence, and there are serious trade disputes
among developed countries and between developed
and developing nations. These problems were sup-
posed to be resolved in the Doha Round, which all
but collapsed in 2006 primarily over disagreements
on agricultural subsidies.
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A L O O K A H E A D

In Chapter 10, we analyze the economic impact of the
formation of regional economic associations (such as the
European Union and NAFTA) on the member nations and
on the rest of the world. Regional economic associations
eliminate tariff and other trade barriers among members
but keep them against the outside world. As such, they

represent a direct extension of the topics discussed in
this chapter. In Chapter 11, we further extend our discus-
sion to analyze the special trade problems of developing
nations. Chapter 12 completes Part Two of the text with
an examination of international resource movements and
multinational corporations.
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Q U E S T I O N S F O R R E V I E W

1. What is an import quota? How is it mostly used
today? What are the partial equilibrium effects of
an import quota? How are they similar to and dif-
ferent from the effects of an equivalent import
tariff?

2. What is meant by voluntary export restraints? How
has the United States used them?

3. What are the technical, administrative, and other
nontariff barriers to trade? How do they restrict

trade? What is the importance of these nontariff
trade barriers relative to tariff barriers?

4. What are international cartels? How do their opera-
tions restrict trade? Which was the most successful
international cartel during the 1970s? Why did its
power decline sharply in the 1980s?

5. What is meant by dumping? What are the different
types of dumping? Why is dumping undertaken?
What conditions are required to make dumping
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possible? Why does dumping usually lead to trade
restrictions?

6. Why do nations subsidize exports? To what prob-
lems do these subsidies give rise?

7. What are the fallacious and questionable arguments
for protection? Why are they fallacious and ques-
tionable?

8. What is the infant-industry argument for protec-
tion? How must this argument be qualified?

9. What are the other qualified arguments for protec-
tion? In what way must they be qualified?

10. What is meant by strategic and industrial trade pol-
icy? What is its relevance?

11. What is the importance of the Trade Agreements Act
of 1934? What are the ruling principles of GATT?

12. What are the major accomplishments of the
Kennedy Round? of the Tokyo Round? What do
the Trade Acts of 1984 and 1988 provide?

13. What did the Uruguay Round accomplish?

14. What are the outstanding trade problems facing the
world today?

15. Why do we need the Doha Round?

P R O B L E M S

1. Explain why nations impose trade restrictions if
free trade is the best policy.

*2. Starting with DX and SX and PX = $1 with free
trade in Figure 9.1, analyze the partial equilibrium
effects of an import quota of 30X if DX shifts
down to D

′ ′
X in such a way that D

′ ′
X is parallel

to DX and crosses SX at PX = $2.50.

*3. Starting with DX and SX and PX = $1 with free
trade in Figure 9.1, analyze the partial equilibrium
effects of an import quota of 30X if SX shifts up
to S ′

X (parallel to SX ) and crosses DX at PX =
$3.50.

4. Starting with DX and SX and PX = $1 with free
trade in Figure 9.1, analyze the partial equilibrium
effects of an import quota of 30X if SX shifts down
to S

′ ′
X (parallel to SX ) and crosses DX at PX =

$2.50.

5. Starting with DX and SX and PX = $1 with free
trade in Figure 9.1, analyze the partial equilibrium
effects of an import quota of 30X if SX shifts down
to S *

X (parallel to SX ) and crosses DX at PX =
$2.00.

6. Starting with DX and SX and PX = $4.50 with free
trade in Figure 9.1, analyze the partial equilibrium
effects of a negotiated export quota of 30X.

7. Explain how the effects of a negotiated export
quota of 30X, found in Problem 6, are similar to

and different from those of an equivalent import
tariff or quota.

8. Draw a straight-line demand curve for a com-
modity crossing both axes and its correspond-
ing marginal revenue curve (lying everywhere
halfway between the vertical axis and the demand
curve). On the same graph, draw a hypothet-
ical supply curve for the commodity crossing
the demand and marginal revenue curves. If the
demand and supply curves refer to the perfectly
competitive market for exports of the commodity,
determine the equilibrium price and quantity of
exports of the commodity.

9. For the same statement in Problem 8, determine
the equilibrium price and quantity of exports of the
commodity if the supply curve refers to a cartel
of exporters acting as a monopolist.

10. Compare your results of Problems 8 and 9. (Hint :
Review the perfectly competitive and monopoly
models in your principles text or notes.)

*11. Draw three sets of price-quantity axes side by side.
On the first set of axes (graph), draw a straight-line
demand curve (D1) that is steep, starts at a high
price, and refers to the domestic market. On the
same set of axes, draw the corresponding marginal

*= Answer provided at www.wiley.com/college/
salvatore.
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revenue curve (MR1). On the second graph, draw a
straight-line demand curve (D2) that is low and flat and
refers to the international market. On the same (second) set
of axes, draw the corresponding MR2 curve. On the third
graph, sum horizontally the MR1 and MR2 curves (�MR)
and draw a marginal cost curve (MC ) that intersects the
�MR curve from below in the third graph; then draw a
horizontal dashed line and extend it to the second and
first graphs. The point where the horizontal dashed line
crosses the MR1 curve indicates how much the domestic
monopolist should sell in the domestic market, and where
the horizontal line crosses the MR2 curve indicates how
much he should sell on the international market.

(a) What price should the monopolist charge in
the domestic market (P1) and in the foreign market
(P2)?

(b) Why does this represent the best, or optimal,
distribution of sales between the two markets?

12. On a set of axes measuring average costs of pro-
duction on the vertical axis and the level of output
on the horizontal axis, illustrate the infant-industry

argument for protection by drawing the long-run
average cost curve of an efficient foreign firm
facing constant returns to scale and the long-run
average cost curve of an infant industry in a devel-
oping nation that becomes more efficient than
established foreign firms as it grows.

13. Indicate the strategic trade policy required (if
any) if the entries in the top left-hand corner of
Table 9.5 were changed to:

(a) 10, +10;

(b) + 10, 0;

(c) + 5, −10.

14. Suppose that from the free trade production point
B , the nation of Figure 8.5 wants to produce 65X
(point F ). Indicate:

(a) How the nation could do this with a tariff or
with a subsidy.

(b) Why the subsidy would be better.

APPENDIX
This appendix analyzes graphically the operation of centralized cartels, international price
discrimination, and the use of taxes and subsidies instead of tariffs to correct domestic
distortions. It also examines strategic trade and industrial policy more formally with game
theory.

A9.1 Centralized Cartels
In Figure 9.4, DX is the world demand curve for exports of commodity X , and MRX is the
corresponding marginal revenue curve. Note that the MRX curve lies everywhere halfway
between the vertical axis and DX . SX is the cartel’s supply curve of exports of commodity
X . SX is the horizontal summation of the marginal curves of all cartel members (�MCX ).
Under perfect competition, international equilibrium is at point E , at which 400X are traded
at PX = $3.

An international cartel of exporters of commodity X acting as a monopolist (or centralized
cartel ) would maximize total profits by restricting exports to 300X (given by the intersection
of the SX or �MCX curve with the MRX curve at point F ) and charging PX = $3.50 (given
by point G on DX ). The increase in the total profits of the exporters of commodity X as
a group (i.e., of the cartel) is given by the shaded area in the figure. The reason for this
increase is that by restricting the total exports of commodity X to 300X, the international
cartel eliminated all the exports for which MCX exceeded MRX , so that total profits are
higher by the sum of those differences.
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FIGURE 9.4. Maximization of the International Cartel’s Total Profits.
DX is the total demand for exports of commodity X, and SX is the total supply of exports. Under perfect
competition, equilibrium is at point E, at which 400X are traded at PX = $3. An international cartel of all
exporters of commodity X that acts as a monopolist would maximize total profits by restricting exports to
300X (given by the intersection of the MRX and the SX or �MCX curves at point F) and charging PX = $3.50
(given by point G on DX ). The total profits of the cartel are higher by the size of the shaded area in the
figure.

Problem Starting with DX and SX in Figure 9.4, draw a figure showing the monopoly
result if there are only two identical exporters of commodity X and they agree to share the
market equally. This is a market-sharing cartel.

A9.2 International Price Discrimination
Persistent dumping, or international price discrimination, is illustrated in Figure 9.5. In the
figure, the horizontal summation of the marginal revenue curve in the domestic market
(MRd ) and the marginal revenue curve in the foreign market (MRf ) give �MR. Point E ,
where the MC curve intersects the �MR curve from below, indicates that the domestic
monopolist should sell a total of 300X in order to maximize his or her total profits. The
distribution of the sale of these 300X between the foreign and the domestic market is given
by the point where a horizontal line from point E crosses MRf and MRd , respectively. Thus,
the domestic monopolist should sell 200X in the foreign market at PX = $3, and 100X in
the domestic market at PX = $4. PX is higher in the domestic market (which is insulated
by transportation costs and trade barriers) than in foreign markets (where the domestic
monopolist faces foreign competition).

The general principle to maximize total profits is that MRd = MRf . If MRd �= MRf , total
profits could be increased by transferring sales from the market with the lower MR to the
market with the higher MR until MR was the same in the two markets. Pf < Pd because
Df is more elastic than Dd in the relevant range. Df is more elastic than Dd because of the
availability of close substitutes on the international market.

Problem If the absolute value of the price elasticity of demand in the domestic market (ed )
is 2 and ef in the foreign market is 3, and �MR = MC = $10, calculate at what price the
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FIGURE 9.5. International Price Discrimination.
The total output that maximizes total profits is 300X and is given by point E, where the �MR(= MRd + MRf )
curve crosses the MC curve. Of these 300X, 200X should be sold in the foreign market (given by the point
where a horizontal line from point E crosses MRf ) at PX = $3, and 100X should be sold in the domestic
market (given by the point where a horizontal line from point E crosses MRd) at PX = $4. The principle to
maximize total profits is that MRd = MRf .

domestic monopolist practicing international price discrimination should sell in the domestic
market (Pd ) and in the foreign market (Pf ) in order to maximize total profits. [Hint : Use
the formula MR = P (1−1/e) from microeconomic theory.]

A9.3 Tariffs, Subsidies, and Domestic Goals
In this section, we show graphically that a subsidy is better than a tariff to achieve a
purely domestic goal. Figure 9.6 (an extension of Figure 8.5) shows that with free trade
the nation produces at point B (40X and 120Y) and consumes at point E (100X and 60Y)
on indifference curve III at PX /PY = PW = 1. If now the nation wants to produce 65X
(point F in the figure), it can do so either by imposing a 100 percent import tariff on
commodity X or giving a 100 percent subsidy to domestic producers of commodity X. By
imposing a 100 percent tariff on the imports of commodity X (so that PX /PY = PF = 2),
the nation will produce at point F (65X, as required, and 85Y) and consume at point H ′ on
indifference curve II′ (if the government redistributes the tariff revenue as a general subsidy
to consumers). So far this is the same as in Figure 8.5.

With a 100 percent subsidy to domestic producers of commodity X, the price consumers
pay remains PX /PY = 1 (as under free trade) and the nation will reach indifference curve
II′′ (which is higher than indifference curve II′). Thus, a subsidy is better than a tariff that
gives the same amount of protection to domestic producers because the subsidy, as opposed
to a tariff, does not distort the prices that consumers pay.

Problem Indicate how the nation of Figure 9.6 can reach production point B if external
diseconomies in the production of X make the nation produce at point F at the free trade
price of PX /PY = PW = 1.

(c) ketabton.com: The Digital Library



Salvatore c09.tex V2 - 10/26/2012 12:54 A.M. Page 295

Selected Bibliography 295

X

Y

0 40 65 9580 100

40

50

60

85

55

120

140

B

F

A

E

II'

PF = 2 PW =1

III
H' H ''

II ''

FIGURE 9.6. A Tariff vs. a Subsidy to Achieve a Domestic Goal.
With free trade the nation produces at point B (40X and 120Y) and consumes at point E with PX /PY = PW = 1.
With a 100 percent import tariff on commodity X, PX /PY = PF = 2 and the nation produces 65X (point F) and
consumes at point H′ on indifference curve II′ (as in Figure 8.5). With a 100 percent subsidy on domestic
producers of X, the price consumers pay remains PX /PY = 1 (as under free trade) and the nation reaches
indifference curve II′ ′ (which is higher than II′).
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I N T E R N e t
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dent (and click on the most recent year to get the latest
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United States Trade Representative, and the U.S. Interna-
tional Trade Commission, respectively, at:
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http://www.state.gov

http://www.ustr.gov
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For international trade policies around the world, see the
Internet site of the World Trade Organization (WTO), the
European Union, and the Canadian Department of Foreign
Affairs, respectively, at:

http://www.wto.org

http://mkaccdb.eu.int

http://www.infoexport.gc.ca

For a discussion of “fast track,” see:
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http://www.citt.gc.ca

For information on the Export–Import Bank, see:

http://www.exim.gov

For government support of R&D in the United States, Japan,
and Korea, see the web site of the National Science Foun-
dation and Sematech for the United States, the Statistics
Center of the Management and Coordination Agency for
Japan, and the World Bank site for Korea, respectively, at:

http://www.nsf.gov/statistics/fedfunds/

http://www.sematech.org

http://www.stat.go.jp/english/index.htm

http://www.worldbank.org/research/journals/wbro/
obsfeb00/art3.htm

A strong antiglobalization view is found at:

http://www.nologo.org

For international environmental laws, see:

http://www2.spfo.unibo.it/spolfo/ENVLAW.htm
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Economic Integration: Customs
Unions and Free Trade Areas

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand the meaning of trade creation, trade
diversion, and the dynamic benefits of economic
integration

• Describe the importance and effects of the European
Union (EU) and NAFTA

• Describe attempts at economic integration among
developing countries and countries in Central and
Eastern Europe

10.1 Introduction
In this chapter, we examine economic integration in general and customs unions
in particular. The theory of economic integration refers to the commercial policy
of discriminatively reducing or eliminating trade barriers only among the nations
joining together. The degree of economic integration ranges from preferential trade
arrangements to free trade areas, customs unions, common markets, and economic
unions.

Preferential trade arrangements provide lower barriers on trade among partic-
ipating nations than on trade with nonmember nations. This is the loosest form
of economic integration. The best example of a preferential trade arrangement is
the British Commonwealth Preference Scheme, established in 1932 by the United
Kingdom with members and some former members of the British Empire.

A free trade area is the form of economic integration wherein all barriers are
removed on trade among members, but each nation retains its own barriers to
trade with nonmembers. The best examples are the European Free Trade Associa-
tion (EFTA), formed in 1960 by the United Kingdom, Austria, Denmark, Norway,
Portugal, Sweden, and Switzerland; the North American Free Trade Agreement
(NAFTA), formed by the United States, Canada, and Mexico in 1993; and the
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Southern Common Market (Mercosur) formed by Argentina, Brazil, Paraguay, and Uruguay
in 1991.

A customs union allows no tariffs or other barriers on trade among members (as in a free
trade area), and in addition it harmonizes trade policies (such as the setting of common tariff
rates) toward the rest of the world. The most famous example is the European Union (EU),
or European Common Market , formed in 1957 by West Germany, France, Italy, Belgium,
the Netherlands, and Luxembourg. Another example is the Zollverein , or customs union,
established in 1834 by a large number of sovereign German states, which proved significant
in Bismarck’s unification of Germany in 1870.

A common market goes beyond a customs union by also allowing the free movement of
labor and capital among member nations. The EU achieved the status of a common market
at the beginning of 1993.

An economic union goes still further by harmonizing or even unifying the monetary and
fiscal policies of member states. This is the most advanced type of economic integration.
An example is Benelux , which is the economic union of Belgium, the Netherlands, and
Luxembourg, formed after World War II (and now part of the EU). An example of a
complete economic and monetary union is our own United States.

An interesting recent development that can be analyzed with the same concepts used to
analyze customs unions is duty-free zones or free economic zones. These are areas set up to
attract foreign investments by allowing raw materials and intermediate products duty-free.

The discussion in this chapter is generally in terms of customs unions, but most of
what is said refers also to other forms of regional economic association. In Section 10.2,
we examine a trade-creating customs union. In Section 10.3, we analyze a trade-diverting
customs union. Section 10.4 presents the theory of the second best. Section 10.5 examines
the dynamic effects of customs unions, and Section 10.6 gives a brief history of various
attempts at economic integration. The appendix presents the general equilibrium analysis
of the static effects of a trade-diverting customs union and provides information on the
regional trade agreements (RTAs) in operation today.

10.2 Trade-Creating Customs Union
In this section, we first explain the process of trade creation, and then we illustrate the
effects of a trade-creating customs union.

10.2A Trade Creation
The static, partial equilibrium effects of forming a customs union are measured in terms of
trade creation and trade diversion. Trade creation occurs when some domestic production
in a nation that is a member of the customs union is replaced by lower-cost imports from
another member nation . Assuming that all economic resources are fully employed before
and after formation of the customs union, this increases the welfare of member nations
because it leads to greater specialization in production based on comparative advantage. A
trade-creating customs union also increases the welfare of nonmembers because some of
the increase in its real income (due to its greater specialization in production) spills over
into increased imports from the rest of the world.
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10.2B Illustration of a Trade-Creating Customs Union
The effects of a trade-creating customs union are illustrated in Figure 10.1, which is adapted
from Figure 8.3. DX and SX in Figure 10.1 are Nation 2’s domestic demand and supply
curves of commodity X. Suppose that the free trade price of commodity X is PX = $1 in
Nation 1 and PX = $1.50 in Nation 3 (or the rest of the world), and Nation 2 is assumed
to be too small to affect these prices. If Nation 2 initially imposes a nondiscriminatory ad
valorem tariff of 100 percent on all imports of commodity X, then Nation 2 will import
commodity X from Nation 1 at PX = $2. At PX = $2, Nation 2 consumes 50X (GH),
with 20X (GJ) produced domestically and 30X (JH) imported from Nation 1. Nation 2 also
collects $30 (MJHN) in tariff revenues. In the figure, S1 is Nation 1’s perfectly elastic supply
curve of commodity X to Nation 2 under free trade, and S1 + T is the tariff-inclusive supply
curve. Nation 2 does not import commodity X from Nation 3 because the tariff-inclusive
price of commodity X imported from Nation 3 would be PX = $3.

If Nation 2 now forms a customs union with Nation 1 (i.e., removes tariffs on its imports
from Nation 1 only), PX = $1 in Nation 2. At this price, Nation 2 consumes 70X (AB)
of commodity X, with 10X (AC) produced domestically and 60X (CB) imported from
Nation 1. In this case, Nation 2 collects no tariff revenue. The benefit to consumers in
Nation 2 resulting from the formation of the customs union is equal to AGHB (the increase
in the consumer surplus defined in Section 8.2b). However, only part of this represents a
net gain for Nation 2 as a whole. That is, AGJC represents a reduction in rent, or producer
surplus, while MJHN represents the loss of tariff revenues. This leaves the sum of the area
of shaded triangles CJM and BHN , or $15, as the net static welfare gain for Nation 2.
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FIGURE 10.1. A Trade-Creating Customs Union.
DX and SX represent Nation 2’s domestic demand and supply curves of commodity X. At the tariff-inclusive
PX = $2 before the formation of the customs union, Nation 2 consumes 50X (GH), with 20X (GJ) produced in
Nation 2 and 30X (JH) imported from Nation 1. Nation 2 also collects a tariff revenue of $30 (MJHN). Nation
2 does not import commodity X from Nation 3 because of the tariff-inclusive PX > $2. After Nation 2 forms
a customs union with Nation 1 only, Nation 2 consumes 70X (AB), with 10X (AC) produced domestically
and 60X (CB) imported from Nation 1 at PX = $1. The tariff revenue disappears, and area AGJC represents
a transfer from domestic producers to domestic consumers. This leaves net static gains to Nation 2 as a
whole equal to $15, given by the sum of the areas of shaded triangles CJM and BHN.
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Triangle CJM is the production component of the welfare gain from trade creation and
results from shifting the production of 10X (CM) from less efficient domestic producers in
Nation 2 (at a cost of VUJC ) to more efficient producers in Nation 1 (at a cost of VUMC).
Triangle BHN is the consumption component of the welfare gain from trade creation and
results from the increase in consumption of 20X (NB) in Nation 2, giving a benefit of ZWBH
with an expenditure of only ZWBN .

Viner , who pioneered the development of the theory of customs unions in 1950, concen-
trated on the production effect of trade creation and ignored the consumption effect. Meade
extended the theory of customs unions in 1955 and was the first to consider the consumption
effect. Johnson then added the two triangles to obtain the total welfare gain of a customs
union. (See the Selected Bibliography for the complete references.)

10.3 Trade-Diverting Customs Unions
In this section, we first explain the meaning of trade diversion, and then we illustrate the
effects of a trade-diverting customs union.

10.3A Trade Diversion
Trade diversion occurs when lower-cost imports from outside the customs union are replaced
by higher cost imports from a union member. This results because of the preferential trade
treatment given to member nations. Trade diversion, by itself, reduces welfare because it
shifts production from more efficient producers outside the customs union to less efficient
producers inside the union. Thus, trade diversion worsens the international allocation of
resources and shifts production away from comparative advantage.

A trade-diverting customs union results in both trade creation and trade diversion, and
therefore can increase or reduce the welfare of union members, depending on the relative
strength of these two opposing forces. The welfare of nonmembers can be expected to
decline because their economic resources can only be utilized less efficiently than before
trade was diverted away from them. Thus, while a trade-creating customs union leads only
to trade creation and unequivocably increases the welfare of members and nonmembers,
a trade-diverting customs union leads to both trade creation and trade diversion, and can
increase or reduce the welfare of members (and will reduce the welfare of the rest of the
world).

10.3B Illustration of a Trade-Diverting Customs Union
The effects of a trade-diverting customs union are illustrated in Figure 10.2. In this figure,
DX and SX are Nation 2’s domestic demand and supply curves of commodity X, while S1 and
S3 are the free trade perfectly elastic supply curves of Nation 1 and Nation 3, respectively.
With a nondiscriminatory 100 percent tariff on imports of commodity X, Nation 2 imports
commodity X from Nation 1 at PX = $2, along S1 + T (exactly as in Figure 10.1). As seen
earlier, at PX = $2, Nation 2 consumes 50X (GH), with 20X (GJ) produced domestically
and 30X (JH) imported from Nation 1. Nation 2 also collects $30 (JMNH) in tariff revenues.
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FIGURE 10.2. A Trade-Diverting Customs Union.
DX and SX represent Nation 2’s domestic demand and supply curves of commodity X, while S1 and S3 are
the free trade perfectly elastic supply curves of commodity X of Nation 1 and Nation 3, respectively. With
a nondiscriminatory 100 percent tariff, Nation 2 imports 30X (JH) at PX = $2 from Nation 1. After forming
a customs union with Nation 3 only, Nation 2 imports 45X (C ′B ′) at PX = $1.50 from Nation 3. The welfare
gain in Nation 2 from pure trade creation is $3.75 (given by the sum of the areas of the two shaded
triangles). The welfare loss from trade diversion proper is $15 (the area of the shaded rectangle). Thus,
this trade-diverting customs union leads to a net welfare loss of $11.25 for Nation 2.

If Nation 2 now forms a customs union with Nation 3 only (i.e., removes tariffs on imports
from Nation 3 only), Nation 2 finds it cheaper to import commodity X from Nation 3 at
PX = $1.50. At PX = $1.50, Nation 2 consumes 60X (G ′B ′), with 15X (G ′C ′) produced
domestically and 45X (C ′B ′) imported from Nation 3. In this case, Nation 2 collects no
tariff revenue. The imports of commodity X into Nation 2 have now been diverted from the
more efficient producers in Nation 1 to the less efficient producers in Nation 3 because the
tariff discriminates against imports from Nation 1 (which is outside the union). Note that
Nation 2’s imports of commodity X were 30X before formation of the customs union and
45X afterward. Thus, the trade-diverting customs union also leads to some trade creation.

The static welfare effects on Nation 2 resulting from the formation of a customs union
with Nation 3 can be measured from the shaded areas shown in Figure 10.2. The sum of the
areas of shaded triangles C ′JJ ′ and B ′HH ′ ($3.75) is the welfare gain resulting from pure
trade creation, while the area of shaded rectangle MNH ′J ′ ($15) is the welfare loss from
diverting the initial 30X (JH) of imports from lower cost Nation 1 to higher cost Nation 3.
Specifically, of the gain in consumer surplus of G ′GHB ′ resulting from the formation of the
customs union, G ′GJC ′ represents a transfer from producer to consumer surplus in Nation 2
and therefore washes out (i.e., leaves no net gain or loss for Nation 2 as a whole). Of the
JMNH ($30) tariff revenue collected by Nation 2 before the formation of the customs union
with Nation 3, J ′JHH ′ is transferred to consumers in Nation 2 in the form of the lower
price of commodity X after the formation of the customs union. This leaves only shaded
triangles C ′JJ ′ and B ′HH ′ as the net gain to Nation 2 and shaded rectangle MNH ′J ′ as the
still unaccounted for loss of tariff revenue.
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Since the area of the shaded rectangle ($15) measuring the welfare loss from trade
diversion proper exceeds the sum of the areas of the shaded triangles ($3.75) measuring
the welfare gain from pure trade creation, this trade-diverting customs union leads to a net
welfare loss of $11.25 for Nation 2. This need not always be the case, however. Looking
at Figure 10.2, we can see that the flatter (i.e., the more elastic in the relevant range) DX
and SX are and the closer S3 is to S1, the greater is the sum of the areas of the shaded
triangles and the smaller the area of the shaded rectangle. This makes it more likely that
even a trade-diverting customs union will lead to a net welfare gain for the nation joining
the union. (The figure showing this is left as an end-of-chapter problem.) The static welfare
effects of a trade-diverting customs union are examined within the more advanced general
equilibrium framework in the appendix to this chapter.

The several attempts to measure (along the lines discussed above) the static welfare
effects resulting from the formation of the European Union all came up with surprisingly
small net static welfare gains (in the range of 1 to 2 percent of GDP).

10.4 The Theory of the Second Best and Other Static
Welfare Effects of Customs Unions

We now examine the general principle known as the theory of the second best, of which
the theory of customs unions is a special case. We then go on to examine the conditions
under which a customs union is more likely to lead to trade creation and increased welfare,
and finally we examine some other static welfare effects of customs unions.

10.4A The Theory of the Second Best
We saw in Part One that free trade leads to the most efficient utilization of world resources
and thus maximizes world output and welfare. Therefore, prior to Viner’s work on customs
unions in 1950, it was widely believed that any movement toward freer trade would also
increase welfare. To the extent that a customs union does not increase trade barriers against
the rest of the world, the elimination of trade barriers among union members represents a
movement toward freer trade. As such, it was believed to increase the welfare of member
and nonmember nations alike.

However, Viner showed that the formation of a customs union could increase or reduce
the welfare of member nations and of the rest of the world, depending on the circumstances
under which it takes place. This is an example of the theory of the second best, which states
that if all the conditions required to maximize welfare or reach Pareto optimum cannot be
satisfied, trying to satisfy as many of these conditions as possible does not necessarily or
usually lead to the second-best position. Thus, forming a customs union and removing trade
barriers only among the members will not necessarily produce the second-best welfare
position (as evidenced by the fact that welfare can rise or fall). This somewhat startling
conclusion has great significance not only for the field of international economics (from
which it originated) but for the study of economics in general. The theory of customs unions
is just one example from international trade of this general principle. From its somewhat
vague beginning in the work of Viner , the theory of the second best was then fully developed
by Meade in 1955 and generalized by Lipsey and Lancaster in 1956.
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10.4B Conditions More Likely to Lead to Increased Welfare
A customs union is more likely to lead to trade creation and increased welfare under the
following conditions:

1. The higher are the preunion trade barriers of member countries. There is then a greater
probability that formation of the customs union will create trade among union members
rather than divert trade from nonmembers to members.

2. The lower are the customs union’s barriers on trade with the rest of the world. This
makes it less likely that formation of the customs union will lead to costly trade
diversion.

3. The greater is the number of countries forming the customs union and the larger their
size. Under these circumstances, there is a greater probability that low-cost producers
fall within the union.

4. The more competitive rather than complementary are the economies of member nations.
There are then greater opportunities for specialization in production and trade creation
with the formation of the customs union. Thus, a customs union is more likely to
increase welfare if formed by two competitive industrial nations rather than by an
industrial nation and an agricultural (complementary) nation.

5. The closer geographically are the members of the customs union. Then transportation
costs represent less of an obstacle to trade creation among members.

6. The greater is the preunion trade and economic relationship among potential members
of the customs union. This leads to greater opportunities for significant welfare gains
as a result of the formation of the customs union.

The European Union (EU) has had greater success than the European Free Trade Asso-
ciation (EPTA) because the nations forming the EU were much more competitive than
complementary, were closer geographically, and had greater preunion trade than the EFTA
nations (reasons 4, 5, and 6 above).

10.4C Other Static Welfare Effects of Customs Unions
There are other static welfare effects resulting from the formation of a customs union. One
is the administration savings from the elimination of customs officers, border patrols, and
so on, for trade among member nations. This benefit arises whether the customs union is
trade creating or trade diverting.

Second, a trade-diverting customs union, by reducing its demand for imports from and its
supply of exports to the rest of the world, is likely to lead to an improvement in the collective
terms of trade of the customs union. This can be shown graphically by an inward shift in
the customs union’s offer curve. However, for a trade-creating customs union, the opposite
is likely to be true, since part of the increase in real income resulting from formation of
the customs union spills over into a greater demand for imports from the rest of the world.
Whether an individual member’s terms of trade improve, deteriorate, or remain unchanged
depends on the circumstances.
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Finally, any customs union, by acting as a single unit in international trade negotiations,
is likely to have much more bargaining power than all of its members separately. There is
no doubt, for example, that this is the case for the EU.

10.5 Dynamic Benefits from Customs Unions
Besides the static welfare effects discussed earlier, the nations forming a customs union are
likely to receive several important dynamic benefits. These are due to increased competition,
economies of scale, stimulus to investment, and better utilization of economic resources.
These will be examined in turn.

The greatest dynamic benefit from the formation of a customs union is the increased
competition that is likely to result. That is, in the absence of a customs union, producers
(especially those in monopolistic and oligopolistic markets) are likely to grow sluggish and
complacent behind trade barriers. But when a customs union is formed and trade barriers
among member nations are eliminated, producers in each nation must become more effi-
cient to meet the competition of other producers within the union, merge, or go out of
business. The increased level of competition is also likely to stimulate the development
and utilization of new technology. All of these efforts will cut costs of production to the
benefit of consumers. A customs union must, of course, be careful (by passing and enforc-
ing antitrust legislation) that such oligopolistic practices as collusion and market-sharing
agreements, which earlier might have restricted competition nationally, are not replaced by
similar union-wide practices after the formation of the customs union. The EU has attempted
to do just that.

A second possible benefit from the formation of a customs union is that economies
of scale are likely to result from the enlarged market. However, it must be pointed out
that even a small nation that is not a member of any customs union can overcome the
smallness of its domestic market and achieve substantial economies of scale in production
by exporting to the rest of the world. For example, it was found that plants in many major
industries in such relatively small nations as Belgium and the Netherlands were already of
comparable size to U.S. plants before they joined the EU and thus already enjoyed substantial
economies of scale by producing for the domestic market and for export. Nevertheless,
significant economies were achieved after the formation of the EU by reducing the range
of differentiated products manufactured in each plant and increasing “production runs” (see
Section 6.4a).

Another possible benefit is the stimulus to investment to take advantage of the enlarged
market and to meet the increased competition. Furthermore, the formation of a customs
union is likely to spur outsiders to set up production facilities within the customs union
to avoid the (discriminatory) trade barriers imposed on nonunion products. These are the
so-called tariff factories. The massive investments that U.S. firms made in Europe after 1955
and again after 1986 can be explained by their desire not to be excluded from this rapidly
growing market.

Finally, in a customs union that is also a common market, the free community-wide
movement of labor and capital is likely to result in better utilization of the economic
resources of the entire community.

These dynamic gains resulting from the formation of a customs union are presumed to
be much greater than the static gains discussed earlier and to be very significant. Indeed,
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the United Kingdom joined the EU in 1973 primarily because of them. Recent empirical
studies seem to indicate that these dynamic gains are about five to six times larger than the
static gains. The monetary aspects of the formation of a customs union are discussed under
the heading of “optimum currency areas” in Section 20.4.

To be pointed out, however, is that joining a customs union because of the static and
dynamic benefits that it provides is only a second-best solution. The best policy may be for
a nation to unilaterally eliminate all trade barriers. For a nation such as the United States
that is large enough to affect its terms of trade, however, the efficiency benefits resulting
from unilaterally eliminating its trade barriers must be weighed against the worsening of
its terms of trade. The unilateral elimination of all trade barriers would also be difficult
politically because of strong opposition from the very vocal and influential minorities that
would be hurt in the process. A related question is whether regional blocs are building
blocks or stumbling blocks to free multilateral trade. There is a great deal of disagreement
here. Some economists believe that regional blocs permit more rapid (even if partial) trade
liberalization. Others, such as Bhagwati, feel that they retard multilateral trade liberalization
and lead to potential interbloc conflicts. Perhaps we can have the best of both worlds if
trading blocs strive to reduce external as well as internal trade barriers and easily admit
new members.

10.6 History of Attempts at Economic Integration
In this section, we briefly survey the history of attempts at economic integration, starting
with the formation of the European Union, the European Free Trade Association, the North
American Free Trade Area, and the Southern (American) Common Market, and then exam-
ining other attempts at economic integration among developing countries and among the
Republics of the former Soviet Union.

10.6A The European Union
The European Union (EU), then called the European Common Market, was founded by
the Treaty of Rome, signed in March 1957 by West Germany, France, Italy, Belgium,
the Netherlands, and Luxembourg, and came into being on January 1, 1958. The common
external tariff was set at the average of the 1957 tariffs of the six nations. Free trade in
industrial goods within the EU and a common price for agricultural products were achieved
in 1968, and restrictions on the free movement of labor and capital were reduced by 1970.
Membership increased to 15 after the United Kingdom, Denmark, and Ireland joined in
1973, Greece in 1981, Spain and Portugal in 1986, and Austria, Finland, and Sweden in
1995. On January 1, 1993, the EU removed all remaining restrictions on the free flow of
goods, services, and resources (including labor) among its members, thus becoming a single
unified market. By 2008, the EU had expanded to 27 members and represented the largest
trading bloc in the world (see Case Study 10-1). Intra-EU trade has been estimated to be
double what it would have been in the absence of integration. More than half of this trade
expansion has been in intra-industry trade (see Section 6.4a).

The formation of the EU significantly expanded trade in industrial goods with nonmem-
bers. This was due to (1) the very rapid growth of the EU, which increased its demand for
imports of industrial products from outside the union, and (2) the reduction to very low
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■ CASE STUDY 10-1 Economic Profile of the EU, NAFTA, and Japan

Table 10.1 provides an economic profile of the
European Union (EU-27), the North American
Free Trade Area (NAFTA), and Japan in 2010.
The table shows that the EU-27 has 110 per-
cent of NAFTA’s population, 102 percent of its
gross national income (GNI), and 89 percent of
its weighted average GNI per capita. Total EU-27
merchandise exports and extra-EU-27 merchandise
exports (i.e., exports to the rest of the world)
are, respectively, 262 percent and 91 percent of

■ TABLE 10.1. The EU, NAFTA, and Japan

Population GNI GNI Exports Imports
Country (millions) (billions) (per capita) (billions) (billions)

EU(15): 398.5 $16, 100.8 $38, 539 $4, 558.4 $4, 621.6
Of which:
Germany 81.7 3, 537.2 43, 330 1, 268.9 1, 066.8
France 64.9 2, 749.8 42, 390 520.7 605.7
U.K. 62.2 2, 399.3 38, 540 405.7 560.1
Italy 60.5 2, 125.8 35, 090 447.5 483.8
Spain 46.1 1, 462.9 31, 650 245.6 314.3

New Entrants: 103.4 1, 260.1 12, 229 594.7 631.9
Of which:
Poland 38.2 474.0 12, 420 155.8 173.6

Total EU(27) 501.9 17, 360.9 33, 124 5, 153.2 5, 356.0
Extra-EU(27) — — — 1, 788.1 1, 990.9

Canada 34.1 1, 415.4 41, 950 388.0 402.3
Mexico 113.4 1, 012.3 9, 330 298.3 310.6
U.S. 309.1 14, 600.8 47, 140 1, 278.3 1, 969.2
Total NAFTA 456.6 17, 028.5 37, 362 1, 964.6 2, 682.1

Japan 127.5 5, 369.1 42, 150 769.8 694.1

EU(15) includes: Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg,
Netherlands, Portugal, Spain, Sweden, and the United Kingdom. New Entrants (12) are: Bulgaria, Cyprus,
Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Romania, Slovak Republic, and Slovenia.
Sources: World Bank, World Development Report 2012 (Washington, D.C.: World Bank, 2012) and World
Trade Organization, International Trade Statistics (Geneva: WTO, 2011).

NAFTA’s total exports. Corresponding figures for
total EU-27 imports and extra-EU-27 imports are,
respectively, 200 percent and 74 percent. Japan
has 25 percent of EU-27 population, 31 percent
of its GNI, 127 percent of its per capita income,
43 percent of extra-EU-27 exports, and 34 percent
of extra-EU-27 imports. With respect to NAFTA,
Japan has 28 percent of its population, 32 percent
of its GNI, 39 percent of its exports, and 26 percent
of its imports.

levels of the average tariff on imports of industrial products as a result of the Kennedy
and Tokyo Rounds (initiated by the United States, which feared trade diversion). On the
other hand, the formation of the EU resulted in trade diversion in agricultural commodities,
particularly in temperate products, such as grain from the United States.

The development of a common agricultural policy (CAP) was particularly trouble some
for the EU. The final outcome sacrificed consumers’ interests to those of EU farmers in gen-
eral, and French farmers in particular, by setting relatively high farm prices. The procedure
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is as follows. First, the EU determines common farm prices, and then it imposes tariffs so
as always to make the price of imported agricultural products equal to the high established
EU prices. These are the so-called variable import levies. The high farm support price level
has also led to huge agricultural surpluses within the EU, high storage costs, and subsidized
exports (see Section 9.3e on export subsidies and Case Study 9-4). This farm policy was a
major obstacle to British entry into the EU because Britain kept agricultural prices low and
instead aided its farmers by “deficiency payments” to raise their income to desired levels.
It has also been responsible for some of the sharpest trade disputes with the United States
and at the Uruguay Round and Doha Round negotiations (see Section 9.7).

At the Lomé Convention in 1975, the EU eliminated most trade barriers on imports from
46 developing nations in Africa, the Caribbean, and the Pacific region that were former
colonies of EU countries. This treaty was renewed every five years—1980, 1985, 1990,
and 1995—and the number of associate states (AS) rose to 71. Earlier, in 1971, the EU
had granted generalized tariff preferences to imports of manufactured and semimanufactured
products from developing nations. But textiles, steel, consumer electronics, shoes, and many
other products of great importance to developing nations were excluded. Preferences were
extended to trade in tropical products in the Tokyo Round in 1979. However, since these
preferences fell short of the complete elimination of trade barriers granted to former colonies,
a bitter controversy arose because of the alleged trade diversion. Quotas and tariffs on
developing countries’ exports were gradually reduced as a result of the Uruguay Round
completed in December 1994 (see Section 9.7). In February 2000, Lomé IV expired and was
replaced by a new agreement, the Cotonou Agreement , signed in Cotonou, Benin, in June
2000. The new agreement had the same general purpose as the Lomé Convention. The EU
replaced the Cotonou Agreement in January 2008 with “new partnership agreements (NPAs)
based on reciprocity” with the 79 countries involved, broken into six regional groups.

As pointed out earlier, the static welfare benefits resulting from the formation of the EU
are estimated to be 1 to 2 percent of GDP, while the dynamic benefits are estimated to be
much larger (see Case Study 10-2). Perhaps the greatest benefit has been political, resulting

(continued)

■ CASE STUDY 10-2 Gains from the Single EU Market

At the beginning of 1993, all remaining restric-
tions to the free flow of goods, services, capital,
and labor among member nations were eliminated
so that the EU became a single, unified market.
Over time, this was expected to result in substan-
tial efficiency gains and other benefits to the EU.
Table 10.2 shows that the EU’s gross domestic
product (GDP) was expected to increase by 0.2
percent from the removal of nontariff trade bar-
riers, 2.2 percent from the removal of production
barriers, 1.65 percent from economies of scale,
and 1.25 percent from intensified competition, for
an overall total (one-time) gain of 5.3 percent of

the EU’s GDP in 1988. This was equivalent to
about $265 billion. In addition, the overall rate of
inflation was expected to fall by 6.1 percent and
1.8 million additional jobs were expected to be
created, thereby reducing the average rate of unem-
ployment in the EU by 1.5 percentage points. The
EU92 Program also induced large foreign direct
investments from the United States and Japan in
anticipation of a possible increase in EU protec-
tionism against outsiders. In 2003, the European
Commission actually put the gains of EU92 at
about 2 percent of EU’s GDP.
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■ CASE STUDY 10-2 Continued

■ TABLE 10.2. Potential Benefits from a Fully Integrated Internal Market in the EU

Percent of EU’s 1988 GDP

Gains from
Removal of nontariff trade barriers 0.20
Removal of production barriers 2.20
Economies of scale 1.65
Intensified competition 1.25

Overall total gains 5.30

Source: P. Cecchini, The European Challenge: 1992 (Aldershot, England: Wildwood House, 1988).

from unifying into a single economic community nations, such as Germany and France,
that were once bitter enemies. The United States has been of two minds on European unity,
supportive yet wary of losing influence. In 1986, the EU amended the Treaty of Rome with
the Single European Act , which provided for the removal of all remaining barriers to the free
flow of goods, services, and resources among members. This was actually achieved with
the EU 1992 Program , which turned the EU into a single unified market at the beginning
of 1993. This led to the pouring in of foreign direct investments into the EU out of fear of
increased protectionism against outsiders.

Other highlights in the operation of the EU are as follows: (1) Member nations have
adopted a common value-added tax system , under which a tax is levied on the value added
to the product at each stage of its production and passed on to the consumer. (2) The
Commission (the executive body of the EU headquartered in Brussels) proposes laws, mon-
itors compliance with treaties, and administers common policies such as antitrust policies.
(3) The Council of Ministers (whose members represent their own national governments)
makes final decisions but only on the recommendation of the Commission. There is also
a European Parliament (with 751 members elected by direct vote in the member nations
every five years but without much power at present) and a Court of Justice (with power to
rule on the constitutionality of the decision of the Commission and the Council). (4) Plans
have also been drawn for full monetary union, including harmonization of monetary and
fiscal policies, and eventual full political union (see Section 20.4b).

In May 2004, ten countries, mostly from the former communist bloc in Central and
Eastern Europe, became members of the European Union. The ten countries are Poland,
Hungary, the Czech Republic, the Slovak Republic, Slovenia, Estonia, Lithuania, Latvia,
Malta, and Cyprus. Bulgaria and Romania joined in 2008, and others, such as Turkey, are
negotiating accession. With the admission of the 12 new members, the European Union is
now comparable in size to NAFTA (see Table 10.1).

10.6B The European Free Trade Association
In 1960 the free trade area known as the European Free Trade Association (EFTA) was
formed by the “outer seven” nations: the United Kingdom, Austria, Denmark, Norway,
Portugal, Sweden, and Switzerland, with Finland becoming an associate member in 1961.
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The EFTA achieved free trade in industrial goods in 1967, but only a few special provisions
were made to reduce barriers on trade in agricultural products.

The maintenance by each nation of its own trade barriers against nonmembers can lead to
the problem of trade deflection. This refers to the entry of imports from the rest of the world
into the low-tariff member of the association to avoid the higher tariffs of other members.
To combat trade deflection requires checking the original source and the final country of
destination of all imports. The problem, of course, does not arise in a customs union because
of its common external tariff, and it is much less serious in preferential trade arrangements,
where only small tariff preferences are granted to members.

Iceland acceded the EFTA in 1970, Finland became a full member in 1986, and Liech-
tenstein, a part of the Swiss customs area, in 1991. However, in 1973, the United Kingdom
and Denmark left the EFTA and, together with Ireland, joined the EU, as did Portugal in
1986. Thus, in 1991, the EFTA had seven members (Austria, Finland, Iceland, Liechtenstein,
Norway, Sweden, and Switzerland) with headquarters in Geneva. On January 1, 1994, the
EFTA joined the EU to form the European Economic Area (EEA), a customs union that will
eventually allow the free movement of most goods, services, capital, and people among the
17 member nations (Switzerland and Liechtenstein rejected the treaty in December 1992 and
Liechtenstein cannot join without Switzerland), with a combined population of 385 million
people. In 1995, Austria, Finland, and Sweden left the EFTA and joined the EU, leaving
the EFTA with only four members (Switzerland, Norway, Iceland, and Liechtenstein).

10.6C The North American and Other Free Trade Agreements
In September 1985, the United States negotiated a free trade agreement with Israel. This
was the first bilateral trade agreement signed by the United States. It provided for bilateral
reductions in tariff and nontariff barriers to trade in goods between the two countries.
Trade in services was also liberalized, and some provisions were made for the protection of
intellectual property rights.

Although the United States and Canada have had a free trade agreement in autos since
1965, a comprehensive economy-wide, free trade agreement had proved elusive for over
a century. In 1988, such a free trade agreement was finally negotiated. By the time the
pact went into effect in January 1, 1989, Canada was already by far the largest trading
partner of the United States, with two-way yearly trade of about $150 billion (75 percent of
which was already duty-free). The pact called for the elimination of most of the remaining
tariff and nontariff trade barriers between the two countries by 1998. As a result of the
agreement, Canada was estimated to have grown 5 percent faster and the United States 1
percent faster than without the agreement, and hundreds of thousands of jobs were created
on both sides of the border.

The pact also established for the first time a set of rules governing trade in services, with
each country agreeing to treat each other’s service sector in the same way it treated its own and
reducing the red tape for accountants, lawyers, engineers, and other professionals in crossing
the border. In addition, the pact dropped all remaining restrictions on the shipment of energy
between the two countries and reduced restrictions on investments in each other’s markets.

In September 1993, the United States, Canada, and Mexico signed the North American
Free Trade Agreement (NAFTA), which took effect on January 1, 1994. This agreement is
to eventually lead to free trade in goods and services over the entire North American area.
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NAFTA will also phase out many other barriers to trade and reduce barriers to cross-border
investment among the three countries. With $40 billion of exports to and $41 billion of
imports from the United States in 1993, Mexico was already the United States’ third largest
trading partner after Canada and Japan at the time the agreement took effect. The main
impact of NAFTA was on trade between the United States and Mexico. (Canada only
joined in the negotiations to ensure that its interests were protected.)

The implementation of NAFTA benefits the United States by increasing competition in
product and resource markets, as well as by lowering the prices of many commodities to
U.S. consumers. In fact, between 1994 and 2008, two-way trade between the United States
and Mexico more than tripled. Because the U.S. economy is more than 15 times larger
than Mexico’s economy, the U.S. gains from NAFTA as if a proportion of its GDP were
much smaller than Mexico’s. Furthermore, with wages more than six times higher in the
United States than in Mexico, NAFTA was expected to lead to a loss of unskilled jobs, but
an increase of skilled jobs, for an overall net increase in employment in the United States
between 90,000 and 160,000 (see Inter-American Development Bank , 2002). A more recent
study by Hufbauer and Schott (2005), however, concluded that the net gain in U.S. jobs as
a result of NAFTA may have been much smaller (and may even have resulted in a small
net loss). States (such as Alabama and Arkansas) suffered while high-wage areas gained,
but with a 15-year phase-in period and about $3 billion assistance to displaced workers, the
harm to workers in low-income areas in the United States was minimized.

Free trade access to Mexico allows U.S. industries to import labor-intensive components
from Mexico and keep other operations in the United States rather than possibly losing all
jobs in the industry to low-wage countries. Some of the jobs that Mexico gained have not in
fact come from the United States but from other countries, such as Malaysia, where wages
are now roughly equal to Mexico’s. As a condition for congressional approval of NAFTA,
the United States also negotiated a series of supplemental agreements with Mexico governing
workplace and environmental standards (to prevent U.S. firms from moving their operations
to Mexico to take advantage of much more lax labor and environmental regulations), as
well as to protect some American industries against import surges that might threaten them.

The implementation of NAFTA benefited Mexico by leading to greater export-led growth
resulting from increased access to the huge U.S. market and by increasing inward foreign
direct investments. Mexico suffered a net loss of jobs and incomes in agriculture, but
these losses were more than matched by net increases in industry. With time, increasing
employment opportunities and rising wages in industry are also expected to reduce the
pressure for Mexicans to emigrate to the United States. Mexico’s ability to benefit from
NAFTA has been limited, however, by weak economic institutions and inadequate structural
reforms of the economy (see Case Study 10-3).

In 1993, the United States launched the Enterprise for the American Initiative (EAI),
which led to the formation of the Free Trade Area of the Americas (FTAA) in 1998, whose
ultimate goal is hemispheric free trade among the 34 democratic countries of North and
South America. Negotiations are proving to be difficult and are not expected to succeed
anytime soon. Since 2001, the United States also signed free trade agreements (FTAs)
with Australia, Bahrain, Chile, Jordan, Morocco, Oman, Peru, and Singapore. Also opera-
tional is the United States-Dominican Republic-Central American Free Trade Agreement
(US-DR-CAFTA) with Costa Rica, El Salvador, Guatemala, Honduras, and Nicaragua,
besides the Dominican Republic. Ratified in 2001 was the U.S. FTA with Korea, Panama,
and Colombia. The United States is negotiating still other FTAs with other countries.
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■ CASE STUDY 10-3 Mexico’s Gains from NAFTA—Expectations and Outcome

Table 10.3 shows the long-run simulations results
of NAFTA’s impact on Mexico to the year 2005
and compares these to the actual outcome. Dur-
ing the 1995–2005 decade, Mexican real GDP was
estimated to grow at a rate of 5.2 percent per year
with NAFTA, as compared with 3.8 percent with-
out NAFTA. Also, NAFTA was expected to (1)
reduce the Mexican inflation rate from 14.5 per-
cent to 9.7 percent per year and the short-term
interest rate from 18.3 percent to 13.0 percent, (2)
increase the inflow of foreign direct investments
(FDI) from $6.0 billion to $9.2 billion per year and
the growth of exports from 8.3 to 10.4 percent, and
(3) raise the trade deficit from $9.7 billion to $14.9
billion and net financial inflows from $10.6 billion
to $14.7 billion per year.

The actual results, as yearly averages from
1994 to 2005, were as follows: the average growth
rate of real GDP of 2.8 percent per year, a rate

■ TABLE 10.3. NAFTA’s Impact on the Mexican Economy (Yearly Averages: 1994–2005 and
1994–2008)

Estimates Without Actual Results Actual Results
with NAFTA NAFTA Difference 1994–2005 1994–2008

Growth of real GDP (%) 5.2 3.8 1.4 2.8 2.9
Inflation rate (%) 9.7 14.5 –4.8 13.9 12.0
Short-term interest rate (%) 13.0 18.3 –5.3 18.7 16.5
Inflow of FDI (billion USD) 9.2 6.0 3.2 16.9 18.2
Growth of exports (%) 10.4 8.3 2.1 9.2 8.4
Trade deficit (billion USD) 14.9 9.7 5.2 7.7 9.6
Net financial capital inflows (billion USD) 14.7 10.6 4.1 16.8 16.2

Sources: L. Klein and D. Salvatore, ‘‘Welfare Effects of the NAFTA,’’ Journal of Policy Modeling, April 1995, pp. 163–176;
G. C. Hufbauer and J. J. Schott, NAFTA Revisited (Washington, D.C.: Institute for International Economics, 2005); and
‘‘Measuring the Economic Effects of NAFTA on Mexico,’’ CEFifo Forum, No. 4 Winter 2010, pp. 31–37.

of inflation of 13.9 percent, a short-term interest
rate of 18.7 percent, an inflow of FDI $16.9 bil-
lion, a growth of exports of 9.2 percent, a trade
deficit of $7.7 billion, and net financial inflows
of $16.8 billion. The actual results for 1994 to
2008 were similar to those for 1994 to 2005 (see
the last column of Table 10.3). Thus, we see that
Mexico did not realize most of the expectations
from NAFTA because of its deep economic cri-
sis in 1995, because of the slow growth of the
United States in 2001–2002, and, more impor-
tantly, because of weak economic institutions and
inadequate structural reforms. If we removed from
the data 1995 (the recession year in Mexico) and
also 2001 and 2002 (the years of recession and
slow growth in the United States, which reduced
U.S. imports from Mexico), the average annual
growth of real GDP in Mexico would be 4.5 per-
cent for 1994–2005 and 4.1 for 1994–2008.

In recent years, the EU and other countries have also been very active in signing FTAs.
The EU has FTAs with Algeria, Egypt, Israel, Jordan, Lebanon, Morocco, Tunisia, and
Turkey as part of an effort to create a Euro Mediterranean Free Trade Area (EMFTA). The
EU also has FTAs with Norway and Switzerland; South Africa and South Korea; Chile,
Colombia, Mexico and Peru; and with 12 other smaller nations, and is negotiating an FTA
with Mercosur and the Gulf Cooperation Council (which includes Bahrain, Kuwait, Oman,
Qatar, Saudi Arabia, and United Arab Emirates).
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Japan has FTAs with ASEAN, India, Mexico, and Switzerland and is negotiating with
still other countries. Canada has FTAs with the United States and Mexico (NAFTA) and
the European Free Trade Association (EFA), as well as with Israel, Colombia, Costa Rica,
Honduras, and Peru; and it is negotiating with other countries as well. By 2009, there were
nearly 300 FTAs from just about 50 in 1990. Today, most countries belong to multiple
FTAs. This spaghetti-bowl proliferation of bilateral and regional FTAs is regarded by some
as a stumbling block to a freer multilateral trading system.

10.6D Attempts at Economic Integration among
Developing Countries

The success of the EU encouraged many attempts at economic integration among groups
of developing nations as a means of stimulating the rate of economic development. Most
of these attempts, however, met with only limited success or failed. Examples are (the
complete list of all RTAs is given in Appendix A10.2):

1. The Central American Common Market (CACM), established by Costa Rica, El Sal-
vador, Guatemala, Honduras, and Nicaragua in 1960, which was dissolved in 1969 and
revived in 1990.

2. The Latin American Free Trade Association (LAFTA), established in 1960 by Mexico
and most of South America, and its subgroup (the Andean Community, formed by
Bolivia, Chile, Colombia, Ecuador, Peru, and Venezuela in 1969), which hoped to
accelerate the process of integration and establish a common market; in 1980, the
LAFTA was superseded by the Latin American Integration Association (LAIA).

3. The Southern Common Market (Mercosur), formed by Argentina, Brazil, Paraguay,
and Uruguay in 1991. It was joined by Bolivia and Chile as associate members in
1996, Peru in 2003, and Colombia, Ecuador, and Venezuela in 2004. Venezuela is in
the process of becoming a full member in 2012.

4. The Free Trade Area of the Americas (FTAA) established in 1998 with the goal of free
trade among the 34 democratic countries of North and South America.

5. The Caribbean Free Trade Association (CARIFTA), set up in 1968 and transformed into
a common market (CARICOM) in 1973 with the membership of Antigua and Barbuda,
Bahamas, Barbados, Belize, Dominica, Grenada, Guyana, Haiti, Jamaica, Montserrat,
St. Kitts-Nevis, St. Lucia, St. Vincent and the Grenadines, Suriname, and Trinidad and
Tobago.

6. The East African Community (EAC), established in 1967 by Kenya, Tanzania, and
Uganda.

7. The West African Economic and Monetary Union (WAEMU), which includes Benin,
Burkina Faso, Cote d’Ivoire, Guinea Bissau, Mali, Niger, Senegal, and Togo.

8. The 14-member Southern Africa Development Community (SADC), extending from
Angola, Botswana, the Democratic Republic of Congo, Lesotho, Madagascar, Malawi,
Mauritius, Mozambique, Namibia, South Africa, Swaziland, Tanzania, Zambia, and
Zimbabwe.
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9. The Association of South East Asian Nations (ASEAN), which includes Brunei Darus-
salam, Cambodia, Indonesia, Laos, Malaysia, the Philippines, Singapore, Myanmar,
Thailand, and Vietnam, though primarily a political association, in 1977 decided that
it would also move toward a common market.

These customs unions are (or were) to a large extent explicitly trade diverting to encour-
age industrial development. Perhaps the greatest stumbling block to successful economic
integration among groups of developing nations is the uneven distribution of benefits among
members. Since benefits are likely to accrue mainly to the most advanced nations in the
group, lagging nations are likely to withdraw, causing the attempt at economic integration
to fail. One way to avoid this difficulty is to provide investment assistance through indus-
trial planning (i.e., assign some industries to each member nation). Although this tactic was
tried in the Central American Common Market, the effort failed nevertheless and the union
dissolved in 1969 (although, as noted earlier, it was revived in 1990).

Another difficulty is that many developing nations are not willing to relinquish part of
their newly acquired sovereignty to a supranational community body, as is required for
successful economic integration. Other difficulties arise from lack of good transportation
and communication among member nations, the great distance that often separates members,
and the basically complementary nature of their economies and competition for the same
world markets for their agricultural exports. For these reasons, economic integration among
developing countries cannot be said to have been very successful in most cases. One success
story is Mercosur (see Case Study 10-4).

(continued)

■ CASE STUDY 10-4 Economic Profile of Mercosur

Table 10.4 provides an economic profile of Mer-
cosur or Southern Common Market, which was
formed in 1991 by Argentina, Brazil, Paraguay,
and Uruguay. Bolivia and Chile became associate
members in 1996, Peru in 2003, and Colombia,

■ TABLE 10.4. Mercosur

Population GNI GNI Exports Imports
Country (millions) (billions) (per Capita) (billions) (billions)

Argentina 40.4 $343.6 $8, 450 $68.2 $56.5
Brazil 194.9 1, 830.4 9, 390 201.9 191.5
Paraguay 6.5 19.0 2, 940 4.5 10.0
Uruguay 3.4 35.6 10, 590 6.7 8.6
Mercosur 245.2 2, 222.8 9, 081 281.3 266.6

U.S. 309.1 14, 600.8 47, 140 1, 278.3 1, 969.2
NAFTA 456.6 17, 028.5 37, 362 1, 964.6 2, 682.1
EU (27) 501.9 17, 360.9 33, 124 5, 1533.2 5, 356.0
Extra-EU (27) — — — 1, 788.1 1, 990.9
Japan 127.5 5, 369.1 42, 150 769.8 694.1

Sources: World Bank, World Development Report 2012 (Washington, D.C.: World Bank, 2012) and World
Trading Organization, International Trade Statistics (Geneva: WTO, 2011).

Ecuador, and Venezuela in 2004. Venezuela
became a full member in 2012. Mercosur was
scheduled to become a custom union in 1995,
but the process had not yet completed as of
mid-2012. The table shows that in 2010 the
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■ CASE STUDY 10-4 Continued

population of Mercosur was 245.2 million, gross
national income (GNI) was $2,222.8 billion, aver-
age per capita GNI was $9,081, total merchan-
dise exports were $281.2 billion, and imports were
$266.6 billion.

Trade among Mercosur countries increased
from $4.1 billion (8.9 percent of its total trade)
in 1990 to $21.1 billion (12.9 percent of its total
trade) in 2005, but according to a World Bank
study (Yeats, 1998) a great deal of it seems to
be have been trade diversion from more efficient
producers outside the bloc. In January 1999, Brazil

faced a deep economic and financial crisis and it
devalued its currency (the real) very steeply. This
encouraged Argentinean imports from Brazil, dis-
couraged its exports, and made Argentina’s reces-
sion even worse. In January 2002, Argentina was
forced to devalue its currency in the face of com-
plete economic, financial, and political collapse.
All this strained relations between the two main
members of Mercosur and even led to fears of its
collapse. By 2003, however, growth had resumed
and so did progress toward turning Mercosur into
a common market.

Starting in 2003, Mercosur, under the leadership of Brazil, sought to negotiate a free trade
agreement with the Andean Community of Nations, as well as with other South American
nations, in order to increase its bargaining strength vis-à-vis the United States in pursuing
free trade for all of the Americas under the Free Trade Area of the Americas (FTAA). Case
Study 10-5 shows the changes in the patterns of trade with economic integration.

10.6E Economic Integration in Central and Eastern Europe and
in the Former Soviet Republics

In 1949, the Soviet Union formed the Council of Mutual Economic Assistance (CMEA or
COMECON) with the communist bloc nations in Eastern Europe (Bulgaria, Czechoslovakia,
East Germany, Hungary, Poland, and Romania) plus Mongolia (Cuba, North Korea, and
Vietnam joined later). The purpose of this agreement was to divert trade from Western
nations and achieve a greater degree of self-sufficiency among communist nations. Under
this arrangement, most CMEA members imported oil and natural gas from the Soviet Union
in exchange for industrial and farm products.

In CMEA member countries, the state decided and controlled all international transactions
through a number of state trading companies, each handling some product line. Under such
a system, the types and amounts of goods imported were determined by the requirements
of the national plan over and above domestically available products (i.e., to close the gap
in the “material balance”). The state then decided which goods to export in order to pay for
the required imports. Political considerations played at least as important a role as economic
considerations in such a trade, while comparative advantage and relative commodity prices
did not have any direct role. In fact, these centrally planned economies (i.e, economies
where prices are not determined by market forces but by government directives) generally
emphasized self-sufficiency and tended to regard international trade as a necessary evil to
close the material balance and obtain goods and services (such as high-technology products)
that the nation could not supply for itself, or within the CMEA.

Trade among CMEA economies was generally conducted on the basis of bilateral
agreements and bulk purchasing. Bilateral agreements often involved barter trade and
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■ CASE STUDY 10-5 Changes in Trade Patterns with Economic Integration

Table 10.5 shows the value of total merchan-
dise exports, intra-regional-trade-agreement (RTA)
exports, and intra-RTA exports as a percentage of
the total RTA exports of the EU, NAFTA, and Mer-
cosur in 1990, 1995, 2000, 2005, and 2010. The
table shows that the EU has the largest percentage
of intra-RTA trade and Mercosur has the small-
est. However, intra-RTA trade grew faster in Mer-
cosur between 1990 and 1995 (i.e., in the four

■ TABLE 10.5. Total and Intra-EU, NAFTA, and Mercosur Merchandise Exports in
1990, 1995, 2000, 2005, and 2010 (in billions of dollars and percentages)

EU Exports (in billion dollars)

Intra-EU as
Year Total Intra-EU Percentage of Total

1990 (EU-15) $1, 482.4 $ 979.7 66.1
1995 (EU-15) 1, 936.8 1, 295.3 66.9
2000 (EU-15) 2, 251.0 1, 392.3 61.9
2005 (EU-27) 4, 065.9 2, 755.6 67.8
2010 (EU-27) 5, 153.2 3, 365.1 65.3

NAFTA Exports (in billion dollars)

Intra-NAFTA as
Year Total Intra-NAFTA Percentage of Total

1990 $ 561.9 $239.6 42.8
1995 856.5 394.3 46.0
2000 1, 224.9 681.6 55.6
2005 1, 475.8 824.6 55.9
2010 1, 964.6 955.7 48.6

Mercosur Exports(in billion dollars)

Intra-Mercosur as
Year Total Intra-Mercosur Percentage of Total

1990 $ 46.4 $ 4.1 8.9
1995 70.5 14.5 20.5
2000 84.6 17.7 20.1
2005 164.0 21.1 12.9
2010 281.3 43.9 15.6

Source: World Trade Organization, International Trade Statistics (Geneva: WTO, 2011).

years after its creation in 1991) and in NAFTA
from 1995 to 2000 (i.e., after its creation in 1994).
Intra-Mercosur trade as a percentage of its total
trade was 12.9 in 2005 and 15.6 in 2010, down
from 20.1 in 2000, because of the economic cri-
sis in Brazil and Argentina between 2001 and
2002. By 2003, however, intra-Mercosur trade had
resumed its growth.

countertrade, in which one good was exchanged for another, or at least the attempt was
made to balance trade with each nation individually. The reason was that any surplus of
“convertible” rubles (the unit of account in CMEA trade) could not be spent to import goods
and services from any nation other than the one from which the surplus was accumulated.
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For example, if Poland exported more than it imported from the Soviet Union, Poland could
only use the surplus rubles accumulated to purchase Soviet goods. Bulk purchasing refers to
the agreement of a state trading company to purchase a specified quantity of a commodity
for a year or for a number of years from a state trading company of another nation.

Since 1989, communist regimes collapsed all over Eastern Europe and in the Soviet
Union, East and West Germany were reunited, Yugoslavia disintegrated, and the Soviet
Union was dissolved. These momentous political changes were triggered, at least in part, by
the economic failures of central planning. All 12 Central and Eastern European Countries
(CEEC) and the 15 Newly Independent States (NIS) of the former Soviet Union have and
are continuing to restructure their economies and their foreign trade along market lines. This
is a monumental task after many decades of central planning and gross inefficiencies. The
establishment of a market economy requires (1) freeing prices and wages from government
control (so that market forces of demand and supply can freely allocate resources), (2)
transferring productive resources from government to private ownership (i.e., privatizing
the economy), (3) opening the economy to competition and liberalizing international trade
(i.e., replacing state trading with trade based on market principles), and (4) establishing
the legal and institutional framework necessary for the functioning of a market economy
(such as property rights, a Western-style banking system, a capital market, cost accounting,
business law, etc.).

In the majority of countries, severe economic dislocations in the form of increasing
unemployment, high inflation, huge budget deficits, unsustainable international debts, and
disrupted trade relations accompanied the collapse of traditional central planning. To date,
Poland, Hungary, the Czech Republic (which arose from the breakup of Czechoslovakia into
the Czech and the Slovak Republics in 1992), Slovenia (which broke away from former
Yugoslavia in 1991), and Estonia (a Baltic State and former Soviet Republic) have made the
most progress toward restructuring their economies and are growing rapidly. Other CEEC
nations are lagging somewhat behind, and most NIS nations (including Russia) are only
about two-thirds through the process. Particularly difficult were the privatization of large
industries and the establishment of the institutions required for a democratic society and a
market economy.

Since 1989 there has been a shift in the direction of CEEC and NIS trade. In 1980,
51 percent of CEEC and NIS exports went to other CEEC and NIS countries, 28 percent
to industrial countries, and 21 percent to developing countries. By 2008, these values had
changed to 20 percent, 63 percent, and 7 percent, respectively. Most CEEC countries have
had and most NIS countries are having difficulties expanding trade with the West because
of the generally low quality of their manufactured products and protectionism in industrial
countries. For the restructuring process to be successful, however, CEEC and NIS countries
need large amounts of foreign aid from industrial countries, easier access for their exports in
industrial markets, huge foreign direct investments (FDI), and inflows of modern technology
from industrial countries.

At the end of 1991, the Soviet Union was formally dissolved, and, under the leadership
of Russia, most former Soviet Republics (now called the Newly Independent States or
NIS) formed the Commonwealth of Independent States (CIS). In 1991, the EU signed
association agreements with Poland, Hungary, and Czechoslovakia, giving those countries
free trade access to the EU, except in some important products, such as steel, textile, and
agricultural products. By 1996, the agreement had been extended to 10 CEEC nations. In
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1992, Poland, Hungary, the Czech Republic, and Slovakia formed the Central European Free
Trade Association (CEFTA) and the Baltic States of Estonia, Latvia, and Lithuania formed
the Baltic Free Trade Agreement (BAFTA), but they are now all members of the EU.

In March 1998, the Czech Republic, Estonia, Hungary, Poland, and Slovenia began
negotiations to become members of the European Union, and in February 2000, Bul-
garia, Latvia, Lithuania, Romania, and the Slovak Republic followed suit. In 2004, ten
Central and Eastern European countries (Poland, Hungary, the Czech Republic, Slovakia,
Slovenia, Estonia, Lithuania, Latvia, Malta, and Cyprus) became EU members in 2004,
and Bulgaria and Romania joined in 2008. Albania, the countries of former Yugoslavia
(Bosnia-Herzegovina, Croatia, Serbia, Montenegro, and Macedonia, with the exception of
Slovenia), as well as Turkey have started negotiation for admission into the EU. The former
Soviet Republics (Russia, Armenia, Azerbaijan, Belarus, Georgia, Kazakhstan, the Kyrgyz
Republic, Moldova, Tajikistan, Turkmenistan, Ukraine, and Uzbekistan—with the exception
of the Baltic States of Estonia, Latvia, and Lithuania) are further behind in their restructuring
process and are not in line to join the EU.

S U M M A R Y

1. Economic integration refers to the commercial pol-
icy of discriminatively reducing or eliminating trade
barriers only among the nations joining together. In
a preferential trade arrangement (such as the British
Commonwealth Preference Scheme), trade barriers are
reduced on trade among participating nations only. A
free trade area (e.g., the EFTA and NAFTA) removes
all barriers on trade among members, but each nation
retains its own barriers on trade with nonmembers. A
customs union (e.g., the EU) goes further by also adopt-
ing a common commercial policy toward the outside
world. A common market (the EU since 1993 and Mer-
cosur in the future) goes still further by also allowing
the free movement of labor and capital among member
nations. An economic union harmonizes (e.g., Benelux)
or even unifies (e.g., the United States) the monetary
and fiscal policies of its members.

2. The static, partial equilibrium effects of customs
unions are measured in terms of trade creation and
trade diversion. Trade creation occurs when some
domestic production in a union member is replaced
by lower-cost imports from another member nation.
This increases specialization in production and wel-
fare in the customs union. A trade-creating customs
union also increases the welfare of nonmembers, since
some of the increase in its real income spills over into
increased imports from the rest of the world.

3. Trade diversion occurs when lower-cost imports from
outside the customs union are replaced by higher-cost
imports from another union member. By itself, this
reduces welfare because it shifts production away
from comparative advantage. A trade-diverting cus-
toms union leads to both trade creation and trade diver-
sion and may increase or reduce welfare, depending on
the relative strength of these two opposing forces.

4. The theory of customs unions is a special case of the
theory of the second best. This postulates that when all
conditions required to reach maximum social welfare
or Pareto optimum cannot be satisfied, trying to sat-
isfy as many of these conditions as possible does not
necessarily or usually lead to the second-best welfare
position. The conditions under which the formation of
a customs union is more likely to lead to trade creation
and increased welfare are well known theoretically.
Other static effects of customs unions are adminis-
trative savings and greater bargaining strength. How-
ever, a customs union’s effect on individual members’
terms of trade is unclear.

5. Besides the static welfare gains, the nations form-
ing a customs union are likely to receive significant
dynamic benefits from increased competition, econo-
mies of scale, stimulus to investment, and better uti-
lization of economic resources.
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6. The EU was formed in 1958 by West Germany,
France, Italy, Belgium, the Netherlands, and Luxem-
bourg. They were joined by the United Kingdom,
Denmark, and Ireland in 1973; Greece in 1981; Spain
and Portugal in 1986; Austria, Finland, and Swe-
den in 1995; and in 2004 by Poland, Hungary, the
Czech Republic, the Slovak Republic, Slovenia, Esto-
nia, Lithuania, Latvia, Malta, and Cyprus. Bulgaria
and Romania joined in 2008. Free trade in industrial
goods and common agricultural prices were achieved
in 1968 and a full common market in 1993. The

EU led to trade expansion in industrial goods but
trade diversion in agricultural products. In 1993, the
United States, Canada, and Mexico signed the North
American Free Trade Agreement (NAFTA). The many
attempts at economic integration among developing
nations have had only limited success, except for the
Southern Common Market, or Mercosur. Its members
are Brazil, Argentina, Paraguay, and Uruguay. During
the past decade, there has been a proliferation of free
trade agreements (FTAs).

A L O O K A H E A D

In the next chapter, we examine the special trade problems
faced by developing countries. We will find that interna-
tional trade can contribute significantly to the development

of poor nations but that it also gives rise to some special
problems requiring joint action by both developed and
developing nations.
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Q U E S T I O N S F O R R E V I E W

1. What is meant by economic integration? a pref-
erential trade arrangement? a free trade area? a
customs union? a common market? an economic
union? Give an example of each.

2. What is meant by trade creation? What static wel-
fare effects will a trade-creating customs union
have on member nations and on the rest of the
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world? How do these static welfare effects arise?
How are they measured?

3. What is meant by trade diversion? What static wel-
fare effects will a trade-diverting customs union
have on member nations and on the rest of the
world? How do these static welfare effects arise?
How are they measured?

4. What is the theory of the second best? In what way
is the theory of customs unions an example of the
theory of the second best?

5. Under what conditions is the formation of a cus-
toms union more likely to lead to trade creation
and increased welfare?

6. What dynamic benefits are the nations forming a
customs union likely to receive? How do they arise?
How large are they?

7. What was the effect of the formation of the EU on
trade in industrial and agricultural products with the
rest of the world?

8. What is the magnitude of the static and dynamic
benefits to members resulting from the formation
of the EU?

9. What free trade agreements have been negotiated
by the United States? What is NAFTA?

10. How does the EFTA compare with the EU?

11. What is Mercosur? Why have attempts at economic
integration among developing nations generally met
with limited success or failure?

12. What is the CMEA? What is required for economic
restructuring and integrating the countries of East-
ern Europe and the former Soviet Union into the
world economy?

13. What are CEFTA and BAFTA? What was their ulti-
mate aim?

P R O B L E M S

*1. Suppose that the autarky price of commodity X is
$10 in Nation A, $8 in Nation B, and $6 in Nation
C, and that Nation A is too small to affect prices
in Nation B or C by trading. If Nation A initially
imposes a nondiscriminatory ad valorem tariff of
100 percent on its imports of commodity X from
Nations B and C, will Nation A produce commod-
ity X domestically or import it from Nation B or
Nation C?

*2. Starting with the given of Problem 1:

(a) If Nation A subsequently forms a customs
union with Nation B, will Nation A produce com-
modity X domestically or import it from Nation B
or Nation C?

(b) Is the customs union that Nation A forms with
Nation B trade creating, trade diverting, or neither?

*3. Suppose that the autarky prices of commodity X in
Nations A, B, and C are the same as in Problem 1,
and that Nation A is too small to affect prices in

*= Answer provided at www.wiley.com/college/
salvatore.

Nations B and C by trading. If Nation A initially
imposes a nondiscriminatory ad valorem tariff of
50 percent (rather than 100 percent) on imports of
commodity X from Nations B and C, will Nation
A produce commodity X domestically or import it
from Nation B or Nation C?

4. Starting with the given of Problem 3:

(a) If Nation A subsequently forms a customs
union with Nation B, will Nation A produce com-
modity X domestically or import it from Nation B
or Nation C?

(b) Is the customs union that Nation A forms with
Nation B trade creating, trade diverting, or neither?

5. Draw a figure illustrating the effects of a
trade-creating customs union.

6. Measure the welfare gain of a nation joining this
customs union.

7. Draw a figure illustrating the effects of a
trade-diverting customs union that reduces the wel-
fare of a nation joining it.
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8. Measure the net welfare loss suffered by a nation
joining this customs union.

9. Draw a figure illustrating the effects of a trade-
diverting customs union that increases the welfare
of a nation joining it.

10. Measure the net welfare gain of a nation joining
a trade-diverting customs union that increases the
welfare of the nation.

11. What are the factors that determine whether a trade-
diverting customs union leads to a net increase or
decrease in the welfare of a member nation?

12. Draw a figure showing what happens if country A
forms a customs union with country B only, but the
tariff-inclusive prices in country C are less than the
free trade prices in country B.

13. Explain why the 1988 U.S.-Canada Free Trade
Agreement created much less controversy in
the United States than NAFTA, which included
Mexico.

14. Indicate the possible cost and benefit to the United
States from the movement to a single unified market
by the European Union at the beginning of 1993.

APPENDIX
This appendix presents the general equilibrium analysis of the static effects of a
trade-diverting customs union and presents the chronology of the growth of regionalism in
the postwar trading system and its acceleration in recent years.

A10.1 General Equilibrium Analysis of the Static Effects of a
Trade-Diverting Customs Union

In Section 10.3, we analyzed the static, partial equilibrium welfare effects of the formation
of a trade-diverting customs union. In this appendix, we examine these static welfare effects
within the more advanced general equilibrium framework. This brings out some aspects of
the trade-diverting customs union not evident from the partial equilibrium analysis. Together
they give a fairly complete picture of the static welfare effects resulting from the formation
of a customs union.

The general equilibrium analysis of a trade-diverting customs union is illustrated in
Figure 10.3. The figure repeats the production frontier of Nation 2 in Figure 8.5. We assume
for simplicity that Nation 2 is too small to affect the relative price of commodity X in (large)
Nations 1 and 3.

With a nondiscriminatory ad valorem tariff of 100 percent on imports of commodity X,
Nation 2 produces at point F , where the marginal rate of transformation, or slope of its
transformation curve, equals the tariff-inclusive relative price of commodity X from Nation
1 of P ′

1 = 2 (not shown in the figure). However, since Nation 2 collects the tariff, it
consumes at point H ′ on indifference curve II′ by exchanging 30Y for 30X with Nation 1
along P1 = 1 where P ′

1 = 2 is tangent to indifference curve II′ (exactly as in Figure 8.5).
If Nation 2 now forms a customs union with Nation 3, it will import commodity X from

Nation 3 instead, at the free trade relative commodity price of P3 = 1.5 in Nation 3. Nation
2 might then consume at point B ′ along the P3 = 1.5 line. Since point B ′ involves less of
both commodities than point H ′, point B ′ must be on a lower indifference curve (not shown
in Figure 8.5). This confirms the partial equilibrium results shown in Figure 10.2, where
Nation 2 suffered a net loss of welfare by forming a customs union with Nation 3.

However, with different tastes, Nation 2 might have consumed at point H * before the
formation of the customs union and at point B* afterward. Since point B* involves the
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FIGURE 10.3. General Equilibrium Analysis of a Trade-Diverting Customs Union.
With a 100 percent nondiscriminatory import tariff on commodity X, Nation 2 produces at point F
and consumes at point H′ on indifference curve II′ at the relative commodity price of P1 = 1 (exactly
as in Figure 8.5). By forming a customs union with Nation 3 only, Nation 2 produces at point F ′ at
P3 = 1.5 and consumes at B ′ < H′. This trade-diverting customs union leads to a net welfare loss for
Nation 2. However, with different tastes, Nation 2 could conceivably consume at point H* before and
at point B* after the formation of the customs union with Nation 3 and receive a net welfare gain (since
B* > H* ).

consumption of both more X and more Y than point H *, the trade-diverting customs union
would lead to a net welfare gain for Nation 2. (For greater clarity, the area of the graph
showing the relationship between points F , B*, and H * is enlarged in the inset inside the
transformation curve.) Thus, a trade-diverting customs union may lead to a net welfare gain
or loss, depending on the circumstances under which it is formed.

Problem Starting from Figure 10.3, where Nation 2 produces at point F and consumes
at point H ′, prove graphically that the smaller the relative inefficiency of Nation 3 is with
respect to Nation 1, the more likely it is that the formation of a customs union between
Nation 2 and Nation 3 will lead to a net welfare gain for Nation 2 (even though the customs
union would be trade diverting).

A10.2 Regional Trade Agreements Around the World
Table 10.6 shows the world’s trade agreements in 2012.
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■ TABLE 10.6. Regional Trade Agreements around the World in 2012

Africa & Middle East

Arab Maghreb Union AMU Algeria, Libya, Mauritania, Morocco, Tunisia
Common Market for Eastern

and Southern Africa
COMESA Burundi, Comoros, Democratic Republic of Congo,

Djibouti, Egypt, Eritrea, Ethiopia, Kenya, Libya,
Madagascar, Malawi, Mauritius, Rwanda, Seychelles,
Sudan, Swaziland, Uganda, Zambia, Zimbabwe

East-African Community EAC Kenya, Tanzania, Uganda
Economic and Monetary

Community of Central Africa
CEMAC Cameroon, Central African Republic, Chad, Congo,

Equatorial Guinea, Gabon
Economic Community of

Central African States
ECCAS Angola, Burundi, Cameroon, Central African Republic,

Chad, Democratic Republic of Congo, Equatorial
Guinea, Gabon, Rwanda, São Tomé and Principe

Economic Community of West
African States

ECOWAS Benin, Burkina Faso, Cape Verde, Côte d’Ivoire,
Gambia, Ghana, Guinea, Guinea-Bissau, Liberia,
Mali, Niger, Nigeria, Senegal, Sierra Leone, Togo

Gulf Cooperation Council GCC Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, United
Arab Emirates

Pan-Arab Free Trade Area PAFTA Bahrain, Egypt, Iraq, Jordan, Kuwait, Lebanon, Libya,
Morocco, Oman, Qatar, Saudi Arabia, Sudan, Syrian
Arab Republic, Tunisia

Southern African Development
Agreement

SADC Angola, Botswana, Democratic Republic of Congo,
Lesotho, Madagascar, Malawi, Mauritius,
Mozambique, Namibia, South Africa, Swaziland,
Tanzania, Zambia, Zimbabwe

West-African Economic and
Monetary Union

WAEMU Benin, Burkina, Faso, Côte d’Ivoire, Guinea-Bissau, Mali,
Niger, Senegal, Togo

Americas & Caribbean

Andean Community CAN Bolivia, Columbia, Ecuador, Peru
Caribbean Community and

Market
CARICOM Antigua & Barbuda, Bahamas, Barbados, Belize,

Dominica, Grenada, Guyana, Haiti, Jamaica,
Montserrat, St. Kitts & Nevis, St. Lucia, St. Vincent & the
Grenadines, Surinam, Trinidad & Tobago

Central American Common
Market

CACM Costa Rica, El Salvador, Guatemala, Honduras,
Nicaragua

Central American Free Trade
Agreement

CAFTA Costa Rica, El Salvador, Guatemala, Honduras, and
Nicaragua; with the United States and the Dominican
Republic, there is US-DR-CAFTA

Free Trade Agreement of the
Americas

FTAA 34 countries of the American Continent (in negotiation)

Latin American Integration
Association

LAIA Argentina, Bolivia, Brazil, Chile, Colombia, Cuba,
Ecuador, Ecuador, Mexico, Paraguay, Peru, Uruguay,
Venezuela

North American Free Trade
Agreement

NAFTA Canada, Mexico, United States

Southern Common Market MERCOSUR Argentina, Brazil, Paraguay, Uruguay

Asia & Pacific

Asia-Pacific Economic
Cooperation

APEC Australia, Brunei Darussalam, Canada, Chile, China,
Hong Kong (China), Indonesia, Japan, Korea,
Malaysia, Mexico, New Zealand, Papua New Guinea,
Peru, Philippines, Russian Federation, Singapore,
Taiwan (China), Thailand, United States, Vietnam

(continued)
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■ TABLE 10.7. (continued)

Asia Pacific Trade Agreement APTA Bangladesh, China, India, Republic of Korea, Laos, Sri
Lanka

Association of South East Asian
Nations

ASEAN Brunei Darussalam, Cambodia, Indonesia, Laos,
Malaysia, Myanmar, Philippines, Singapore, Thailand,
Vietnam

Economic Cooperation
Organization

ECO Afghanistan, Azerbaijan, Iran, Kazakhstan, Kyrgyz
Republic, Pakistan, Tajikistan, Turkey, Turkmenistan,
Uzbekistan

South Asian Preferential Trade
Agreement

SAFTA Afganistan, Bangladesh, Bhutan, India, Maldives, Nepal,
Pakistan, Sri Lanka

South Pacific Regional Trade
and Economic Cooperation

SPARTECA Australia, New Zealand, Cook Islands, Fiji, Kiribati,
Marshall Islands, Micronesia, Nauru, Niue, Papua New
Guinea, Solomon Islands, Tonga, Tuvalu, Vanuatu,
Western Samoa

Trans-Pacific Strategic
Economic Partnership

TPP Australia, Brunei, Chile, Malaysia, New Zealand, Peru,
Singapore, United States, Vietnam

Europe
Commonwealth of

Independent States
CIS Azerbaijan, Armenia, Belarus, Georgia, Moldova,

Kazakhstan, Russian Federation, Ukraine, Uzbekistan,
Tajikistan, Kyrgyz Republic

Eurasian Economic Community EAEC Belarus, Kazakhstan, Kyrgyz Republic, Russian
Federation, Tajikistan

European Union (27) EU Austria, Belgium, Bulgaria, Cyprus, Czech Republic,
Denmark, Estonia, Finland, France, Germany, Greece,
Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg,
Malta, Netherlands, Poland, Portugal, Romania,
Slovak Republic, Slovenia, Spain, Sweden, United
Kingdom

European Economic Area EEA European Union, Iceland, Liechtenstein, Norway
European Free Trade

Association
EFTA Iceland, Liechtenstein, Norway, Switzerland
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International Trade
and Economic Development

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand the relationship between international trade
and economic development

• Understand the relationship between the terms of trade
and export instability and economic development

• Compare imports substitution with export orientation as
a development strategy

• Describe the current problems facing developing
countries

11.1 Introduction
With the exception of a handful of nations in North America, Western Europe,
Japan, Australia, and New Zealand, most nations of the world are classified as
less developed or, to put it more positively, as developing countries. In relation to
developed (or more developed) countries, developing nations are characterized in
general by low (and sometimes extremely low) average real per capita income, a
high proportion of the labor force in agriculture and other primary activities such
as mineral extraction, low life expectancies, high rates of illiteracy, high rates of
population growth, and low rates of growth in average real per capita income.
There is, however, no sharp dichotomy between developed and developing nations
but a fairly continuous spectrum from the very rich to the very poor.

In the past, the economic relationship between the developed and developing
nations was characterized by developing nations exporting primarily food and raw
materials in exchange for manufactured goods from developed nations. This is still
the case for the poorest developing nations, but not for the more advanced ones. In
1980, manufactured products were only 25 percent of developing country exports;
by 2010, that figure exceeded 80 percent (UNCTAD, 2011).
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Although the level and rate of economic development depend primarily on internal
conditions in developing nations, most economists today believe that international trade
can contribute significantly to the development process. This was not always the case. Until
the 1980s, a sizable and influential minority of economists strongly believed that inter-
national trade and the functioning of the present international economic system hindered
rather than facilitated development through secularly declining terms of trade and widely
fluctuating export earnings for developing nations. These economists contended that stan-
dard international trade theory based on comparative advantage was completely irrelevant
for developing nations and the development process. Therefore, they advocated industri-
alization through import substitution (i.e., the domestic production of manufactured goods
previously imported) and generally placing less reliance on international trade by developing
nations. They also advocated reform of the present international economic system to make
it more responsive to the special needs of developing countries.

In this chapter, we examine all of these topics. The presentation will necessarily be
brief, since these issues are discussed in detail in courses and textbooks in development
economics. In Section 11.2, we examine the relationship between international trade and
economic development in general. In Section 11.3, we discuss the terms of trade and their
effect on economic development, and we do the same for export instability in Section 11.4.
Section 11.5 then focuses on the policy of development through import substitution or
through exports. Finally, in Section 11.6, we examine the major problems facing developing
countries today.

11.2 The Importance of Trade to Development
In this section, we first analyze the claim that international trade theory is irrelevant for
developing nations and to the development process. Then we examine the ways in which
international trade operated as an “engine of growth” for the so-called regions of recent
settlement in the nineteenth century and the reasons it can no longer be relied on to the
same extent by today’s developing nations. We will complete this section on a positive note
by examining all of the important ways in which international trade can still contribute to
the process of economic development today.

11.2A Trade Theory and Economic Development
According to traditional trade theory, if each nation specializes in the production of the
commodity of its comparative advantage, world output will be greater and, through trade,
each nation will share in the gain. With the present distribution of factor endowments and
technology between developed and developing nations, the theory of comparative advan-
tage thus prescribes that developing nations should continue to specialize primarily in the
production of and export of raw materials, fuels, minerals, and food to developed nations
in exchange for manufactured products.

While this may maximize welfare in the short run, developing nations believe that this pat-
tern of specialization and trade relegates them to a subordinate position vis-à-vis developed
nations and keeps them from reaping the dynamic benefits of industry and maximizing their
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welfare in the long run. The dynamic benefits (to be distinguished from the static benefits
from comparative advantage) resulting from industrial production are a more trained labor
force, more innovations, higher and more stable prices for the nation’s exports, and higher
income for its people. With developing nations specializing in primary commodities and
developed nations specializing in manufactured products, all or most of these dynamic ben-
efits of industry and trade accrue to developed nations, leaving developing nations poor,
undeveloped, and dependent. This belief is reinforced by the observation that all devel-
oped nations are primarily industrial, whereas most developing nations are, for the most
part, primarily agricultural or engaged in mineral extraction or the production of simple
manufactured goods.

Thus, traditional trade theory was attacked for being static and irrelevant to the devel-
opment process. According to this thesis, traditional trade theory involves adjustment to
existing conditions, whereas development necessarily requires changing existing conditions.
In short, traditional trade theory was believed to maximize welfare at one point in time or
in the short run but not over time or in the long run.

These are serious charges, which, if true, would indeed make traditional trade theory
irrelevant to the process of economic development. However, as shown in Chapter 7 (that
dealt with economic growth and international trade), traditional trade theory can readily
be extended to incorporate changes in factor supplies and technology over time. What
this means is that a nation’s pattern of development is not determined once and for all,
but must be recomputed as underlying conditions change or are expected to change over
time in the nation. For example, as a developing nation accumulates capital and improves
its technology, its comparative advantage shifts away from primary products and simple
manufactured goods to more sophisticated goods and services. To some extent, this has
already occurred in Brazil, Korea, Taiwan, Mexico, and many other developing nations. As
a result, traditional trade theory remains very much relevant to developing nations and the
development process.

Furthermore, the dynamic benefits from industry can theoretically be incorporated into the
original calculations of comparative advantage and into subsequent changes in comparative
advantage over time. This may indicate that the expansion of industrial production does
not always represent the best use of the developing nation’s scarce resources—as some
of these nations have now come to realize. Thus, although the need for a truly dynamic
theory cannot be denied, comparative statics can carry us a long way toward incorporating
dynamic changes in the economy into traditional trade theory. As a result, traditional trade
theory, with the qualifications as noted, is of relevance even for developing nations and the
development process. At least this is the feeling of most economists who have studied the
problem.

11.2B Trade as an Engine of Growth
During the nineteenth century, most of the world’s modern industrial production was
concentrated in Great Britain. Large increases in industrial production and population in
resource-poor Britain led to a rapidly rising demand for the food and raw material exports
of the regions of recent settlement (the United States, Canada, Australia, New Zealand,
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Argentina, Uruguay, and South Africa). For example, during the century from 1815 to
1913, Britain’s population tripled, its real GNP increased 10 times, and the volume of
its imports increased 20 times. The stimulus provided by their rapidly expanding exports
then spread to the rest of the economy of these newly settled lands through the familiar
accelerator-multiplier process. Thus, according to Nurkse (1970), the export sector was the
leading sector that propelled these economies into rapid growth and development. That is,
international trade functioned as an engine of growth for these nations during the nineteenth
century.

The regions of recent settlement were able to satisfy Britain’s burgeoning demand for
food and raw materials (and in the process grow very rapidly) because of several favorable
circumstances. First, these countries were richly endowed with natural resources such as
fertile arable land, forests, and mineral deposits. Second, workers with various skills moved
in great waves from overpopulated Europe to these mostly empty lands, and so did huge
amounts of capital. Although data are far from precise, it seems that from 30 to 50 percent
of total capital formation (i.e., investments) in such nations as Canada, Argentina, and
Australia was financed through capital inflows. The huge inflows of capital and workers
made possible the construction of railroads, canals, and other facilities that allowed the
opening up of new supply sources of food and raw materials. Finally, the great improvement
in sea transportation enabled these new lands to satisfy the rising demand for wheat, corn,
cotton, wool, leather, and a variety of other foods and raw materials more cheaply than
traditional sources of supply in Europe and elsewhere.

Thus, all “ingredients” were present for rapid growth in these new lands: The demand
for their products was rising rapidly; they had great and unexploited natural resources; and
they received huge amounts of capital and millions of workers from Europe. To be sure,
there are some economists, notably Kravis , who believe (and have presented data that seem
to show) that the rapid growth of the regions of recent settlement during the nineteenth
century was due primarily to very favorable internal conditions (such as abundant natural
resources), with trade playing only an important supportive role. Be that as it may, it is
generally agreed that today’s developing nations can rely much less on trade for their growth
and development. This is due to less favorable demand and supply conditions.

On the demand side, it is pointed out that the demand for food and raw materials is
growing much less rapidly today than was the case for the regions of recent settlement
during the nineteenth century. There are several reasons for this: (1) The income elasticity
of demand in developed nations for many of the food and agricultural raw material exports
of developing nations is less (and sometimes much less) than 1, so that as income rises
in developed nations, their demand for the agricultural exports of developing nations
increases proportionately less than the increase in income. For example, the income
elasticity of demand for coffee is about 0.8, for cocoa 0.5, for sugar 0.4, and for tea
0.1. (2) The development of synthetic substitutes has reduced the demand for natural raw
materials; for example, synthetic rubber has reduced the demand for natural rubber, nylon
the demand for cotton, and plastics the demand for hides and skins. (3) Technological
advances have reduced the raw material content of many products, such as tin-plated cans
and microcircuits. (4) The output of services (with lower raw material requirements than
commodities) has grown faster than the output of commodities in developed nations. (5)
Developed nations have imposed trade restrictions on many temperate exports (such as
wheat, vegetables, sugar, oils, and other products) of developing nations.
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On the supply side, Cairncross (1962) has pointed out that most of today’s developing
nations are much less well endowed with natural resources (except for petroleum-exporting
nations) than were the regions of recent settlement during the nineteenth century. In
addition, most of today’s developing nations are over-populated, so that most of any
increase in their output of food and raw materials is absorbed domestically rather than
exported. Furthermore, the international flow of capital to most developing nations today
is relatively much less than it was for the regions of recent settlement in the nineteenth
century, and today’s developing nations seem also to face an outflow of skilled labor rather
than an inflow. (These topics are discussed in Chapter 12.) Finally, it is also true that until
the 1990s, developing nations have somewhat neglected their agriculture in favor of more
rapid industrialization, thereby hampering their export (and development) prospects.

11.2C The Contributions of Trade to Development
Even though international trade cannot in general be expected to be an “engine of growth”
today, there are still many ways (besides the static gains from comparative advantage) in
which it can contribute to the economic growth of today’s developing nations. Haberler ,
among others, has pointed out the following important beneficial effects that international
trade can have on economic development: (1) Trade can lead to the full utilization of
otherwise underemployed domestic resources. That is, through trade, a developing nation
can move from an inefficient production point inside its production frontier, with unutilized
resources because of insufficient internal demand, to a point on its production frontier with
trade. For such a nation, trade would represent a vent for surplus, or an outlet for its potential
surplus of agricultural commodities and raw materials. This has indeed occurred in many
developing nations, particularly those in Southeast Asia and West Africa.

In addition, (2) by expanding the size of the market, trade makes possible division of labor
and economies of scale. This is especially important in the production of light manufactures
in small economies in the early stages of development. (3) International trade is the vehicle
for the transmission of new ideas, new technology, and new managerial and other skills.
(4) Trade also stimulates and facilitates the international flow of capital from developed to
developing nations. In the case of foreign direct investments, where the foreign firm retains
managerial control over its investment, the foreign capital is likely to be accompanied by
foreign skilled personnel to operate it. (5) In several large developing nations, such as Brazil
and India, the importation of new manufactured products stimulated domestic demand until
efficient domestic production of these goods became feasible. Finally, (6) international trade
is an excellent antimonopoly weapon because it stimulates greater efficiency by domestic
producers to meet foreign competition. This is particularly important to keep low the cost
and price of intermediate or semifinished products used as inputs in the domestic production
of other commodities.

Critics of international trade can match this impressive list of benefits with an equally
impressive list of the allegedly harmful effects of trade. However, since a developing nation
can refuse to trade if it gains nothing or loses, the presumption is that it must also gain from
trade. It is true that when most of the gains from trade accrue to developed nations, there is
a great deal of dissatisfaction and justification for demands to rectify the situation, but this
should not be construed to mean that trade is actually harmful. One can, of course, always
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find cases where, on balance, international trade may actually have hampered economic
development. However, in most cases it can be expected to provide invaluable assistance
to the development process. This has been confirmed empirically by many researchers (see
Selected Bibliography at the end of the chapter). China, which for security and ideological
reasons strove for self-sufficiency during most of the postwar period, during the 1990s came
to appreciate the potential contribution of trade to its growth and development and is indeed
now reaping major benefits from international trade—as are the former communist countries
of Eastern Europe after the fall of communism.

11.2D International Trade and Endogenous Growth Theory
Recent developments in endogenous growth theory starting with Romer (1986) and Lucas
(1988) provide a more convincing and rigorous theoretical basis for the positive relationship
between international trade and long-run economic growth and development. Specifically,
the new theory of endogenous economic growth postulates that lowering trade barriers will
speed up the rate of economic growth and development in the long run by (1) allowing
developing nations to absorb the technology developed in advanced nations at a faster
rate than with a lower degree of openness, (2) increasing the benefits that flow from
research and development (R&D), (3) promoting larger economies of scale in production,
(4) reducing price distortions and leading to a more efficient use of domestic resources
across sectors, (5) encouraging greater specialization and more efficiency in the produc-
tion of intermediate inputs, and (6) leading to the more rapid introduction of new products
and services.

To be sure, many of these ways by which freer trade can stimulate growth and devel-
opment had been recognized earlier (see Section 11.2c). Previous theorizing, however, was
much more casual and less rigorous. The new endogenous growth theory probes deeper and
seeks to spell out more rigorously and in greater detail the actual channels or the ways by
which lower trade barriers can stimulate growth in the long run. In particular, endogenous
growth theory seeks to explain how endogenous technological change creates externalities
that offset any propensity to diminishing returns to capital accumulation (as postulated by
neoclassical growth theory). Diminishing returns arise when more units of a variable input
are used with fixed amounts of other inputs.

In spite of the progress made by the new endogenous growth theory in spelling out
theoretically the channels through which freer trade leads to faster economic growth and
development in the long run, it has been difficult to test these links explicitly in the real world
because of a lack of more detailed data. In fact, as Edwards (1993) and Pack (1994) point
out, most empirical tests to date have been based on broad cross-sectional data for groups
of countries and are not very different from the empirical studies conducted earlier. That
is, these new empirical studies (see the references in Selected Bibliography) have generally
shown that openness leads to faster growth, but they have not been able to actually test
in detail the specific channels by which trade is supposed to lead to faster growth in the
long run—which is the major theoretical contribution of endogenous growth theory. For
this, more specific country studies examining the relationship among innovation, trade, and
growth are needed (see Case Study 11-1).
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■ CASE STUDY 11-1 The East Asian Miracle of Growth and Trade

Table 11.1 shows the average growth rate of real
GDP and trade in the High-Performance Asian
Economies (HPAEs). These include Hong Kong,
Korea, Singapore, and Taiwan (the so-called four
“tigers,” which started rapid growth in the 1960s),
as well as Malaysia, Indonesia, Thailand, and
especially China, which followed them in the
high-growth path in the 1970s and 1980s. Because
of its spectacular growth, China is a class by itself.
Data on Taiwan (Chinese Taipei) were not available.

The table shows that real GDP grew at the
average rate of 6.9 percent in the HPAEs dur-
ing the 1980–1990 decade and 7.7 percent in the
1990–1995 period. The growth of real GDP in
China was even greater—10.2 percent and 12.8
percent, respectively. At these rates, the growth of
real GDP would double every ten years or so in
the HPAEs and every six or seven years in China.

Table 11.1 also shows that the rate of growth
of exports was even greater than the growth of
GDP. The growth of exports is certain to have pro-
vided a great stimulus to the growth of GDP and in
turn to have been stimulated by it. There were, of
course, other forces at work that contributed to the
extraordinary growth of HPAEs and China. These
were extremely high rates of savings and invest-
ments, significant improvement in education and

■ TABLE 11.1. Average Growth of Real GDP and Trade in HPAEs, 1980–1995 (Percentages)

Growth of Real GDP Growth of Exports

1980–1990 1990–1995 1980–1990 1990–1995

Korea 9.4% 7.2% 12.0% 13.4%
Hong Kong 6.9 5.6 14.4 13.5
Singapore 6.4 8.7 10.0 13.3

Thailand 7.6 8.4 14.0 14.2
Indonesia 6.1 7.6 5.3 21.3
Malaysia 5.2 8.7 10.9 14.4

Average 6.9 7.7 11.1 15.0

China 10.2 12.8 11.5 15.6
Developing countries 2.8 2.1 7.3 5.2
Industrial countries 3.2 2.0 5.2 6.4

Source: World Bank, World Bank Development Report, 1997–2009.

training, the rapid rate of adoption of new tech-
nologies, and the shift from agrarian to industrial
economies. This “East Asian miracle” of growth
and trade has to be compared with much lower
average growth rates of real GDP and exports for
all developing countries and for industrial countries
(see Table 11.1).

In July 1997, however, Thailand suddenly
plunged into a deep economic crisis that quickly
spread to the other HPAEs (with the exception of
China, which had maintained a tight control over
its economy). The cause of the crisis was exces-
sive borrowing of short-term funds in dollars and
yen on international capital markets and using a
great deal of these funds for real estate speculation
and other unproductive investments. When local
banks and firms were unable to repay their loans,
foreign banks refused to extend new loans. Local
banks then stopped making loans to local busi-
nesses, causing many of them to fail and plunging
the nations into deep recession. At the height of
the crisis in 1997–1998, the real GDP of Korea,
Hong Kong, Thailand, and Malaysia declined by
more than 5 percent and by nearly 15 percent in
Indonesia. By 1998–1999, however, the worst of
the crisis was over and growth had resumed, but at
lower than the precrisis levels (except for China).

(c) ketabton.com: The Digital Library



Salvatore c11.tex V2 - 10/17/2012 10:34 A.M. Page 338

338 International Trade and Economic Development

11.3 The Terms of Trade and Economic Development
In this section, we first define the various terms of trade. We then analyze the alleged reasons
for expecting the commodity terms of trade of developing nations to deteriorate. Finally,
we present the results of some empirical studies that have attempted to measure the change
in developing nations’ commodity and income terms of trade over time.

11.3A The Various Terms of Trade
In Section 4.6, we defined the commodity, or net barter, terms of trade. However, there are
several other types of terms of trade, notably, the income terms of trade, the single factoral
terms of trade, and the double factoral terms of trade. We will define each of these terms
of trade, give an example of each, and explain their significance.

In Section 4.6, we defined the commodity, or net barter, terms of trade (N ) as the ratio of
the price index of the nation’s exports (PX ) to the price index of its imports (PM ) multiplied
by 100 (to express the terms of trade in percentages). That is:

N = (PX /PM ) 100 (11-1)

For example, if we take 1980 as the base year (N = 100), and we find that by the end of
2010 the nation’s PX fell by 5 percent (to 95), while its PM rose by 10 percent (to 110),
then this nation’s commodity terms of trade declined to

N = (95/100)100 = 86.36

This means that between 1980 and 2010 the nation’s export prices fell by 14 percent in
relation to its import prices.

A nation’s income terms of trade (I ) are given by

I = (PX /PM ) QX (11-2)

where QX is an index of the volume of exports. Thus, I measures the nation’s export-based
capacity to import. Returning to our example, if QX rose from 100 in 1980 to 120 in 2010,
then the nation’s income terms of trade rose to

I = (95/100)120 = (0.8636)(120) = 103.63

This means that from 1980 to 2010 the nation’s capacity to import (based on its export
earnings) increased by 3.63 percent (even though PX /PM declined). The change in the
income terms of trade is very important for developing nations, since they rely to a large
extent on imported capital goods for their development.

A nation’s single factoral terms of trade (S ) are given by

S = (PX /PM ) ZX (11-3)

where ZX is a productivity index in the nation’s export sector. Thus, S measures the amount
of imports the nation gets per unit of domestic factors of production embodied in its exports.
For example, if productivity in the nation’s export sector rose from 100 in 1980 to 130 in
2010, then the nation’s single factoral terms of trade increased to

S = (95/110)130 = (0.8636)(130) = 112.27
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This means that in 2010 the nation received 12.27 percent more imports per unit of domestic
factors embodied in its exports than it did in 1980. Even though the nation shares part of
its productivity increase in its export sector with other nations, the nation is better off in
2010 than it was in 1980 (by more than indicated by the increase in I and even though N
declined).

The concept of the single factoral terms of trade can be extended to measure the nation’s
double factoral terms of trade (D), given by

D = (PX /PM )(ZX /ZM ) 100 (11-4)

where ZM is an import productivity index. Thus, D measures how many units of domestic
factors embodied in the nation’s exports are exchanged per unit of foreign factors embodied
in its imports. For example, if ZM rises from 100 to 105 between 1980 and 2010, then D
rises to

D = (95/100)(130/105) = (0.8636)(1.2381)(100) = 106.92

Of the four terms of trade defined, N , I , and S are the most important. D does not have
much significance for developing nations and is very seldom, if ever, measured. (It was
included here only for the sake of completeness.) The most significant terms of trade for
developing nations are I and S . However, since N is the easiest to measure, most of the
discussion in the economic literature has been in terms of N . Indeed, N is often referred to
simply as “the terms of trade.” As we have seen in the above examples, I and S can rise
even when N declines. This is generally regarded as favorable to a developing nation. Of
course, the most favorable situation is when N , I , and S all increase. On the other hand, the
worst possible situation from the point of view of a developing nation occurs when all three
terms of trade deteriorate. This may lead to immiserizing growth , discussed in Section 7.5b.

11.3B Alleged Reasons for Deterioration in the Commodity
Terms of Trade

According to such economists as Prebisch, Singer , and Myrdal , the commodity terms of
trade of developing nations tend to deteriorate over time. The reason is that most or all of
the productivity increases that take place in developed nations are passed on to their workers
in the form of higher wages and income, while most or all of the productivity increases
that take place in developing nations are reflected in lower prices. Thus, developed nations,
so the argument goes, have the best of both worlds. They retain the benefits of their own
productivity increases in the form of higher wages and income for their workers, and at the
same time they also reap most of the benefits from the productivity increases taking place
in developing nations through the lower prices that they are able to pay for the agricultural
exports of developing nations.

The very different response to productivity increases in developed and developing nations
is due to the widely differing conditions in their internal labor markets. Specifically, because
labor is relatively scarce in developed nations and labor unions are strong, most of the
productivity increases in developed nations are extracted by labor in the form of higher
wages, leaving costs of production and prices more or less unchanged. Indeed, labor in
these nations was often able to extract wage increases that are even higher than their
productivity increases. This raised costs of production and the prices of the manufactured
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goods that developed nations export. On the other hand, because of surplus labor, large
unemployment, and weak or nonexistent labor unions in most developing nations, all or
most of the increases in productivity taking place in these nations are reflected in lower
production costs and in lower prices for their agricultural exports.

If all productivity increases were reflected in lower commodity prices in both developed
and developing nations, the terms of trade of developing nations should have improved over
time. The reason is that productivity increases in agriculture are generally smaller than in
industry. Therefore, the cost and prices of manufactured goods should fall in relation to the
prices of agricultural commodities. Since developed nations export mostly manufactured
goods and import mostly agricultural commodities and raw materials, their terms of trade
should deteriorate, so that the terms of trade of developing nations (the inverse, or reciprocal)
should improve over time. It is because productivity increases are reflected in higher wages in
developed countries but in lower prices in developing countries that, according to Prebisch
(1962), Singer (1950), and Myrdal (1959), we can expect a secular deterioration in the
collective terms of trade of developing nations.

Another reason for expecting the terms of trade of developing nations to deteriorate is that
their demand for the manufactured exports of developed nations tends to grow much faster
than the latter’s demand for the agricultural and raw material exports of developing nations.
This is due to the much higher income elasticity of demand for manufactured goods than
for agricultural commodities and raw materials. While these arguments seem to make some
sense, it is difficult to evaluate them on theoretical grounds alone. Furthermore, the fact that
many developing nations have experienced a large increase in the share of manufactured
exports in their total exports during the past decades makes the calculations much more
difficult and the results obtained less useful.

11.3C Historical Movement in the Commodity
and Income Terms of Trade

Prebisch and Singer based their belief that the (commodity) terms of trade of developing
nations tend to deteriorate on a 1949 United Nations study that showed that the terms of trade
of the United Kingdom rose from 100 in 1870 to 170 in 1938. Since the United Kingdom
exported manufactured goods and imported food and raw materials while developing nations
exported food and raw materials and imported manufactured goods, Prebisch and Singer
inferred from this that the terms of trade of developing nations (the inverse of the terms of
trade of the United Kingdom) had fallen from 100 to 100/170 = 59.

This conclusion was seriously challenged on several grounds. First of all, since the prices
of exports and imports were measured at dockside in the United Kingdom, a great deal of
the observed relative decline in the price of food and raw material imports of the United
Kingdom reflected the sharp decline in the cost of ocean transportation that occurred over
this period and not lower relative prices received by exporting nations. Second, the higher
relative prices received by the United Kingdom for its manufactured exports reflected the
greater quality improvements in manufactured goods than in primary commodities. For
example, a typewriter or PC today does many more things automatically than a typewriter
of 20 or 30 years ago, whereas a pound of coffee today is not much different from a
pound of coffee of previous years. Therefore, it is only natural that the price of some
manufactured goods should rise in relation to the price of primary commodities. Third,
developed nations also exported some primary commodities (witness the large agricultural
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exports of the United States), and developing nations also exported many manufactured
goods. Consequently, measuring the terms of trade of developing nations as the price of
traded primary commodities divided by the price of traded manufactured goods is not entirely
valid. Fourth, the study ended in a depression year when prices of primary commodities
were abnormally low, so that the increase in the terms of trade of the United Kingdom (and
therefore the decline in the terms of trade of developing nations) was greatly overestimated.

Such criticisms stimulated other empirical studies that attempted to overcome the short-
comings of the United Nations study. One of these is the study published in 1956 by
Kindleberger , in which he concluded that the terms of trade of developing nations vis-à-vis
Western Europe declined only slightly from 1870 to 1952. However, he also could not take
quality changes into account. A 1963 study by Lipsey found that the terms of trade of
developing nations in relation to those of the United States did not suffer any continuous
downward trend from 1880 to 1960. They rose before World War I and from World War II
to 1952 and declined after that. More recently, Spraos (1983) confirmed that the commod-
ity terms of trade of developing nations had deteriorated from 1870 to 1938, but by much
less than was found in the United Nations study, after correcting for transportation costs
and quality changes. By including the postwar period until 1970, however, Spraos found
no evidence of deterioration. Grilli and Yang (1988) found that the terms of trade between
primary products and manufactures (the approximate terms of trade of developing nations
at the time) declined by about 0.6 percent per year over the 1900–1986 period and since
1953 when petroleum products were excluded. These results are confirmed by Reinhart and
Wickham (1994) for the 1900–1990 period. Cashin and McDermott (2002) showed that
real commodity prices deteriorated by about 1 percent per year over the 140-year period
from 1862 to 1999. They also found evidence of rising amplitude of price fluctuations since
the early 1900s and more frequent fluctuations since the early 1970s. These results were
confirmed by Harvey et al. (2010). Finally, Zanias (2004) showed with Figure 11.1 that the
price of primary commodities with respect to the price of manufactured goods (measured
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FIGURE 11.1. Commodity Terms of Trade and Structural Breaks, 1900–1998.
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along the vertical axis in logarithms, so that equal distances refer to equal percentages)
dropped to nearly one-third from 1900 to 1998, but that this occurred during structural
breaks (1915–1920 and 1975–1993) rather than gradually over time.

Several important conclusions emerge from these studies. First, estimating the change in
the secular terms of trade inevitably faces serious statistical difficulties. For example, results
are very sensitive to which years are taken as the beginning and the end of the data series and
the way the price indices of exports and imports are calculated. Second, the movement in the
overall terms of trade of all developing nations does not have much relevance for individual
developing nations. For example, a developing nation that exported food experienced terms
of trade that increased much less than one that exported primarily petroleum trade. Thus,
what is important is the type of products that each developing nation exports and the change
in the price of those products over time (see Case Study 11-2). Third, most studies found that,
regardless of the secular movement in the commodity terms of trade, the overall income terms
of trade of developing nations as a group have increased substantially over time because of
sharply rising volumes of exports. For example, Grilli and Yang (1988) found that between
1953 and 1983 the commodity terms of trade of developing nations declined by about 20
percent, but their income terms of trade increased by about 165 percent (and as pointed out
earlier, the income terms of trade are more important than the commodity terms of trade
for developing nations). Finally, attempts to measure the factoral terms of trade have been
seriously hampered by the difficulty of obtaining measures of productivity changes.

■ CASE STUDY 11-2 Change in Commodity Prices over Time

Table 11.2 shows the change in commodity price
indices in selected years from 1972 to 2011. Set-
ting the price in 2000 equal to 100, the table shows
that the price of nonfuel commodities rose from 44
in 1972 to 238 in 2011, or by 138 percent (note
that percentage changes are calculated by using the
average of the initial and ending prices). Over the
same 1972–2011 period, food prices rose by 115
percent, beverages by 128 percent, raw materials
by 141 percent, and metals by 160 percent, as
compared with 188 percent for petroleum. Note,

■ TABLE 11.2. Changes in Commodities Prices, Selected Years, 1972–2011 (2000 = 100)

% Change
Commodity 1972 1974 1980 1986 1990 1995 2000 2005 2010 2011 1972–2010

Nonfuel commodities 44 85 114 85 106 125 100 126 202 238 138
Food 59 133 139 90 113 127 100 122 182 218 115
Beverages 60 92 191 195 102 154 100 132 233 272 128
Raw materials 27 44 80 64 94 124 100 102 127 156 141
Metals 43 79 110 79 122 122 100 160 323 366 160

Petroleum 10 41 130 50 82 61 100 189 276 314 188

Source: International Monetary Fund, International Financial Statistics, (Washington, D.C.: IMF, various issues).

however, that the price indices shown in Table 11.2
fluctuate a great deal over time and that we should
get very different results if we compared any other
set of years. The data also imply that the terms
of trade of primary exporters depend very much
on the commodity they export. (See Table 4.3 in
Case Study 4-4 for the change in terms of trade
of advanced countries, of developing countries as
a whole, and of Asia, the Middle East, and the
Western Hemisphere.)
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11.4 Export Instability and Economic Development
Independently of deteriorating long-run or secular terms of trade, developing nations may
also face large short-run fluctuations in their export prices and earnings that could seriously
hamper their development. In this section, we concentrate on this short-run instability. We
first analyze from a theoretical point of view the causes and effects of short-run fluctuations
in the export prices and earnings of developing nations. Then we present the results of
some empirical studies that have attempted to measure the magnitude of these short-run
fluctuations and their actual effect on development. Finally, we discuss briefly international
commodity agreements directed at stabilizing and increasing the export prices and earnings
of developing nations.

11.4A Cause and Effects of Export Instability
Developing nations often experience wild fluctuations in the prices of their primary exports.
This is due to both inelastic and unstable demand and supply. In Figure 11.2, D and
S represent, respectively, the steeply inclined (inelastic) hypothetical demand and supply
curves of developing nations’ primary exports. With D and S, the equilibrium price is P . If
for whatever reason D decreases (shifts to the left) to D ′ or S increases (shifts to the right)
to S ′, the equilibrium price falls sharply to P ′. If both D and S shift at the same time to D ′
and S ′, the equilibrium price falls even more, to P ′′. If then D ′ and S ′ shift back to D and
S , the equilibrium price rises very sharply and returns to P . Thus, inelastic (i.e., steeply
inclined) and unstable (i.e., shifting) demand and supply curves for the primary exports of
developing countries can lead to wild fluctuations in the prices that these nations receive
for their exports.

But why should the demand and supply curves of the primary exports of developing
nations be inelastic and shifting? The demand for many primary exports of developing
nations is price inelastic because individual households in developed nations spend only

Price

Quantity

P

P'

P''

0

D' D

S S'

FIGURE 11.2. Price Instability and the Primary Exports of Developing Nations.
D and S refer, respectively, to the demand and supply curves of the primary exports of developing
nations. With D and S, the equilibrium price is P. If D shifts to D ′ or S to S ′, the equilibrium price falls sharply
to P ′. If both D and S shift to D ′ and S ′, the equilibrium price falls even more, to P ′ ′. If, subsequently, D ′ and
S ′ shift back up to D and S, the equilibrium price moves back up to P. Thus, price inelastic and unstable D
and S curves may lead to wild price fluctuations.
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a small proportion of their income on such commodities as coffee, tea, cocoa, and sugar.
Consequently, when the prices of these commodities change, households do not significantly
change their purchases of these commodities, resulting in a price-inelastic demand. On the
other hand, the demand for many minerals is price inelastic because few substitutes are
available. At the same time, the demand for the primary exports of developing nations is
unstable because of business cycle fluctuations in developed nations.

Turning to the supply side, we find that the supply of the primary exports of developing
nations is price inelastic (i.e., the quantities supplied do not respond very much to changes
in their prices) because of internal rigidities and inflexibilities in resource uses in most
developing nations, especially in the case of tree crops that involve long gestation periods.
Supplies are unstable or shifting because of weather conditions, pests, and so on.

Because of wildly fluctuating export prices, the export earnings of developing nations
are also expected to vary significantly from year to year. When export earnings rise,
exporters increase their consumption expenditures, investments, and bank deposits. The
effects of these are magnified and transmitted to the rest of the economy by the familiar
multiplier-accelerator process. The subsequent fall in export earnings results in a multiple
contraction of national income, savings, and investment. This alternation of boom and bust
periods renders development planning (which depends on imported machinery, fuels, and
raw materials) much more difficult.

11.4B Measurements of Export Instability and Its Effect
on Development

In a well-known study published in 1966, MacBean found that over the 1946–1958 period
the index of instability of export earnings (defined as the average percentage deviation of
the dollar value of export proceeds from a five-year moving average and measured on a
scale of 0 to 100) was 23 for a group of 45 developing nations and 18 for a group of 18
developed nations for which data were available.

These empirical results seem to indicate that, while export instability is somewhat larger
for developing nations than for developed nations, the degree of instability itself is not very
large in an absolute sense when measured on a scale of 0 to 100. MacBean also showed
that the greater instability of export earnings of developing nations was not due, as previ-
ously believed, to the fact that these nations exported only a few commodities or exported
these commodities to only a few nations (i.e., to commodity and geographic concentra-
tion of trade) but depended primarily on the type of commodities exported. For example,
those nations exporting such commodities as rubber, jute, and cocoa faced much more
unstable export earnings than developing nations exporting petroleum, bananas, sugar, and
tobacco.

MacBean further showed that the greater fluctuation in the export earnings of develop-
ing nations did not lead to significant fluctuations in their national incomes, savings, and
investments and did not seem to interfere much with their development efforts. This was
probably due to the relatively low absolute level of instability and to the fact that very low
foreign trade multipliers insulated the economies of developing nations from fluctuations
in their export earnings. These results led MacBean to conclude that the very costly inter-
national commodity agreements demanded by developing nations to stabilize their export
earnings were not justified. The same resources could be used more profitably for truly
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developmental purposes than to stabilize export earnings, which were not very unstable to
begin with. Subsequent studies by Massell (1970), Lancieri (1978), Love (1986), Massell
(1990), Ghosh and Ostry (1994), and Sinha (1999) confirm for later periods MacBean’s
results that export instability was not very large and that it has not hampered development.

11.4C International Commodity Agreements
The stabilization of export prices for individual producers in developing nations could be
achieved by purely domestic schemes such as the marketing boards set up after World
War II. These operated by purchasing the output of domestic producers at the stable prices
set by the board, which would then export the commodities at fluctuating world prices.
In good years, domestic prices would be set below world prices so that the board could
accumulate funds, which it would then disburse in bad years by paying domestic producers
higher than world prices. Examples are the cocoa marketing board of Ghana and the rice
marketing board of Burma (now Myanmar). However, only a few of these marketing boards
met with some degree of success because of the great difficulty in correctly anticipating the
domestic prices that would average out world prices over time and because of corruption.

Developing nations, however, were most interested in international commodity agree-
ments because they also offered the possibility of increasing their export prices and earnings.
There are three basic types of international commodity agreements: buffer stocks, export
controls, and purchase contracts.

Buffer stocks involve the purchase of the commodity (to be added to the stock) when
the commodity price falls below an agreed minimum price, and the sale of the commodity
out of the stock when the commodity price rises above the established maximum price.
Buffer stock agreements have certain disadvantages: (1) Some commodities can be stored
only at a very high cost; and (2) if the minimum price is set above the equilibrium level,
the stock grows larger and larger over time. An example of a buffer stock arrangement is
the International Tin Agreement . This was set up in 1956, but, after a number of years of
successful operation, it collapsed in 1985. The International Natural Rubber Agreement was
set up in 1979 and was terminated in 1998, while the International Cocoa Agreement was
set up in 2001 and is still in operation.

Export controls seek to regulate the quantity of a commodity exported by each nation in
order to stabilize commodity prices. The main advantage of an export control agreement is
that it avoids the cost of maintaining stocks. The main disadvantage is that (as with any quota
system) it introduces inefficiencies and requires that all major exporters of the commodity
participate (in the face of strong incentives for each of them to remain outside or cheat on
the agreement). An example is the International Sugar Agreement . This was negotiated in
1954 but has generally been unable to stabilize and raise sugar prices because of the ability
of developed nations to increase their own production of beet sugar. The International
Coffee Agreement , set up in 1962, did succeed in stabilizing coffee prices during the 1980s.
This agreement, however, collapsed in 1989 as did coffee prices, but it was revived in 1993.
Since the late 1990s, however, coffee prices have collapsed in the face of excessive supplies
that the global export retention scheme of the Association of Coffee Producing Countries
failed to curtail sufficiently. As pointed out in Section 9.3c, OPEC was in disarray during
the 1980s and most of the 1990s as oversupply of petroleum products and contained growth
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in demand caused large price declines, after the sharp increases of the 1970s. Since the start
of the last decade, however, petroleum prices have risen sharply (see Table 11.2).

Purchase contracts are long-term multilateral agreements that stipulate a minimum price
at which importing nations agree to purchase a specified quantity of the commodity and a
maximum price at which exporting nations agree to sell specified amounts of the commod-
ity. Purchase contracts thus avoid the disadvantages of buffer stocks and export controls
but result in a two-price system for the commodity. An example is the International Wheat
Agreement , which was signed in 1949. This agreement, however, affected primarily the
United States, Canada, and Australia rather than developing nations, and it became inop-
erative when, as a result of the huge wheat purchases by the Soviet Union since the early
1970s, wheat prices rose sharply above the established price ceiling. The agreement was
terminated in 1995.

The international commodity agreements mentioned earlier are the only ones of any
significance to have been operational at one time or another since World War II. However,
as already noted, with the exception of the International Coffee Agreement, they either
failed or have had very limited success in stabilizing and increasing the export prices and
earnings of developing nations. One reason for this is the very high cost of operating them
and the general lack of support by developed nations since they would have to shoulder
most of the burden of setting up and running these international agreements. To be noted is
that in the evaluation of international commodity agreements, it is important to determine
whether prices or earnings are to be stabilized and whether instability results from shifts in
the demand curve or in the supply curve. (This is left as an end-of-chapter problem.)

A modest compensatory financing scheme was set up in 1969 by the International Mon-
etary Fund (IMF) for developing nations whose export earnings in any one year fell below
the previous five-year moving average (this is discussed in Chapter 21). A similar scheme
to stabilize export earnings was set up in 1975 with a $400 million fund by the European
Union (EU) for the 57 Lomé Convention countries in Africa, the Caribbean, and the Pacific.
However, these were very modest programs and fell far short of what developing nations
demanded. Nevertheless, compensatory financing schemes could provide many of the ben-
efits and avoid most of the problems associated with international commodity agreements.

11.5 Import Substitution versus Export Orientation
We now examine the reasons why developing nations want to industrialize and the advan-
tages and disadvantages of industrialization through import substitution versus exports. We
will then evaluate the results of the policy of import substitution, which most developing
nations chose as their strategy for industrialization and development during the 1950s, 1960s,
and 1970s. Afterward, we will examine the subsequent trend toward trade liberalization in
most developing countries.

11.5A Development through Import Substitution versus Exports
During the 1950s, 1960s, and 1970s, most developing nations made a deliberate attempt to
industrialize rather than continuing to specialize in the production of primary commodities
(food, raw materials, and minerals) for export, as prescribed by traditional trade theory.
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Industrialization was relied on to provide (1) faster technological progress, (2) the creation
of high-paying jobs to relieve the serious unemployment and underemployment problems
faced by most developing nations, (3) higher multipliers and accelerators through greater
backward and forward linkages in the production process, (4) rising terms of trade and more
stable export prices and earnings, and (5) relief from balance-of-payments difficulties that
result because the demand of developing nations for manufactured products rises faster than
their export earnings. The desire of developing nations to industrialize is natural in view of
the fact that all rich nations are industrial while most poor nations are primarily agricultural.

Having decided to industrialize, developing nations had to choose between industrial-
ization through import substitution or export-oriented industrialization. Both policies have
advantages and disadvantages. An import-substitution industrialization (ISI) strategy has
three main advantages: (1) The market for the industrial product already exists, as evidenced
by imports of the commodity, so that risks are reduced in setting up an industry to replace
imports. (2) It is easier for developing nations to protect their domestic market against
foreign competition than to force developed nations to lower trade barriers against their
manufactured exports. (3) Foreign firms are induced to establish so-called tariff factories to
overcome the tariff wall of developing nations.

Against these advantages are the following disadvantages: (1) Domestic industries can
grow accustomed to protection from foreign competition and have no incentive to become
more efficient. (2) Import substitution can lead to inefficient industries because the smallness
of the domestic market in many developing nations does not allow them to take advantage
of economies of scale. (3) After the simpler manufactured imports are replaced by domestic
production, import substitution becomes more and more difficult and costly (in terms of the
higher protection and inefficiency) as more capital-intensive and technologically advanced
imports have to be replaced by domestic production.

Export-oriented industrialization also has advantages and disadvantages. Advantages
include the following: (1) It overcomes the smallness of the domestic market and allows a
developing nation to take advantage of economies of scale. This is particularly important
for the many developing countries that are both very poor and small. (2) Production of
manufactured goods for export requires and stimulates efficiency throughout the economy.
This is especially important when the output of an industry is used as an input of another
domestic industry. (3) The expansion of manufactured exports is not limited (as in the case
of import substitution) by the growth of the domestic market.

On the other hand, there are two serious disadvantages: (1) It may be very difficult for
developing nations to set up export industries because of the competition from the more
established and efficient industries in developed nations. (2) Developed nations often provide
a high level of effective protection for their industries producing simple labor-intensive
commodities in which developing nations already have or can soon acquire a comparative
advantage.

During the 1950s, 1960s, and 1970s, most developing nations, particularly the larger
ones, strongly opted for a policy of import substitution to industrialize. They protected their
infant industries or stimulated their birth with effective tariff rates that rose sharply with
the degree of processing. This was done at first to encourage the relatively simple step of
assembling foreign parts, in the hope that subsequently more of these parts and intermediary
products could be produced domestically (backward linkage). Heavy protection of domestic
industries also stimulated the establishment of tariff factories in developing nations.
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11.5B Experience with Import Substitution
The policy of industrialization through import substitution generally met with only limited
success or with failure. Very high rates of effective protection, in the range of 100 to 200
percent or more, were common during the 1950s, 1960s, and 1970s, in such nations as India,
Pakistan, Argentina, and Nigeria. These led to very inefficient domestic industries and very
high prices for domestic consumers. Sometimes the foreign currency value of imported inputs
was greater than the foreign currency value of the output produced (negative value added).

Heavy protection and subsidies to industry led to excessive capital intensity and
relatively little labor absorption. For example, the capital intensity in the production of steel
was almost as high in capital-poor nations such as India as it is in the capital-rich United
States. This quickly exhausted the meager investment funds available to developing nations
and created only a few jobs. The result was that most of the yearly increase in the labor
force of most developing countries had to be absorbed into agriculture and the traditional
service sector, thus aggravating their unemployment and underemployment problem. In
addition, the hope of finding high-paying jobs in the modern urban sector attracted many
more people to the cities than could find employment, leading to an explosive situation.
The highest priority was given to the construction of new factories and the purchase of new
machinery, with the result of widespread idle plant capacity for lack of funds to purchase
needed raw material and fuel imports. One-shift operation of plants also contributed to
excessive capital intensity and low labor absorption in developing nations.

The effort to industrialize through import substitution also led to the neglect of agriculture
and other primary sectors, with the result that many developing nations experienced a decline
in their earnings from traditional exports, and some (such as Brazil) were even forced
to import some food products that they had previously exported. Furthermore, the policy
of import substitution often aggravated the balance-of-payments problems of developing
nations by requiring more imports of machinery, raw materials, fuels, and even food.

The overall result was that those developing nations (such as India, Pakistan, and
Argentina) that stressed industrialization through import substitution fared much worse and
grew at a much slower rate than those developing economies (such as Hong Kong, Korea,
and Singapore) that from the early 1950s followed an export-oriented strategy (see Case
Study 11-3). It has been estimated that the policy of import substitution resulted in the

(continued)

■ CASE STUDY 11-3 The Growth of GDP of Rich Countries, Globalizers, and Nonglobalizers

Table 11.3 shows that globalizing developing
countries (the so-called globalizers) grew much
faster than rich countries and nonglobalizing
developing countries (i.e., than the nonglobalizers)
since the beginning of the 1980s, but not earlier.
The rich countries were defined as the 24 OECD
industrial countries plus the early globalizers (and
relatively high-income economies) of Chile, Hong
Kong, Singapore, South Korea, and Taiwan. Of
the remaining 73 countries for which data were

available, the top one-third of these developing
countries (about 24 of them) in terms of growth
of trade as a share of their GDP and in terms of
reduction in their average tariff rates were defined
as globalizers, while the remaining two-thirds
of the countries (49 of them) were defined as
nonglobalizers. Growth was measured as the
weighted average increase of real GDP. Thus,
globalization was clearly associated with more
rapid growth since the beginning of the 1980s.
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■ CASE STUDY 11-3 Continued

■ TABLE 11.3. Average Growth of Real GDP of Rich Countries, Globalizers,
and Nonglobalizers, 1960s–2000s (Percentage)

1960s 1970s 1980s 1990s 2000s

Rich countries 4.7 3.1 2.3 2.2 1.6
Globalizers 1.4 2.9 3.5 5.0 5.0
Nonglobalizers 2.4 3.3 0.8 1.4 2.3

Sources: D. Dollar and A. Kraay, ‘‘Trade Growth and Poverty,’’ World Bank Research Paper, March 2001, p. 38;
and D. Salvatore, ‘‘Globalization, International Competitiveness, and Growth: Advanced and Emerging Markets,
Large and Small Countries,’’ Journal of International Commerce, Economics and Policy, April 2010, pp. 21–32.

waste of up to 10 percent of the national income of developing nations. It must be pointed
out, however, that a policy of import substitution may be of some benefit in the early
stages of development (especially for larger developing nations), while an export orientation
becomes an absolute necessity later in the development process. Thus, rather than being
alternatives, policies of import substitution and export orientation could profitably be applied
to some extent sequentially, especially in the larger developing nations. This was in fact
what Korea did.

11.5C Trade Liberalization and Growth
in Developing Countries

Starting in the 1980s, many developing nations that had earlier followed an import substitu-
tion industrialization (ISI) strategy began to liberalize trade and adopt an outward orientation.
The reforms were spurred by the debt crisis that began in 1982 (see Section 11.6b) and the
evident success of the outward-oriented countries. Table 11.4 shows some trade-liberalizing
measures adopted by some developing countries in Latin America, Africa, and Asia during
the 1980s and early 1990s. In general, the reforms involved a dramatic reduction and sim-
plification in average tariff rates and quantitative import restrictions. These, in turn, resulted
in a much higher degree of openness, as measured by the sum of exports plus imports as a
ratio of GDP, a sharp increase in the ratio of manufactures in total exports (see Case Study
11-4), and higher rates of growth for the liberalizing economies. Trade reforms were most
successful when launched in a single bold move rather than with a number of small hesitant
steps over time and when accompanied by anti-inflationary measures.

The World Bank has greatly facilitated the planning and carrying out of trade liberal-
ization programs with technical assistance and loans. The World Bank began its lending
for structural adjustment in 1980, and by 1995 it had lent more than $20 billion to more
than 60 countries for the purpose of implementing structural or sectoral reforms. The largest
number of loans went to Sub-Saharan African countries, but since these loans were gener-
ally small, a much larger amount went to other developing countries. The fact that many
of the liberalizing developing countries have joined the General Agreement on Tariffs and
Trade (GATT, see Section 9.6b) and that the Uruguay Round was successfully concluded
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■ TABLE 11.4. Trade Reforms in Selected Developing Countries

Country Reforms

Argentina Average tariff levels were reduced from 18 percent to 11 percent and import
licensing restrictions were substantially eased in 1991. The highest tariff rate
was cut by another 15 percentage points in 1992.

Brazil Major trade reforms were announced in March 1990 to replace almost all
quotas with tariffs. Average tariff rates were reduced from 37 percent to 25
percent in 1990, to 21 percent in 1992, and to 14 percent in 1994.

Chile In 1973 all quotas were removed, and a uniform tariff of 10 percent was
imposed on all goods except automobiles. The tariff was raised to 15
percent following the economic crisis of the early 1980s.

China A 1992 agreement began significant import liberalization, including a
phaseout of almost 90 percent of all NTBs by 1998.

Egypt The import quota on all tradable goods was reduced from 37 percent in
1990 to 23 percent in 1991 and 10 percent in 1992, and in 1993 the highest
tariff rate was reduced from 100 percent to 80 percent.

India Restrictive import licensing requirements covering 70 percent of all imports
were eliminated in 1992, and the peak tariff was reduced from 110 percent
to 85 percent in 1993.

Mexico Quotas were substantially reduced starting in 1985. By 1988, tariffs were
reduced to an average of 11 percent, with a maximum rate of 20 percent.

Philippines Trade reform was adopted in 1991 to reduce the average tariff rate from 28
percent to 20 percent by 1995. Some quotas were also lifted.

Turkey Quotas and other NTBs barriers have been substantially reduced starting in
1980 and tariff reduced substantially in 1992.

Sources: D. Rodrik, ‘‘The Rush to Free Trade in the Developing World: Why So Late? Why Now? Will It
Last?’’ NBER Working Paper No. 3947, January 1992, pp. 3–4; and S. Hickok, ‘‘Recent Trade Liberalization in
Developing Countries,’’ Quarterly Review, Federal Reserve Bank of New York, Autumn 1993, p. 3.

■ CASE STUDY 11-4 Manufactures in Total Exports of Selected Developing Countries

Table 11.5 gives the percentage of manufactured
exports in the total merchandise exports of selected
developing countries in Africa, Asia, and Latin
America in 1983 and 2010. The table shows that
the structure of exports of all the countries shown
in the table changed dramatically toward manu-
factures during the period examined. This is espe-
cially true for South Africa and Malaysia (where
it nearly tripled) and in Thailand, Argentina, and

Mexico (where it doubled). Thus, the stereotype
of developing countries exporting raw materials
and foods and importing manufactured goods is no
longer true. Even the conclusion that most manu-
factured exports of developing countries are sim-
ple, labor-intensive products is no longer valid,
especially for the most advanced of the developing
countries, such as Malaysia and Brazil (among the
countries listed in the table).

(continued)
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■ CASE STUDY 11-4 Continued

■ TABLE 11.5. Manufactures Exports as Percent of Total Merchandise Exports,
Selected Developing Countries, 1983 and 2010

Africa 1983 2010 Asia 1983 2010 Latin America 1983 2010

Egypt 12 43 India 52 64 Argentina 16 33
Kenya 15 35 Malaysia 25 67 Brazil 39 37
South Africa 18 47 Pakistan 63 74 Chile 7 13
Tunisia 44 76 Thailand 31 75 Mexico 37 76

Source: World Bank, World Development Indicators, Various Issues.

(see Section 9.7a) consolidated the reforms already undertaken and encouraged further
reforms. These promoted higher productivity and growth in most developing countries during
this decade.

11.6 Current Problems Facing Developing Countries
In this section, we examine the most serious problems facing developing countries today.
These are: (1) the conditions of stark poverty prevailing in many countries, particularly
those of sub-Saharan Africa; (2) the unsustainable foreign debt of some of the poorest
developing countries; and (3) the remaining trade protectionism of developed countries
against developing countries’ exports. Let us briefly examine each of these problems.

11.6A Poverty in Developing Countries
Table 11.6 gives the population and the per capita income in 2010, the growth in real per
capita income from 1990 to 2010, and infant mortality and life expectancy in 1990 and
2010 in various groups of countries. The table shows that the average per capita income of
all developing economies and former communist countries was only $3,304 in 2010 ($1,340
and $4,260 for India and China, respectively) as compared with $38,658 in high-income
advanced economies. Worse still, the average growth of real per capita income was only
1.1 percent in sub-Saharan Africa (as a result of drought, wars, rapid population growth, the
spread of the HIV virus, and the general failure of the development effort), 1.8 percent in the
developing countries of Europe and Central Asia (because of economic restructuring after
the collapse of communism), and 2.3 percent in the Middle East and North Africa (because
of wars, political turmoil, and the sharp decline in petroleum prices during the 1990s).

The average growth of real per capita income was also relatively low (2.2 percent) in
Latin America and the Caribbean between 1990 and 2010 because of political turmoil and
failure in the development effort. Only in East Asia and the Pacific economies (and in
particular, in China) did the real per capita income increase very rapidly from 1990 to
2010. In South Asia, the growth of real per capita income, although not as spectacular as in
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■ TABLE 11.6. Population and Economic and Health Indicators, 1990–2010

Income per Capita Infant Mortality Life
Growth Rate per Expectancy

Population Rate 1,000 Live Births Birth (years)
————————— ———————in 2010 Dollars 1990–2010

Country/Region (Millions) 2010 (% per year) 1990 2010 1990 2010

Low and middle income 5, 732 3, 304 3.8 69 45 63 68
Sub-Saharan Africa 862 1, 165 1.1 109 76 50 54
East Asia and Pacific 1, 957 3, 691 7.9 42 20 67 72

of which China 1, 338 4, 260 9.9 37 16 68 73
South Asia 1, 591 1, 213 4.7 89 52 58 65

of which India 1, 171 1, 340 5.3 84 48 58 65
Europe and Central Asia 408 7, 214 1.8 41 19 68 71
Middle East and N. Africa 337 3, 839 2.3 58 27 64 72
Latin America and Caribbean 578 7, 802 2.2 42 18 68 74

High-income economies 1, 123 38, 658 1.7 10 5 75 80
World 6, 855 9, 097 1.6 64 41 65 70

Sources: World Bank, World Bank Report, 2012 and World Development Indicators, 2012.

East Asia, was very respectable. The table also shows that infant mortality was much higher
and life expectancy much lower in low-income developing countries than in high-income
developed countries, but major improvements were made in both measures throughout the
world from 1990 to 2010.

Despite the fact that the number of poor people in the world (defined by the World
Bank as people who live on less than $1.25 per day) has been cut drastically during the
past two-and-half decades of rapid globalization, there are still more than one billion poor
people in the world today and more than 20,000 children die of starvation each day (see
Salvatore, 2007 and 2010). The recent sharp increase in world food prices and the global
financial crisis are now threatening to undo the achievements of the past in reducing world
poverty and is a tragedy for the world poor.

It must be pointed out, however, that using exchange rates to convert the per capita income
of other countries into dollars without taking into account differences in the purchasing
power of money in each country greatly exaggerates differences in per capita incomes
between high- and low-income economies—and this exaggeration is larger the lower the
level of development of the country. A new measure of real per capita income based
on the purchasing power of the currency in each nation indicates, for example, that the
real per capita income of China was $7,570 in 2010 rather than $4,260 (as indicated in
Table 11.6) and in India it was $3,560 rather than $2,580. Thus, per capita incomes adjusted
for purchasing-power parity (PPP) greatly reduce measured differences in standards of
living between high- and low-income countries; nevertheless, they remain very large (see
the appendix to this chapter). Furthermore, income inequality is generally also much higher
in developing countries than in developed ones (see Campano and Salvatore, 2006, and
Salvatore, 2010).

(c) ketabton.com: The Digital Library



Salvatore c11.tex V2 - 10/17/2012 10:34 A.M. Page 353

11.6 Current Problems Facing Developing Countries 353

11.6B The Foreign Debt Problem of Developing Countries
During the 1970s and early 1980s, developing countries accumulated a total foreign debt
exceeding $1 trillion, which they found very difficult to service (i.e., repay the principal or
even the interest on the debt). When Mexico was unable to service (pay the interest on)
its foreign debt in August 1982, the world was plunged into a foreign debt crisis. As part
of the deal to renegotiate their debts, developing nations were required by the International
Monetary Fund (IMF) to adopt austerity measures to reduce imports and to cut inflation,
wage increases, and domestic programs. By 1994 the foreign debt problem was more or less
resolved (i.e., made manageable) for middle-income developing countries but not for the
poorest heavily indebted developing countries (most of which were in sub-Saharan Africa).
In June 1999, the G-7 group of seven leading industrial nations wrote off up to 90 percent
of the debt that the world’s most indebted nations owed to their governments.

The financial crisis in East Asia in 1997–1998, Russia in 1998, Brazil in 1999 and 2002,
and Turkey and Argentina in 2000–2002 caused the foreign debt of these nations to shoot
up. This required rescue packages (promises of financial aid) by the International Monetary
Fund, the World Bank, and private banks of $58 billion for Korea, $42 for Indonesia, $41
billion for Brazil, $23 billion for Russia, and $17 billion for Thailand from July 1997
through October 1998. In February 2002, the IMF extended a $16 billion loan to Turkey to
help it overcome the financial crisis, but refused to do so for Argentina (which defaulted on
its $140 billion foreign debt—the largest in history—in December 2001). In August 2002,
the IMF extended a $30 billion loan to Brazil to restore confidence and stem a massive
capital outflow. By 2003, growth had resumed in Argentina and by 2005 Argentina had
restructured its debt and repaid all IMF loans. In December 2005, Brazil also repaid all of
its IMF loans. Despite the fact that by 2011 the foreign debt of most developing countries
had improved, it still remained serious for some of them (see Case Study 11-5).

(continued)

■ CASE STUDY 11-5 The Foreign Debt Burden of Developing Countries

Table 11.7 shows the total foreign debt, the for-
eign debt as a percentage of GNI, and the foreign
debt service (interest and amortization payments
on the debt) as a percentage of exports for all
developing countries together and for developing
countries in each geographical region in 1980 (i.e.,
before the official start of the Latin American debt
crisis in 1982), in 1995 (before the start of the
financial crisis in East Asia in 1997), and in 2010.
From the table, we see that the total foreign debt
of all developing countries was $580 billion in
1980 (the largest component of which was the
$257 billion foreign debt of the Latin American
and Caribbean countries). The total debt increased
sharply to $1,860 billion by 1995, and again to
$4,076 billion by 2010.

The table also shows that the total foreign
debt as a percentage of GNI increased sharply
from 1980 to 1995, but then it declined just as
sharply by 2010, except for Europe and Central
Asia (because of the disruptions arising from the
collapse of communism). The foreign debt ser-
vice as a percentage of exports also increased from
1980 to 1995 (except for East Asia and the Pacific
and for Latin America and the Caribbean), but it
then declined in all regions, except for Europe and
Central Asia by 2009. Although less serious than
in the 1980 and 1990s, many developing nations
were still facing serious foreign debt problems in
2010, despite the fact that the rich countries had
cancelled $55 billion of the debt owed by the poor-
est developing countries at the end of 2005.
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■ CASE STUDY 11-5 Continued

■ TABLE 11.7. Developing Countries’ Foreign Debt Indicators, 1980, 1995, 2010

Total Debt Debt Debt Service
(billion $) as % of GNI as % of Exports

1980 1995 2010 1980 1995 2010 1980 1995 2009∗

All developing countries 580 1, 860 4, 076 21 39 21 13 18 11
Sub-Saharan Africa 61 236 206 24 76 20 7 16 6
East Asia and Pacific 65 456 1, 014 16 36 14 27 13 5
South Asia 38 152 401 16 32 19 12 30 7
Europe and Central Asia 76 246 1, 273 8 33 43 7 11 27
Middle East and N. Africa 83 162 144 22 59 14 6 21 —
Latin America and Caribbean 257 609 1, 039 36 36 22 36 27 18

* = 2010 data not available.
Source: World Bank, World Development Indicators, 2011, various issues.

11.6C Trade Problems of Developing Countries
During the 1980s, developed countries, beset by slow growth and large unemployment,
increased the trade protection they provided to some of their large industries (such as tex-
tiles, steel, shipbuilding, consumer electronic products, television sets, shoes, and many
other products) against imports from developing countries. These were the very indus-
tries in which developing countries had gained or were gaining a comparative advantage.
A great deal of the new protectionism was directed especially against the manufactured
exports of the High-Performance Asian economies (HPAEs), then called newly industri-
alized economies (NIEs). These economies (Hong Kong, Korea, Singapore, and Taiwan)
were characterized by rapid growth in gross domestic product (GDP), in industrial pro-
duction, and in manufactured exports. By 1993, nearly a third of developing countries’
exports to industrial countries were restricted by quotas and other nontariff trade barriers
(NTBs).

Had the trend toward increased protectionism continued, it could have led to a revival
(and justification) of export pessimism and a return to inward-looking policies in develop-
ing countries (see Salvatore, 2012). Fortunately, the successful completion of the Uruguay
Round in December 1993 prevented this (see Section 9.7a). Although most of the lib-
eralization that took place was in trade among developed countries, developing countries
also benefited (refer to Case Study 9-7). The Doha Round (see Section 9.7b), launched
in November 2001, was supposed to be a “development round” by dealing with the trade
demands of developing countries. Sharp disagreements between developed and developing
nations, and among developed nations themselves, however, have prevented its completion.

In June 1974, the General Assembly of the United Nations called for the establish-
ment of a New International Economic Order (NIEO) with the aim of (1) renegotiating
the international debt of developing countries and reducing interest payments, (2) negotiat-
ing international commodity agreements, (3) establishing preferential access in developed
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nations’ markets to all the manufactured exports of developing nations, (4) removing trade
barriers on agricultural products in developed nations, (5) increasing the transfer of tech-
nology to developing nations and regulating multinational corporations, (6) increasing the
yearly flow of foreign aid to developing nations to 0.7 percent of rich nations’ income, and
(7) allowing developing nations a greater role in international decision making. Most of
these same demands had been made previously at various United Nations Conferences on
Trade and Development (UNCTAD) held every four years since 1966. However, the slow-
down in the world economy during the 1980s and early 1990s led most industrial countries
to turn inward to address their own internal problems of slow growth and unemployment,
leading to the demise of the NIEO as a hotly debated issue.

Nevertheless, growth has increased and poverty has fallen in many developing countries
during the past three decades of rapid globalization. There is also an increased awareness in
the world today that the major cause of poverty in some of the poorest developing countries
is internal and due to wars, corruption, political instability, disease, and natural calamities.
In 2000, the World Bank sponsored the Millennium Development Goals (MDG), which
proposed a program for rich countries to help the poorest developing countries stimulate
growth, reduce poverty, and promote sustainable development.

In 2010, developed countries as a group gave only 0.21 percent of their GDP in foreign
aid and so did the United States—most of it bilateral. The reduction in trade restrictions
and protectionism from the implementation of the Uruguay Round agreement, however,
provided major trade benefits to developing countries (see Case Study 11-6).

(continued)

■ CASE STUDY 11-6 Globalization and World Poverty

Although globalization is often accused of
increasing world poverty, the fact is that world
poverty would probably be even more widespread
without globalization. What is true is that
globalization did not benefit all nations. Some
of the poorest nations in the world (especially
those in sub-Saharan Africa) seem to have been
left behind and marginalized by globalization,
and they were poorer (i.e., their average real per
capita income was lower) in the year 2000 than in
1980. The cause of their poverty, however, is not
globalization but drought, famine, internal strife,
war, and AIDS. What globalization can be blamed
for is not spreading the benefits of increased effi-
ciency and openness that come with globalization
more evenly and equitably to all nations.

The World Bank has estimated that the
number of very poor people (those living on less
than $1.25 per day) declined by about 650 million
from 1981 to 2005 (see Shaohua and Ravillion ,

2008). Without globalization, that number would
have been higher, not lower. But there remain
about 1 billion people living mostly in nonglob-
alizing nations facing stark poverty and thousands
of children that die of starvation each day.

Trying to overcome this tragedy, 189 coun-
tries signed the Millennium Declaration in Septem-
ber 2000, adopting the Millennium Development
Goals (MDGs), a set of eight objectives incorpo-
rating specific targets for reducing income poverty,
tackling other sources of human deprivation, and
promoting sustainable development by 2015. The
eight MDGs are (1) halve extreme poverty and
hunger relative to 1990; (2) achieve universal edu-
cation; (3) promote gender equality; (4) reduce
child mortality; (5) improve maternal health; (6)
combat HIV/AIDS, malaria, and other diseases; (7)
ensure environmental sustainability; and (8) estab-
lish a global partnership for development.
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■ CASE STUDY 11-6 Continued

Jeffrey Sachs (2005) has indicated that most
of these goals could be reached if rich nations pro-
vided 0.7 percent of their GDP (about $281 billion,
as compared with $129 billion in 2009) in aid to
developing countries as requested by the United
Nations. Only a handful of countries provide 0.7
percent or more of their GDP in foreign aid. Most
of the others have promised to increase their for-
eign aid to 0.5 percent of the GDP by 2010 and to
0.7 by 2015.

Sources: World Bank, Globalization, Growth and Poverty
(Washington, D.C.: World Bank, 2002); D. Dollar and
A. Aart, “Trade, Growth and Poverty,” and “Growth Is
Good for the Poor,” World Bank Working Papers , 2002; J.
Sachs, The End of Poverty (New York: Penguin Press HP,
2005); and D. Salvatore, “Globalization, Growth, Poverty
and Goverance,” in G. Cipollone, ed., Globalization,
Growth and Ethics (Rome: Gregorian University Press,
2010), pp. 169–185.

S U M M A R Y

1. Although the level and the rate of economic devel-
opment depend primarily on internal conditions in
developing nations, international trade can contri-
bute significantly to the development process. Some
economists, however, notably Prebisch, Singer, and
Myrdal, believed that international trade and the func-
tioning of the present international economic system
benefited developed nations at the expense of devel-
oping nations.

2. Even though the need for a truly dynamic theory
of trade remains, the technique of comparative stat-
ics can extend traditional trade theory to incorporate
changes in factor endowments, technology, and tastes.
Because of less favorable demand and supply condi-
tions, international trade today cannot be expected to
be the engine of growth that it was for the regions of
recent settlement in the nineteenth century. However,
trade can still play a very important supportive role.

3. The commodity, or net barter, terms of trade (N ) mea-
sure the movement over time in the nation’s export
prices relative to its import prices. The income terms
of trade (I ) measure the nation’s export-based capac-
ity to import. The single factoral terms of trade (S )
measure the amount of imports the nation gets per
unit of domestic factors embodied in its exports.
I and S are more important than N for developing
nations, but most of the discussion and controversy
have been in terms of N (since it is the easiest to
measure). I and S can rise even if N declines. Pre-
bisch and Singer have argued that N has a tendency to
decline for developing nations because most of their

productivity increases are reflected in lower prices for
their agricultural exports. Empirical studies indicate
that for developing nations N has declined over the
past century but I has increased substantially because
of sharply rising volumes of exports.

4. Independently of deteriorating long-run or secular
terms of trade, developing nations also face larger
short-run fluctuations in their export prices and earn-
ings than developed nations because of price-inelastic
and unstable demand for supply of their exports. How-
ever, the absolute level of export instability is not very
great, and, in most cases, it does not seem to have
interfered with development. In the past, develop-
ing nations demanded international commodity agree-
ments to stabilize and increase their export prices
and earnings. These involve buffer stocks, export con-
trols, or purchasing agreements. Only a very few of
these are in operation today, and none seems particu-
larly effective. The large expenditures that would be
required to set up and run commodity agreements may
not represent the best use of resources.

5. During the 1950s, 1960s, and 1970s, most develop-
ing nations made a deliberate attempt to industrialize
through the policy of import substitution. The results
were generally inefficient industries, excessive capital
intensity and little labor absorption, neglect of agricul-
ture, and even greater balance-of-payments problems.
Since the late 1980s, many developing nations have
shifted toward export-oriented policies and are paying
more attention to their agriculture.
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6. The most serious problems facing developing coun-
tries today are (1) the conditions of stark poverty
prevailing in many countries, particularly those of
sub-Saharan Africa, (2) the unsustainable foreign debt
of many of the poorest developing countries, espe-
cially those of sub-Saharan Africa, and (3) the pro-
tectionism in developed countries against develop-
ing countries’ exports. Developing countries sought
to overcome these problems by demanding a New
International Economic Order (NIEO) at the United

Nations and its special agency UNCTAD. Globaliza-
tion is not the cause of world poverty, but global-
ization has not benefited all countries. In 2000, the
World Bank sponsored the Millennium Development
Goals (MDG), which proposed a program for rich
countries to help the poorest developing countries
stimulate growth, reduce poverty, and promote sus-
tainable development. As of 2012, most of those goals
have not been achieved.

A L O O K A H E A D

So far, we have dealt almost exclusively with commodity
trade and have assumed no international resource move-
ment. However, capital, labor, and technology do move
across national boundaries. In the next chapter (the last in
Part Two), we analyze the costs and benefits of interna-
tional resource movements for the nations involved. Since

multinational corporations are an important vehicle for the
international flow of capital, labor, and technology, we
also devote a great deal of attention to this relatively new
and crucial type of economic enterprise.

K E Y T E R M S

Buffer stocks, p. 345
Commodity, or net

barter, terms of
trade, p. 338

Double factoral
terms of trade,
p. 339

Endogenous growth
theory,
p. 336

Engine of growth,
p. 334

Export controls,
p. 345

Export instability,
p. 344

Export-oriented
industrialization,
p. 347

Export pessimism,
p. 354

Foreign debt, p. 353
High-performance

Asian economies

(HPAEs),
p. 337

Import-substitution
industrialization
(ISI), p. 347

Income terms of
trade, p. 338

International
commodity
agreements, p.
345

Marketing boards,
p. 345

New International
Economic Order
(NIEO), p. 354

Newly industrialized
economies
(NIEs), p. 354

Purchase contracts,
p. 346

Regions of recent
settlement, p. 333

Single factoral terms
of trade, p. 338

United Nations
Conferences on
Trade and
Development
(UNCTAD),
p. 355

Vent for surplus,
p. 335

Q U E S T I O N S F O R R E V I E W

1. Why did some economists regard traditional trade
theory as irrelevant for developing nations and
the development process? How can this charge be
answered?

2. In what way was international trade an engine of
growth for the regions of recent settlement during
the nineteenth century?

3. Why can international trade not be expected to be
an engine of growth for today’s developing nations?

In what ways can international trade still play a very
important supportive role for development today?

4. What is meant by the commodity, or net barter,
terms of trade? the Income terms of trade? the
single factoral terms of trade? the double factoral
terms of trade? Which are the most significant terms
of trade for developing nations? Why?
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5. What reasons did Prebisch, Singer, and Myrdal give
for their belief that the commodity terms of trade of
developing nations have a tendency to deteriorate
over time?

6. What criticisms have been levied against the United
Nations study that Prebisch and Singer quoted in
their work to confirm their belief?

7. What conclusions can be reached on the basis of the
many empirical studies conducted as to the move-
ment of the commodity and income terms of trade
of developing nations over the past century and
especially since World War II?

8. What is export instability? What are the alleged
causes and effects of export instability on economic
development? What are the results of empirical
studies on export instability and its effects on eco-
nomic development?

9. What are international commodity agreements? Why
do developing nations want them? What is meant by
buffer stocks, export controls, and purchasing agree-
ments? Can you give an example of each?

10. Why do developing nations want to industrial-
ize? What is meant by import substitution? by
export-oriented policies? What are the advantages
and disadvantages of each as a method of industri-
alization for developing nations?

11. What has been the experience with import sub-
stitution during the past decades? What has this
experience led to?

12. What are the major problems facing developing
countries today? What are their causes?

13. Which region of the world has the largest concen-
tration of poorest countries? Why are these coun-
tries so poor?

14. How do developing countries propose to resolve
the major problems that they face today? What are
the prospects of resolving them in the near future?

15. Has globalization increased or reduced world
poverty? What is the World Bank agenda for reduc-
ing world poverty?

P R O B L E M S

1. Indicate all the ways in which international trade
could retard development.

2. Counter each of the criticisms in your answer to
Problem 1 that international trade could retard eco-
nomic development.

3. Draw a hypothetical production frontier for a devel-
oping nation exhibiting increasing costs. Have
the horizontal axis measure primary commodities
and the vertical axis measure manufactured goods.
Show on your figure the effect on the nation’s
production frontier of an improvement in the tech-
nology of primary production.

4. What effect is an improvement in the technology
of primary production likely to have on the terms
of trade of a developing country? Why? (Hint : See
Chapter 7.)

5. Draw a figure showing how trade could be a vent
for surplus.

*6. Taking the index of export prices, import prices,
volume of exports, and productivity in the export

sector in a developing nation to be all equal to 100
in 1980, in 2010 what would be:
(a) The commodity terms of trade of this nation if
the index of its export prices rises by 10 percent but
the index of its import prices rises by 20 percent?

(b) This nation’s income terms of trade if the
index of export volume grows to 130 by 2010?

(c) This nation’s single factoral terms of trade if
its productivity index in the export sector rises to
140 by 2010?

*7. Is the nation in Problem 6 better or worse off in
2010 as compared with 1980? Why?

*8. Explain with the use of a graph how deteriorat-
ing terms of trade resulting from growth can make
a developing nation worse off after growth than
before.

9. Draw a figure showing that when the supply of a
commodity increases, its equilibrium price will fall

* = Answer provided at www.wiley.com/college/
salvatore.
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by a greater amount the more price-inelastic is
the demand curve for the commodity.

10. Draw two figures showing that with a negatively
inclined demand curve and a positively inclined
supply curve, producers’ earnings fluctuate more
with a shift in demand than with a shift in supply.

11. With the use of a diagram, show how a buffer stock
could lead either to an unmanageable stock or to the
buffer authority running out of the commodity.

12. Why has the New International Economic Order
demanded by developing countries not been

established? Why is this no longer a hotly debated
topic?

13. In what way did the implementation of the Uruguay
Round help developing nations? In what way did it
not?

14. Explain why immiserizing growth does not seem
to have occurred in most developing countries over
the past three decades.

15. Explain the reason rich nations should and should
not forgive all of the foreign debt of the poorest
developing countries.

APPENDIX

A11.1 Income Inequalities by Traditional and
Purchasing-Power Parity (PPP) Measures

Table 11.8 shows the per capita income of various countries when measured the traditional
way (i.e., by simply using the official exchange rate to express the per capita incomes of
various countries in terms of the U.S. dollar) and after adjustment to take into account the
difference in the purchasing power of money in different countries. Note that according to
the traditional measure, the per capita income in the United States is 11.1 times larger than
China’s, but this falls to 6.2 times when adjusted for the difference in the purchasing power
of the national currency in each country. Note also that according to the traditional measure,
the U.K’s per capita income ($38,540) was the sixth highest for the countries listed in the
table, but it rises to fourth place (after the United States, Germany, and Canada) in terms

■ TABLE 11.8. Traditional and Purchasing Power Parity (PPP) per Capita Incomes
of Selected Countries in 2010

Traditional Method PPP Method

United States $47, 140 United States $47, 020
Germany 43, 330 Germany 38, 170
France 42, 390 Canada 37, 280
Japan 42, 150 United Kingdom 36, 580
Canada 41, 950 Japan 34, 790
United Kingdom 38, 540 France 34, 440
Italy 35, 090 Spain 31, 550
Spain 31, 650 Italy 31, 090
Brazil 9, 390 Mexico 15, 010
Mexico 9, 330 Brazil 10, 920
China 4, 260 China 7, 570
India 1, 340 India 3, 560
Burundi 160 Burundi 390

Source: World Bank, World Development Report, 2012.
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of PPP because of the generally higher cost of living in Germany and Canada than in the
United Kingdom. By either measure, the United States still enjoys the highest standard of
living. Finally, note that the traditional method makes the U.S. per capita income 295 times
higher than that of Burundi (the poorest country in the world), but with PPP it falls to 121
times—still an abyss.
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The data and other information used in this chapter
are found in the 2012 World Bank’s World Development
Report , the International Monetary Fund’s (IMF) 2011
International Financial Statistics and World Economic
Outlook , the United Nations Conference on Trade and
Development’s (UNCTADs) 2011 Trade and Development
Report , and the United Nations Development Program’s
(UNDPs) 2011 Human Development Report . All reports,

except International Financial Statistics, can be accessed
through the Internet by clicking the name of the report
after accessing the organization web site at:

http://www.worldbank.org

http://www.imf.org

http://www.unctad.org

http://hdr.undp.org
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International Resource
Movements and
Multinational Corporations

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Describe the motives for international portfolio and
direct investments

• Describe the effects of portfolio and direct investments
on investing and host countries

• Understand the reasons for the existence of
multinational corporations and their effects on the home
and host countries

• Understand the motives and effects of international
labor migrations

12.1 Introduction
So far, we have dealt almost exclusively with commodity trade and have assumed
no international resource movement. However, capital, labor, and technology do
move across national boundaries. In some ways, international trade and movements
of productive resources can be regarded as substitutes for one another. For example,
a relatively capital-abundant and labor-scarce country, such as the United States,
could either export capital-intensive commodities or export capital itself, and either
import labor-intensive products or allow the immigration of workers from countries
with plentiful labor supplies. As in the case of international trade, the movement of
productive resources from nations with relative abundance and low remuneration
to nations with relative scarcity and high remuneration has a tendency to equalize
factor returns internationally and generally increases welfare.

International trade and movements of productive factors, however, have very
different economic effects on the nations involved. In this chapter, we focus on the
cost and benefits of international resource movements. Since multinational corpo-
rations are an important vehicle for the international flows of capital, labor, and
technology, we also devote a great deal of attention to this relatively new and
crucial type of economic enterprise.

367
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There are two main types of foreign investments: portfolio investments and direct invest-
ments. Portfolio investments are purely financial assets, such as bonds, denominated in a
national currency. With bonds, the investor simply lends capital to get fixed payouts or a
return at regular intervals and then receives the face value of the bond at a prespecified date.
Most foreign investments prior to World War I were of this type and flowed primarily from
the United Kingdom to the “regions of recent settlement” for railroad construction and the
opening up of new lands and sources of raw materials. The U.S. government defines as a
portfolio investment stock purchases that involve less than 10 percent of the voting stock
of a corporation. (A purchase of 10 percent or more of the voting stock of a corporation
is regarded as a direct investment.) With stocks the investor purchases equity, or a claim
on the net worth of the firm. Portfolio or financial investments take place primarily through
financial institutions such as banks and investment funds. International portfolio investments
collapsed after World War I and have only revived since the 1960s.

Direct investments, on the other hand, are real investments in factories, capital goods,
land, and inventories where both capital and management are involved and the investor
retains control over use of the invested capital. Direct investment usually takes the form of
a firm starting a subsidiary or taking control of another firm (for example, by purchasing a
majority of the stock). Any purchase of 10 percent or more of the stock of a firm, however,
is defined as direct investment by the U.S. government. In the international context, direct
investments are usually undertaken by multinational corporations engaged in manufactur-
ing, resource extraction, or services. Direct investments are now as important as portfolio
investments as forms or channels of international private capital flows.

In Section 12.2, we present some data on international capital flows. In Section 12.3, we
examine the motives for portfolio and direct investments abroad. In Section 12.4, we analyze
the welfare effects of international capital flows on investing and host countries. Section
12.5 deals with multinational corporations—the reasons for their existence and some of
the problems they create. Finally, in Section 12.6, we discuss the reasons for and welfare
effects of the international migration of labor in general and of skilled labor in particular. The
appendix deals with the so-called transfer problem associated with international capital flows.

12.2 Some Data on International Capital Flows
We now present some data on the size and composition of U.S. capital investments in
foreign nations and foreign capital investments in the United States from 1950 to 2010.

We can see from Table 12.1 that both U.S. private holdings of foreign long-term securities
(stocks and bonds) and foreign private holdings of U.S. long-term securities increased very
rapidly from 1950 to 2010, with the latter a little greater than the former at the end of
2010. Table 12.1 also shows the value of U.S. direct investments abroad and foreign direct
investments in the United States at the end of various years. Foreign direct investments
are valued at historical cost, at current or replacement cost, and at market value (i.e., using
stock market prices). Figures for foreign direct investments at current cost are available only
from 1976. The need to supplement the historical values of foreign direct investments with
those at current cost and at market value arises because most U.S. foreign direct investments
occurred in the 1960s and 1970s and require larger adjustments for the cumulative effects
of inflation than foreign direct investments in the United States, which occurred mostly
since the 1980s. Table 12.1 shows that both the stock of U.S. direct investments abroad
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■ TABLE 12.1. U.S. Foreign Long-Term Private International Investment Position in Selected Years,
1950–2010 (billions of U.S. dollars, at historical-cost and current-cost basis, at year end)

Year 1950 1960 1970 1980 1985 1990 1995 2000 2005 2010

U.S. assets abroad
Foreign securities 4.3 9.5 20.9 62.5 119.4 342.3 1, 203.9 2, 425.5 4, 329.3 6, 222.9
Direct investments at:

Historical cost 11.8 31.9 75.5 214.5 230.3 421.5 711.6 1, 316.2 2, 241.7 3, 908.2
Current cost — — — 388.1 371.0 616.7 885.5 1, 531.6 2, 651.7 4, 429.4
Market value — — — — 386.4 731.8 1, 363.8 2, 694.0 3, 638.0 4, 843.3

Foreign assets in the U.S.
U.S. securities 2.9 9.3 34.8 74.1 207.9 460.6 969.8 2, 623.0 4, 353.0 5, 860.1
Direct investments at:

Historical cost 3.4 6.9 13.3 83.0 184.6 403.7 560.1 1, 256.9 1, 634.1 2, 342.8
Current cost — — — 127.1 247.2 505.3 680.1 1, 421.0 1, 906.0 2, 658.9
Market value — — — — 220.0 539.6 1, 005.7 2, 783.2 2, 810.0 3, 451.4

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office, various
issues).

and foreign direct investments in the United States also increased very rapidly from 1950
to 2010 and were higher at market values than at current cost.

Table 12.2 shows that from 1950 and 2010, the stock of U.S. direct investments in
Europe grew much more rapidly than the stock of U.S. direct investments in Canada and
Latin America. This was due to the rapid growth of the European Union and the desire on the
part of the United States to avoid the common external tariff imposed by the EU on imports
from outside the EU. Note that U.S. direct investments in Latin America were actually lower
in 1985 than in 1980 as a result of the international debt problem of the Latin American
countries (discussed in Section 11.6b). Also note that U.S. direct investments in Japan
increased less than elsewhere in the 1990s because of stagnation in Japan during that decade.

■ TABLE 12.2. U.S. Direct Investments Abroad by Area in Selected Years, 1950–2010
(billions of U.S. dollars, at historical-cost basis, at year end)

Latin Asia and of which
Year Total Canada Europe America Pacific Japan Others

1950 $ 11.8 $ 3.6 $ 1.7 $ 4.6 $ 0.3 $ 0.0 $ 1.6
1960 31.9 11.2 7.0 8.4 1.2 0.3 4.1
1970 78.2 22.8 24.5 14.8 8.3 1.5 7.8
1980 215.6 45.0 96.5 38.9 25.3 6.2 9.9
1985 230.3 46.9 105.2 28.3 35.3 9.2 14.6
1990 421.5 68.4 204.2 72.5 63.6 21.0 12.8
1995 711.6 81.4 363.5 122.8 126.0 39.2 17.9
2000 1, 316.2 132.5 687.3 266.6 207.1 57.1 22.7
2005 2, 241.7 233.5 1, 110.0 365.9 380.5 79.3 45.6
2010 3, 908.2 296.7 2, 185.9 724.4 611.1 113.3 23.2

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office,
various issues).

(c) ketabton.com: The Digital Library



Salvatore c12.tex V2 - 10/17/2012 10:44 A.M. Page 370

370 International Resource Movements and Multinational Corporations

■ TABLE 12.3. U.S. Foreign Long-Term Private International Investment Position in Selected
Years, 1950–2010 (billions of U.S. dollars, at historical-cost basis, at year end)

Year 1950 1960 1970 1980 1985 1990 1995 2000 2005 2010

U.S. investments abroad
Manufacturing 3.8 11.1 31.0 89.3 94.7 168.0 250.3 343.9 449.2 585.8
Finance — — — — 22.5 109.4 228.7 257.2 518.5 803.0
Other 8.0 20.8 44.5 126.1 113.1 149.6 238.5 715.1 1, 167.8 2, 519.4
Total 11.8 31.9 75.5 215.4 230.3 427.0 717.5 1, 316.2 2, 135.5 3, 908.2

Foreign investments in the U.S.
Manufacturing 1.1 2.6 6.1 33.0 59.6 152.8 214.5 480.6 513.6 748.3
Finance — — — — 35.5 70.4 115.6 217.0 346.5 356.8
Other 2.3 4.3 7.2 50.0 89.5 171.7 205.5 559.3 734.4 1, 237.7
Total 3.4 6.9 13.3 83.0 184.6 394.9 535.6 1, 256.9 1, 594.5 2, 342.8

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office, various
issues).

Table 12.3 separates U.S. direct investments abroad and foreign direct investments in the
United States into manufacturing, finance (including depository institutions and insurance),
and others (mostly services other than financial services). Data on finance are available only
since 1985. The table shows that direct investments in finance and other categories grew
much more rapidly that direct investments in manufacturing since 1985. Case Study 12-1
shows the yearly inflows of foreign direct investments into the United States from 1980 to
2010.

(continued)

■ CASE STUDY 12-1 Fluctuations in Foreign Direct Investment Flows
to the United States

Table 12.4 shows that the level of foreign direct
investments (FDI) in the United States was $16.9
billion in 1980. It declined to $10.4 billion in 1983
(a recession year) before rising to $68.3 billion
in 1989. Afterward, it declined to $19.8 billion
in 1992 (another recession year) and then rose to
the all-time high of $321.3 billion in 2000. It then
declined to $63.8 billion in 2003 (a year of slow
growth following the recession of 2001). It then
rose to $310.1 billion in 2008 but then declined
to $158.6 billion in 2009 because of a recession,
and it was $236.2 billion in 2010. Thus, flows of
FDI to the United States seem to be cyclical, rising
during periods of high growth and falling during
periods of recession or slow growth.

During the second half of the 1980s, many
Americans became concerned that foreigners,

particularly the Japanese, were “buying up”
America. These fears subsided during the early
1990s, as slow growth and recession made FDI
in the United States less attractive to foreigners.
With the resumption of rapid growth in 1993, FDI
in the United States shot up again to much higher
levels than during the late 1980s, but with the
United States doing much better in international
competitiveness than in the 1980s (see Case
Study 6-6), the new upsurge in FDI did not cause
much concern and was actually welcomed as
contributing to rapid growth in the U.S. economy.
Foreign acquisitions of high-tech American
firms in recent years, however, are causing
some anxiety that this could undermine U.S.
international competitiveness and threaten national
security.
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■ CASE STUDY 12-1 Continued

■ TABLE 12.4. Foreign Direct Investment Flows to the
United States in Selected Years, 1980–2010 (billions of
U.S. dollars)

Year FDI Year FDI

1980 $16.9 1996 86.5
1981 25.2 1997 105.6
1982 12.6 1998 179.0
1983 10.4 1999 289.4
1984 24.5 2000 321.3
1985 19.7 2001 167.0
1986 35.4 2002 84.4
1987 58.5 2003 63.8
1988 57.7 2004 146.0
1989 68.3 2005 112.6
1990 48.5 2006 243.2
1991 23.2 2007 221.2
1992 19.8 2008 310.1
1993 51.4 2009 158.6
1994 46.1 2010 236.2
1995 57.8

Source: U.S. Department of Commerce, Survey of Current Business
(Washington, D.C.: U.S. Government Printing Office, various issues).

12.3 Motives for International Capital Flows
In this section, we examine the motives for portfolio and direct investments abroad. While
the motives for both types of foreign investments are basically the same, direct foreign
investments require additional explanations not provided by the basic model that explains
international portfolio investments.

12.3A Motives for International Portfolio Investments
The basic motive for international portfolio investments is to earn higher returns abroad.
Thus, residents of one country purchase bonds of another country if the returns on bonds are
higher in the other country. This is the simple and straight forward outcome of yield maxi-
mization and tends to equalize returns internationally. According to the basic (two-nation)
Heckscher–Ohlin model, returns on capital are originally higher in the nation having the
lower overall capital–labor ratio. Residents of one country may also purchase stock in a
corporation in another country if they expect the future profitability of the foreign corpo-
ration to be greater than that of domestic corporations. (For simplicity, here we ignore the
greater transaction and other costs usually involved in holding foreign securities.)

The explanation that international portfolio investments occur to take advantage of higher
yields abroad is certainly correct as far as it goes. The problem is that it leaves one important
fact unexplained. It cannot account for observed two-way capital flows. That is, if returns
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on securities are lower in one nation than in another nation, this could explain the flow
of capital investments from the former nation to the latter but is inconsistent with the
simultaneous flow of capital in the opposite direction, which is often observed in the real
world (see Tables 12.1 and 12.3).

To explain two-way international capital flows, the element of risk must be introduced.
That is, investors are interested not only in the rate of return but also in the risk associated
with a particular investment. The risk with bonds consists of bankruptcy and the variability
in their market value. With stocks, the risk consists of bankruptcy, even greater variability in
market value, and the possibility of lower than anticipated returns. Thus, investors maximize
returns for a given level of risk and generally accept a higher risk only if returns are higher.

For example, suppose that we deal with stocks and measure risk by the variability (vari-
ance) of returns about the average. Suppose also that both stocks A and B have a rate of
return of 30 percent on average, but there is a fifty-fifty chance that the yield will be either
20 percent or 40 percent on stock A and 10 percent or 50 percent on stock B. Stock B is
then clearly riskier than stock A. Since both stocks have the same yield on the average,
investors should purchase stock A to minimize risks.

However, if the yield on stock A falls when the yield on stock B rises and vice versa
(i.e., if changes in yields are inversely, or negatively, correlated over time), then by holding
both stocks, the investor can still receive a yield of 30 percent on average but with a much
lower risk. That is, the risk of a lower than average yield on stock A at any point is more or
less matched by the tendency for the yield on stock B to be higher than average at the same
time. As a result, the risk of a portfolio including both stock A and stock B is substantially
reduced.

Portfolio theory thus tells us that by investing in securities with yields that are inversely
related over time, a given yield can be obtained at a smaller risk or a higher yield can be
obtained for the same level of risk for the portfolio as a whole. Since yields on foreign
securities (depending primarily on the different economic conditions abroad) are more
likely to be inversely related to yields on domestic securities, a portfolio including both
domestic and foreign securities can have a higher average yield and/or lower risk than a
portfolio containing only domestic securities.

To achieve such a balanced portfolio, a two-way capital flow may be required. For
example, if stock A (with the same average yield but lower risk than stock B) is available
in one country, while stock B (with yields inversely related to the yields on stock A) is
available in another country, investors in the first nation must also purchase stock B (i.e.,
invest in the second nation), and investors in the second nation must also purchase stock A
(i.e., invest in the first nation) to achieve a balanced portfolio. Risk diversification can thus
explain two-way international portfolio investments.

Throughout the preceding discussion, it was implicitly assumed that investors know
precisely the average return on stocks and their variability. In reality, this is seldom known
in advance. Thus, investors must determine for themselves (from their market knowledge
and intuition) what the average returns and variabilities are likely to be in deciding which
stocks to purchase. Since different individuals can have different expectations for the same
stocks, it is possible that some investors in each nation think that stocks in the other nation
are a better buy. This provides an additional explanation for two-way international portfolio
investments.
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12.3B Motives for Direct Foreign Investments
The motives for direct investments abroad are generally the same as for portfolio invest-
ments, that is, to earn higher returns (possibly resulting from higher growth rates abroad,
more favorable tax treatment, or greater availability of infrastructures) and to diversify risks.
Indeed, it has been found that firms with a strong international orientation, either through
exports or through foreign production and/or sales facilities, are more profitable and have a
much smaller variability in profits than purely domestic firms.

Although these reasons are sufficient to explain international portfolio investments, they
leave one basic question unanswered with regard to direct foreign investments. That is,
they cannot explain why the residents of a nation do not borrow from other nations and
themselves make real investments in their own nation rather than accept direct investments
from abroad. After all, the residents of a nation can be expected to be more familiar with
local conditions and thus to be at a competitive advantage with respect to foreign investors.
There are several possible explanations for this. The most important is that many large
corporations (usually in monopolistic and oligopolistic markets) often have some unique
production knowledge or managerial skill that could easily and profitably be utilized abroad
and over which the corporation wants to retain direct control. In such a situation, the firm
will make direct investments abroad. This involves horizontal integration, or the production
abroad of a differentiated product that is also produced at home.

For example, IBM has a particular computer technology over which it wants to retain
direct control but which it can easily duplicate abroad so as to serve the foreign market
better (by adapting to local conditions) than through exports. IBM does not want to license
foreign producers because it wants to retain complete control over its trade secrets and
patents and to ensure consistent quality and service. Even if IBM were willing to negotiate
licensing agreements with foreign producers, this would not be feasible in view of the very
rapid rate of technological innovations in the field. The situation is basically the same for
General Electric, Nokia, Toyota, and many other multinational corporations, and it is the
motive behind most direct foreign investments in manufacturing in developed nations.

Another important reason for direct foreign investments is to obtain control of a needed
raw material and thus ensure an uninterrupted supply at the lowest possible cost. This is
referred to as vertical integration and is the form of most direct foreign investments in
developing countries and in some mineral-rich developed countries. Thus, American and
foreign corporations own mines in Canada, Jamaica, Venezuela, Australia, and other nations,
and foreigners own some coal mines in the United States. Vertical integration involving
multinational corporations can also go forward into the ownership of sales or distribution
networks abroad, as is the case with most of the world’s major automobile producers.

Still other reasons for direct foreign investments are to avoid tariffs and other restric-
tions that nations impose on imports or to take advantage of various government subsidies
to encourage direct foreign investments. Examples of the former are the large-scale direct
investments made by U.S. firms in the EU countries and some direct foreign investments
in manufacturing in developing nations. Examples of the latter are the direct foreign invest-
ments made in developing nations and in depressed regions of some developed nations.
Other possible reasons for direct foreign investments are to enter a foreign oligopolistic
market so as to share in the profits, to purchase a promising foreign firm to avoid its
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future competition and the possible loss of export markets, or because only a large foreign
multinational corporation can obtain the necessary financing to enter the market.

Two-way direct foreign investments can then be explained by some industries being more
advanced in one nation (such as the computer industry in the United States), while other
industries are more efficient in other nations (such as the automobile industry in Japan).
Direct foreign investments have been greatly facilitated (in a sense made possible) by the
very rapid advances in transportation (i.e., jet travel) and communications (i.e., international
telephone lines and international data transmission and processing) that have occurred since
the end of World War II. These advances permit the headquarters of multinational corpora-
tions to exert immediate and direct control over the operations of their subsidiaries around
the world, thus facilitating and encouraging direct investments abroad.

The regional distribution of foreign direct investments around the world also seems to
depend on geographical proximity or established trade relations. For example, the United
States is the main supplier of foreign direct investments to Latin America, Bangladesh,
Pakistan, the Philippines, and Saudi Arabia; foreign direct investments from the European
Union flow mostly to Ghana and Morocco in Africa, Brazil in Latin America, India, Sri
Lanka, and Vietnam in Asia, and to the former communist countries in Eastern Europe;
and Japan is the main supplier of foreign direct investments to South Korea, Singapore,
Taiwan, and Thailand. Case Study 12-2 shows the inward and outward stock of foreign
direct investment in various regions and selected countries and years.

12.4 Welfare Effects of International Capital Flows
In this section, we examine the welfare effects of international capital flows on the investing
and host countries. Some of these effects can be shown graphically. These are examined
first. Subsequently, we examine the effects not revealed in the graphical analysis. In order
to isolate the effect of capital flows, we assume here that there is no trade in goods.

(continued)

■ CASE STUDY 12-2 The Stock of Foreign Direct Investments Around the World

Table 12.5 shows the inward and outward stock of
foreign direct investment (i.e., the stock of foreign
direct investment made and received) by region
and selected country in 1990, 2000, and 2010.
The table shows that in 2010 the United States
had by far the largest inward and outward stock
of foreign direct investment (FDI). For the inward
stock of FDI, the United States was followed by
the United Kingdom, France, Germany, Spain,
the Netherlands, Canada, Switzerland, Italy, and
Japan, in that order. For the outward stock of FDI,
the United States was followed by the United

Kingdom, France, Germany, Switzerland, the
Netherlands, Japan, Spain, Canada, and Italy.

In 2010, the inward stock of FDI of developing
countries was 48 percent that of developed countries,
while their stock of outward FDI was about 17 per-
cent that of developed countries. Of the total inward
stock of FDI of all developing countries, 62 per-
cent was in Asia (with Hong Kong having by far the
largest share) and 25 percent was in Latin America.
The inward stock of FDI of Africa and Southeast
Europe and CIS (Commonwealth of Independent
States) was relatively small (see the table).
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■ CASE STUDY 12-2 Continued

■ TABLE 12.5. Stock of Outward and Inward FDI by Region and Selected Country in
1990, 2000, and 2010 (billions of U.S. dollars, at current-cost basis, at year end)

Inward Outward
1990 2000 2010 1990 2000 2010

Developed countries $1, 564 $5, 653 $12, 502 $1, 949 $7, 083 $16, 804
United Statesa 540 2, 783 3, 451 732 2, 694 4, 843
United Kingdom 204 439 1, 125 229 898 1, 689
France 98 391 1, 086 112 926 1, 523
Germany 111 272 674 152 542 1, 421
Spain 66 156 614 16 129 660
Netherlands 69 244 590 107 305 890
Canada 113 213 561 85 238 616
Switzerland 34 87 539 66 232 909
Italy 60 121 337 60 180 476
Japan 10 50 215 201 278 831

Developing countries 517 1, 732 5, 951 146 857 3, 132
Asia 343 1, 073 3, 663 67 608 2, 276

Hong Kong (China) 202 455 1, 098 12 388 948
China 21 193 579 4 28 298
Singapore 30 111 470 8 57 300

Latin America and Caribbean 111 502 1, 473 58 205 733
Brazil 37 122 473 41 52 181
Mexico 22 97 327 3 8 66

Southeast Europe and CIS 0 61 688 0 21 473
Russia 0 32 423 0 20 434
Poland 0 34 193 0 1 37

Africa 61 154 554 20 44 122
South Africa 9 43 132 15 32 81
World 2, 081 7, 446 19, 141 2, 094 7, 962 20, 408

aU.S. values differ a little from those in Tables 12.1 to 12.3 because of different data collection methods.
Source: United Nations Conference on Trade and Development, World Investment Report (Geneva: United
Nations, 2011).

12.4A Effects on the Investing and Host Countries
In Figure 12.1, we examine a world of only two nations (Nation 1 and Nation 2) with a
total combined capital stock of OO ′. Of this total capital stock, OA belongs to Nation 1 and
O ′A belongs to Nation 2. The VMPK1 and VMPK2 curves give the value of the marginal
product of capital in Nation 1 and Nation 2, respectively, for various levels of investments.
Under competitive conditions, the value of the marginal product of capital represents the
return, or yield, on capital.

In isolation, Nation 1 invests its entire capital stock OA domestically at a yield of OC .
The total product (which can be measured by the area under the value of the marginal
product curve) is thus OFGA, of which OCGA goes to owners of capital in Nation 1 and
the remainder of CFG goes to other cooperating factors, such as labor and land. Similarly,
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FIGURE 12.1. Output and Welfare Effects of International Capital Transfers.
Of the total capital stock of OO ′, Nation 1 holds OA and its total output is OFGA, while
Nation 2 holds O ′A and its total output is O ′JMA. The transfer of AB of capital from
Nation 1 to Nation 2 equalizes the return on capital in the two nations at BE. This increases
world output by EGM (the shaded area), of which EGR accrues to Nation 1 and ERM to
Nation 2. Of the increase in total domestic product of ABEM in Nation 2, ABER goes to foreign investors,
leaving ERM as the net gain in domestic income in Nation 2.

Nation 2 in isolation invests its entire stock O ′A domestically at a yield of O ′H . Total product
is O ′JMA, of which O ′HMA goes to owners of capital in Nation 2 and the remainder of
HJM goes to other cooperating factors.

Let us assume that free international capital movements are allowed. Since the return
on capital is higher in Nation 2 (O′H) than in Nation 1 (OC), AB of capital flows from
Nation 1 to Nation 2 so as to equalize at BE (= ON = O ′T ) the rate of return on capital
in the two nations. Total domestic product in Nation 1 is now OFEB , to which must be
added ABER as the total return on foreign investments, giving a total national income of
OFERA (ERG greater than before foreign investments). With free international capital flows,
the total return on capital in Nation 1 increases to ONRA, while the total return on other
cooperating factors decreases to NFE .

The inflow of AB of foreign capital into Nation 2 lowers the rate of return on capital
from O ′H to O ′T . Total domestic product in Nation 2 grows from O ′JMA to O ′JEB . Of the
increase in total product of ABEM, ABER goes to foreign investors, so that ERM remains
as the net gain in total product accruing to Nation 2. The total return to domestic owners
of capital falls from O ′HMA to O ′TRA, while the total return to other cooperating factors
rises from HJM to TJE .

From the point of view of the world as a whole (i.e., the two nations combined), total
product increased from OFGA + O ′JMA to OFEB + O ′JEB , or by ERG + ERM = EGM
(the shaded area of the figure). Thus, international capital flows increase the efficiency in the
allocation of resources internationally and increase world output and welfare. Note that the
steeper the VMPK1 and VMPK2 curves are, the greater is the total gain from international
capital flows.
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12.4B Other Effects on the Investing and Host Countries
Assuming two factors of production, capital and labor, both fully employed before and after
the capital transfer, it can be seen from Figure 12.1 that the total and average return on
capital increases, whereas the total and average return to labor decreases in the investing
country. Thus, while the investing country as a whole gains from investing abroad, there is
a redistribution of domestic income from labor to capital. It is for this reason that organized
labor in the United States is opposed to U.S. investments abroad. On the other hand, while
the host country also gains from receiving foreign investments, these investments lead to
a redistribution of domestic income from capital to labor. If we allow for less than full
employment, foreign investments tend to depress the level of employment in the investing
country and increase it in the host country and, once again, can be expected to be opposed
by labor in the former and to benefit labor in the latter.

International capital transfers also affect the balance of payments of the investing and
host countries. A nation’s balance of payments measures its total receipts from and total
expenditures in the rest of the world. In the year in which the foreign investment takes place,
the foreign expenditures of the investing country increase and cause a balance-of-payments
deficit (an excess of expenditures abroad over foreign receipts). This was certainly a major
contributor to the huge balance-of-payments deficits of the United States during the 1960s
and led to restrictions on U.S. foreign investments from 1965 to 1974. Of course, the coun-
terpart to the worsening in the investing nation’s balance of payments is the improvement in
the host nation’s balance of payments in the year in which it receives the foreign investment.

The initial capital transfer and increased expenditures abroad of the investing country
are likely to be mitigated by increased exports of capital goods, spare parts, and other
products of the investing country, and by the subsequent flow of profits to the investing
country. It has been estimated that the “payback” period for the initial capital transfer is
between five and ten years on average. Another effect to consider in the long run is whether
foreign investments will lead to the replacement of the investing country’s exports and even
to imports of commodities previously exported. Thus, while the immediate effect on the
balance of payments is negative in the investing country and positive in the host country,
the long-run effects are less certain.

Since foreign investments for most developed countries are two-way (see Section 12.2),
these short-run and long-run balance-of-payments effects are mostly neutralized, except
for the United Kingdom, the United States, Germany, and Japan, with investments abroad
greatly exceeding foreign investments received, and for most developing countries that are
primarily recipients of foreign investments and chronically face serious balance-of-payments
difficulties (see Case Study 12-2).

Another important welfare effect of foreign investments on both the investing and host
countries results from different rates of taxation and foreign earnings in various countries.
Thus, if corporate taxes are 40 percent of earnings in the United States but only 30
percent in England, it is only natural for U.S. firms to invest in England or reroute foreign
sales through subsidiaries there in order to pay the lower tax rate. Because most nations,
including the United States, are signatories of double-taxation agreements (to avoid double
taxation—on equity grounds), the United States would collect a tax of only 10 percent on
foreign earnings (the difference between the domestic tax rate of 40 percent and the foreign
tax rate of 30 percent) when foreign earnings are repatriated. As a result, the tax base and
the amount of taxes collected decline in the investing country and rise in the host country.
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Foreign investments, by affecting output and the volume of trade of both investing and
host countries, are also likely to affect the terms of trade. However, the way the terms of
trade will change depends on conditions in both nations, and not much can be said a priori.
Foreign investments may also affect the investing nation’s technological lead and the host
country’s control over its economy and ability to conduct its own independent economic
policy. Since these and other effects of international capital transfers usually result from the
operations of multinational corporations, they are examined in the next section.

12.5 Multinational Corporations
One of the most significant international economic developments of the postwar period is
the proliferation of multinational corporations (MNCs). These are firms that own, control,
or manage production facilities in several countries. Today MNCs account for about 25
percent of world output, and intrafirm trade (i.e., trade among the parent firm and its
foreign affiliates) is estimated to be about one-third of total world trade in manufacturing.
Some MNCs, such as General Motors and Exxon, are truly giants, with yearly sales in
the tens of billions of dollars and exceeding the total national income of all but a handful
of nations. Furthermore, most international direct investments today are undertaken by
MNCs. In the process, the parent firm usually provides its foreign affiliates with managerial
expertise, technology, parts, and a marketing organization in return for some of the
affiliates’ output and earnings. In this section, we examine the reasons for the existence of
MNCs and some of the problems they create for the home and host countries.

12.5A Reasons for the Existence of Multinational Corporations
The basic reason for the existence of MNCs is the competitive advantage of a global network
of production and distribution. This competitive advantage arises in part from vertical and
horizontal integration with foreign affiliates. By vertical integration, most MNCs can ensure
their supply of foreign raw materials and intermediate products and circumvent (with more
efficient intrafirm trade) the imperfections often found in foreign markets. They can also
provide better distribution and service networks. By horizontal integration through foreign
affiliates, MNCs can better protect and exploit their monopoly power, adapt their products
to local conditions and tastes, and ensure consistent product quality.

The competitive advantage of MNCs is also based on economies of scale in production,
financing, research and development (R&D), and the gathering of market information. The
large output of MNCs allows them to carry division of labor and specialization in production
much further than smaller national firms. Product components requiring only unskilled labor
can be produced in low-wage nations and shipped elsewhere for assembly. Furthermore,
MNCs and their affiliates usually have greater access, at better terms, to international capital
markets than do purely national firms, and this puts MNCs in a better position to finance
large projects. They can also concentrate R&D in one or a few advanced nations best suited
for these purposes because of the greater availability of technical personnel and facilities.
Finally, foreign affiliates funnel information from around the world to the parent firm,
placing it in a better position than national firms to evaluate, anticipate, and take advantage
of changes in comparative costs, consumers’ tastes, and market conditions generally.
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The large corporation invests abroad when expected profits on additional investments in
its industry are higher abroad. Since the corporation usually has a competitive advantage
in and knows its industry best, it does not usually consider the possibility of higher returns
in every other domestic industry before it decides to invest abroad. That is, differences in
expected rates of profits domestically and abroad in the particular industry are of crucial
importance in a large corporation’s decision to invest abroad. This explains, for example,
Toyota automotive investments in the United States and IBM computer investments in
Japan. Indeed, it also explains investments of several Japanese electronics MNCs in the
United States as an attempt to invade the latter’s computer market. All of this information
implies that MNCs are oligopolists selling for the most part differentiated products , often
developed as described by the technological gap and product cycle models , and produced
under strong economies of scale (see Section 6.5). Examples of the products sold by MNCs
are motor vehicles, petroleum products, electronics, metals, office equipment, chemicals,
and food.

Multinational corporations are also in a much better position to control or change to
their advantage the environment in which they operate than are purely national firms. For
example, in determining where to set up a plant to produce a component, an MNC can and
usually does “shop around” for the low-wage nation that offers the most incentives in the
form of tax holidays, subsidies, and other tax and trade benefits. The sheer size of most
MNCs in relation to most host nations also means the MNCs are in a better position than
purely national firms to influence the policies of local governments and extract benefits.
Furthermore, MNCs can buy up promising local firms to avoid future competition and are
in a much better position than purely domestic firms to engage in other practices that restrict
local trade and increase their profits. MNCs, through greater diversification, also face lower
risks and generally earn higher profits than purely national firms.

Finally, by artificially overpricing components shipped to an affiliate in a higher-tax
nation and underpricing products shipped from the affiliate in the high-tax nation, an MNC
can minimize its tax bill. This is called transfer pricing and can arise in intrafirm trade as
opposed to trade among independent firms or conducted at “arm’s length.”

In the final analysis, it is a combination of all or most of these factors that gives MNCs
their competitive advantage vis-à-vis purely national firms and explains the proliferation and
great importance of MNCs today. That is, by vertical and horizontal integration with foreign
affiliates, by taking advantage of economies of scale, and by being in a better position than
purely national firms to control the environment in which they operate, MNCs have grown to
become the most prominent form of private international economic organization in existence
today. Case Study 12-3 examines the world’s largest MNCs.

12.5B Problems Created by Multinational Corporations in the
Home Country

While MNCs, by efficiently organizing production and distribution on a world wide basis,
can increase world output and welfare, they can also create serious problems in both the
home and host countries. The most controversial of the alleged harmful effects of MNCs on
the home nation is the loss of domestic jobs resulting from foreign direct investments. These
are likely to be unskilled and semiskilled production jobs in which the home nation has a
comparative disadvantage. It is for this reason that organized labor in the United States and
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■ CASE STUDY 12-3 The World’s Largest Non-Petroleum, Industrial Corporations

Table 12.6 gives the home nation of the parent firm,
the major industry, the level of yearly sales, and the
percentage of those sales made outside the home
country for the world’s largest non-petroleum,
industrial multinational corporations (MNCs) with
2012 sales in excess of $100 billion. From the
table we see that six of these 14 MNCs have

■ TABLE 12.6. The World’s Largest Industrial Multinational Corporations in 2007

Yearly Percentage
Sales of Foreign

Rank Company Home Nation Industry (billion $) Sales
∗

1 Toyota Japan Motor vehicles 235.4 63.6
2 Volkswagen Germany Motor vehicles 221.6 75.7
3 General Motors United States Motor vehicles 150.3 49.4
4 Samsung S.Korea Electronics 148.9 80.6
5 Daimler Germany Motor vehicles 148.1 77.2
6 General Electric United States Electronics 147.6 53.3
7 Ford Motor United States Motor vehicles 136.3 58.7
8 Hewlett-Packard United States Electronics 127.2 68.8
9 Hitachi Japan Computers 122.4 33.2

10 Nissan Motor Japan Motor vehicles 119.2 72.4
11 Siemens Germany Electronics 113.3 72.6
12 Apple United States Electronics 108.2 58.0
13 IBM United States Computers 106.9 64.6
14 Honda Motor Japan Motor vehicles 100.7 81.3

*= 2008
Sources: ‘‘The Global 500,’’ Fortune Magazine, July 9, 2012, pp. F1-1–F7 and UNCTAD, World Investment
Report 2012 (New York and Geneva: UNCTAD, 2012).

headquarters in the United States, four in Japan,
three in Germany, and one in S. Korea. Seven are
in motor vehicles, five in electronics and two in
computers. Honda Motors had the highest percent-
age of foreign sales (81.3), and the simple average
for all 14 firms was 65.0 percent.

other major home nations is against direct foreign investments by MNCs. However, some
clerical, managerial, and technical jobs are also likely to be created in the headquarters of
the MNC in the home nation as a result of direct foreign investments. Even if the number of
jobs lost exceeds the number created, it may be that the home nation would have lost these
jobs anyway to foreign competitors and would have had no jobs created at home without
the direct foreign investment. The extent to which this may be true depends, of course, on
the type of direct foreign investment and the circumstances under which it takes place. See
Case Study 12-4 for the employment of workers abroad by U.S. MNCs.

A related problem is the export of advanced technology to be combined with other
cheaper foreign factors to maximize corporate profits. It is claimed that this may undermine
the technological superiority and future of the home nation. However, against this possible
harmful effect is the tendency of MNCs to concentrate their R&D in the home nation, thus
allowing it to maintain its technological lead. Whether or not MNCs, on balance, undermine
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■ CASE STUDY 12-4 Employment of U.S. MNCs Abroad

Table 12.7 shows the number and percentage of
workers employed abroad by U.S. multinational
corporations in various nations in 2009. The table
shows that U.S. MNCs employed almost 12 mil-
lion workers abroad in 2009, of which 36.8 per-
cent were in Europe, 32.6 percent in Asia and
the Pacific, and 19.4 percent in Latin America
and other countries of the Western Hemisphere.
China, the United Kingdom, Mexico, and Canada

■ TABLE 12.7. Number of Workers Employed Abroad by U.S. MNCs in 2009
(in Thousands)

Region/Country Employment Percentage of Total

Canada 1, 094 8.4

Europe, of which: 4, 775 36.8
United Kingdom 1, 337 10.3
Germany 678 5.2
France 567 4.4

Asia and Pacific, of which: 4, 219 32.6
China 1, 433 11.1
Japan 612 4.7
India 601 4.6

Latin America and Other
Western Hemisphere, of which: 2, 519 19.4

Mexico 1, 186 9.1
Brazil 546 4.2

Africa 228 1.8

Middle East 127 1.0

All Countries 12,962 100.0

Source: U.S. Department of Commerce, Survey of Current Business, November 2011, p. 51.

had the largest number among industrial countries
(with 11.1 percent, 10.3 percent, 9.1 percent, and
8.4 percent of the total, respectively). Note that
foreign-based MNCs employed 5.3 million work-
ers in the United States in 2009 and, as pointed out
in section 9.8, not all jobs created abroad by U.S.
MNCs come at the expense of domestic jobs in the
United States.

the technological superiority of the home country is a hotly debated question to which no
clear-cut answer is yet possible.

Another possible harmful effect of MNCs on the home country can result from transfer
pricing and similar practices, and from shifting their operations to lower-tax nations, which
reduces tax revenues and erodes the tax base of the home country. This results from common
international taxing practice. Specifically, the host country taxes the subsidiary’s profits first.
To avoid double taxation of foreign subsidiaries, the home country then usually taxes only
repatriated profits (if its tax rate is higher than in the host country), and only by the difference
in the tax rates.
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An example will clarify this point. Suppose that the corporate profit tax is 50 percent in
the home country and 40 percent in the host country, and the before-tax risk-adjusted profit
rate is 20 percent abroad but 16 percent at home. The MNC will then invest abroad. When
20 percent is earned abroad, the host country gets 8 percent in taxes and the MNC retains
12 percent. When the MNC repatriates this 12 percent profit, the home country will tax
it at the rate of 10 percent (the difference between the domestic and the foreign corporate
tax profit rate). Thus, the home country gets only 1.2 percent and only when the profits
are repatriated. The reinvestment of profits abroad in the MNC’s affiliate thus amounts to
an interest-free loan from the home country. If the corporate profit tax rates of the home
and host countries were equal, the home country would collect no tax at all even when the
MNC repatriates its profits. Had the MNC invested in the home country to begin with and
earned a profit of 16 percent, the home country would have collected a tax of 8 percent (at
the 50 percent tax rate). Thus, MNCs reduce tax revenues and erode the tax base of the
home country.

Finally, because of their access to international capital markets, MNCs can circum-
vent domestic monetary policies and make government control over the economy in the
home nation more difficult. These alleged harmful effects of MNCs are of crucial impor-
tance to the United States, since it is home for about one-third of the largest MNCs. In
general, home nations do impose some restrictions on the activities of MNCs, either for
balance-of-payments reasons or, more recently, for employment reasons.

12.5C Problems Created by Multinational Corporations in the
Host Country

Host countries have even more serious complaints against MNCs. First and foremost is the
allegation that MNCs dominate their economies. This is certainly true for Canada, where
almost 60 percent of the total capital in manufacturing is owned or controlled by foreigners
(40 percent by Americans). It is also true for some of the smaller developing nations. Foreign
domination is felt in many different ways in host countries, including (1) the unwillingness
of a local affiliate of an MNC to export to a nation deemed unfriendly to the home nation
or the requirement to comply with a home-nation law prohibiting such exports; (2) the
borrowing of funds abroad to circumvent tight domestic credit conditions and the lending
of funds abroad when interest rates are low at home; and (3) the effect on national tastes
of large-scale advertising for such products as Coca-Cola, jeans, and so on.

Another alleged harmful effect of MNCs on the host country is the siphoning off of R&D
funds to the home nation. While this may be more efficient for the MNC and the world as a
whole, it also keeps the host country technologically dependent. This is especially true and
serious for developing nations. Also, MNCs may absorb local savings and entrepreneurial
talent, thus preventing them from being used to establish domestic enterprises that might
be more important for national growth and development. The extent to which this occurs,
however, is not clear. Multinational corporations may also extract from host nations most
of the benefits resulting from their investments, either through tax and tariff benefits or
through tax avoidance. In developing nations, foreign direct investments by MNCs in min-
eral and raw material production have often given rise to complaints of foreign exploitation
in the form of low prices paid to host nations, the use of highly capital-intensive production
techniques inappropriate for labor-abundant developing nations, lack of training of local labor,
overexploitation of natural resources, and creating highly dualistic “enclave” economies.
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Most of these complaints are to some extent true, particularly in the case of developing
host countries, and they have led many host nations to regulate foreign investments in order
to mitigate the harmful effects and increase the possible benefits. Thus, Canada imposed
higher taxes on foreign affiliates with less than 25 percent Canadian interest. India specified
the sectors in which direct foreign investments are allowed and set rules to regulate their
operation. Some developing nations allow only joint ventures (i.e., local equity participation)
and set rules for the transfer of technology and the training of domestic labor, impose limits
on the use of imported inputs and the remission of profits, set environmental regulations, and
so on. In the extreme, the host nation can nationalize foreign production facilities. However,
this is likely to seriously reduce the future flow of direct foreign investments to the nation.

Even in the United States, the home of about a third of the largest MNCs, great concern
was expressed over foreign control at the height of foreign direct investment flows during
the late 1980s. This concern then vanished in the light of the sharp reduction in foreign
direct investments in the early 1990s (see Case Study 12-1). Efforts are currently in progress
within the EU, OECD, the UN, and UNCTAD to devise an international code of conduct
for MNCs. However, since the interests of home and host countries are generally in conflict,
it is virtually impossible for such an international code to be very specific. As a result, it
is unlikely to succeed in severely restricting most of the abuses of and problems created
by MNCs in home and host countries. The Uruguay Round eliminated only some of the
domestic restrictions and regulations on FDI.

12.6 Motives for and Welfare Effects of International
Labor Migration

Labor is generally less mobile internationally than capital. However, great waves of immi-
grants moved from Europe to the New World during the nineteenth century. This relieved
population pressures in Europe and contributed significantly to the rapid growth and devel-
opment of the New World, especially the United States. In this section, we examine the
causes of international labor migration and analyze its welfare effects on the countries of
emigration and immigration. Those effects that can be illustrated graphically are examined
first. Subsequently, we examine the effects that are not apparent from the graphical analysis.

12.6A Motives for International Labor Migration
International labor migration can take place for economic as well as noneconomic reasons.
Some of the international migrations that occurred in the nineteenth century and earlier were
certainly motivated by the desire to escape political and religious oppression in Europe.
However, most international labor migration, particularly since the end of World War II,
has been motivated by the prospect of earning higher real wages and income abroad.

The decision to migrate for economic reasons can be analyzed in the same manner and
with the same tools as any other investment decision. Specifically, migration, just like any
other type of investment, involves both costs and benefits. The costs include the expenditures
for transportation and the loss of wages during time spent relocating and searching for a
job in the new nation. In addition, there are many other less quantifiable costs, such as the
separation from relatives, friends, and familiar surroundings; the need to learn new customs
and often a new language; and the risks involved in finding a job, housing, and so on in a
new land. To be sure, many of these noneconomic costs are greatly reduced by the fact that
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migrations usually occur in waves and in chains, with many migrants moving together and/or
to areas with an already substantial number of earlier migrants from the same place of origin.

The economic benefits of international migration can be measured by the higher real
wages and income that the migrant worker can earn abroad during his or her remaining
working life, over and above what he or she could have earned at home. Other benefits may
be greater educational and job opportunities for the migrants’ children. From the excess of
returns over costs, an internal rate of return for the migration decision can be estimated, just
as for any other type of investment. If this rate of return is sufficiently high to also overcome
the noneconomic costs associated with migration, then the worker will migrate. Of course,
in the real world workers seldom, if ever, have the information to carry out this type of
cost-benefit analysis explicitly. Nevertheless, they behave as if they did. This is confirmed
by the fact that migrants invariably move from low-wage to high-wage nations. Furthermore,
younger workers migrate more readily than older workers because, among other things, they
have a longer remaining working life over which to benefit from the higher wages abroad.

12.6B Welfare Effects of International Labor Migration
The welfare effects of international labor migration on the nations of emigration and immi-
gration can be analyzed with the same diagrammatic technique used to analyze the welfare
effects of international capital movements. In Figure 12.2, the supply of labor is OA in
Nation 1 and O ′A in Nation 2. The VMPL1 and VMPL2 curves give the value of the marginal
revenue product of labor in Nation 1 and Nation 2, respectively. Under competitive condi-
tions, VMPL represents the real wages of labor.
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FIGURE 12.2. Output and Welfare Effects of International Labor Migration.
With a supply of labor of OA, Nation 1 has a real wage rate of OC and a total output of OFGA. With a
supply of labor of O ′A, Nation 2 has a real wage rate of O ′H and a total output of O ′JMA. The migration
of AB of labor from Nation 1 to Nation 2 equalizes real wages in the two nations at BE. This reduces total
output to OFEB in Nation 1 and increases it in Nation 2 to O ′JEB, for a net increase in world output of EGM
(the shaded area).
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Before migration, the wage rate is OC and total product is OFGA in Nation 1. In Nation
2, the wage rate is O ′H and total product is O ′JMA. Now let us assume free international
labor migration. Since wages are higher in Nation 2 (O ′H ) than in Nation 1 (OC), AB of
labor migrates from Nation 1 to Nation 2 so as to equalize wages in the two nations at
BE (= ON = O ′T ). Thus, wages rise in Nation 1 and fall in Nation 2 (and for that reason
immigration is generally opposed by organized labor). On the other hand, total product
falls from OFGA to OFEB in Nation 1 and rises from O ′JMA to O ′JEB in Nation 2, for
a net gain in world output of EGM (the shaded area in the figure). Note that there is a
redistribution of national income toward labor in Nation 1 (the nation of emigration) and
toward nonlabor resources in Nation 2. Nation 1 may also receive some remittances from
its migrant workers. Note also that if AB of labor had been unemployed in Nation 1 before
migration, the wage rate would have been ON and the total product OFEB in Nation 1
with and without migration, and the net increase in world output with migration would have
been ABEM (all accruing to Nation 2).

12.6C Other Welfare Effects of International Labor Migration
So far, we have implicitly assumed that all labor is unskilled. However, even casual observa-
tion of the real world reveals a great variety in the quality and amount of human capital (in
the form of education, training, and health) embodied in different workers and labor groups.
The question then arises as to the welfare effects of the migration of a highly skilled worker
on the nations of emigration and immigration. These welfare effects are likely to be sig-
nificantly different from those arising from the migration of unskilled labor. Concern with
this question has greatly increased since the 1950s and 1960s as relatively large numbers
of scientists and technicians, doctors and nurses, and other highly skilled personnel have
moved from developing to developed nations and from Europe to the United States. For
example, of the 8.7 million people that poured into the United States from the rest of the
world during the 1980s, 1.5 million were college educated. More than 40 percent of the
200 researchers in the Communications Sciences Research wing at AT&T Bell Laboratories
were foreign born, and more than 50 percent of science and engineering doctorates awarded
by U.S. universities now go to foreign-born students—many of whom remain in the United
States. Indeed, more and more U.S. high-tech industries, from semiconductors to biotech-
nology, are depending on immigrant scientists and engineers to remain competitive in the
increasingly global marketplace. The problem of the migration of highly skilled workers is
vividly conveyed by the term brain drain.

The nations of origin of skilled migrants charge that they incur a great cost in educating
and training these workers, only to see them leave and benefit the receiving nations. To be
sure, many of these highly skilled workers often cannot be used effectively at home—as,
for example, when a doctor only performs nursing services and engineers are used as
technicians, as frequently happens in some developing countries. Nevertheless, the fact
remains that the nation of origin incurs the great expense of training these workers but
receives only emigrant remittance (which, however, in 2010 was $325 billion as compared
with $128 billion in foreign aid). It may also be that more dynamic, more alert, and younger
workers emigrate, thus reducing the stock of those qualities in the remaining labor force.

The brain drain is often encouraged by national immigration laws (as in the United States,
the United Kingdom, and other industrial nations) that facilitate the immigration of skilled
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persons but generally impose serious obstacles to the immigration of unskilled workers. This
has led to demands to tax skilled emigrants at the time of exit or tax their subsequent higher
earnings in the nation of immigration, so that the nation of origin could recoup part of the cost
incurred in training them. Although these proposals seem reasonable, it must be remembered
that an important element of personal freedom is involved in the ability to migrate. Thus,
it might be more acceptable from the individual’s point of view and more efficient from an
economic point of view for the government of the receiving nation to somehow compensate,
through increased aid or other financial transfer to the nation of origin, for the training costs
of skilled immigrants, particularly if the nation of origin is a developing nation.

In the preceding discussion of the migration of skilled and unskilled workers, we implic-
itly assumed that the migration decision is more or less permanent. However, a great deal of
labor migration, particularly into the European Union, has been of a temporary type. That
is, a nation such as Germany admitted foreign workers on a temporary basis when needed
(the so-called guest workers), but refused to renew work permits during domestic economic
downturns when the foreign workers were no longer needed. By doing so, Germany more
or less insulated its economy and its labor force from economic downturns and imposed
the adjustment problem on sending nations such as Turkey, Algeria, and Egypt, which are
poorer and less capable of dealing effectively with the resulting unemployment.

In 2010, immigrants represented 26.5 percent of the labor force of Australia, 26.3 percent
of that of Switzerland, 19.6 percent of Canada, 14.3 percent of Spain, 12.9 of Germany, 12.5
percent of the United States, 11.6 percent of France, and 11.3 percent of the United Kingdom.
Case Study 9-5 provides historical data on U.S. immigration and summarizes the debate
over immigration policy. In recent years and in the face of high rates of unemployment
in many industrial nations, particularly in Europe, temporary migrants have been made to
feel increasingly unwelcome and have encountered rising discrimination, even in nations
such as France and England that usually welcomed them. Their work permits have not been
renewed, and they have been encouraged to return home. Nevertheless, their numbers and
proportion of the total labor force in most receiving nations continued to increase.

There is then the problem of illegal migration. This has been a burning issue in the United
States, where millions of illegal migrants work in the so-called underground economy at
below minimum wages and with few if any social benefits. Illegal migration significantly
affects income distribution in the United States by depressing the income of low-skill Amer-
ican workers. This has given rise to vigorous debates in the United States on how to deal
with the problem and how to stop or slow down the flood of illegal migrants. It was esti-
mated that there were 10.8 million illegal migrants in the United States in 2010. Of these,
about 7 million were workers, which represented about 5 percent of the U.S. labor force.
Only with the economic crisis and high rate of unemployment in 2009–2011 did the flood
of illegal immigration to the United States slowed down significantly.

In 1986, the United States passed the Immigration Reform and Control Act of 1986, which
provided (1) amnesty and the possibility to acquire legal residence and eventual citizenship to
illegal aliens who could demonstrate that they had resided in the United States continuously
since before January 1, 1982, and (2) fines for employers ranging from $250 to $10,000 for
each illegal alien that they hired. By 2010, less than a quarter of illegal aliens had applied
for legal status. In 2004, President Bush proposed a plan that would allow millions of illegal
workers to get temporary legal status along with many of the benefits of citizenship. Case
Study 12-5 provides historical data on U.S. immigration and summarizes the debate over
immigration policy.
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■ CASE STUDY 12-5 U.S. Immigration and Debate over Immigration Policy

Table 12.8 shows the number of people immigrat-
ing to the United States and their percentage of
the U.S. population for each decade from 1901 to
2010. The table shows that the number of immi-
grants into the United States reached almost 9
million, representing over 10 percent of the U.S.
population in the 1901–1910 decade. It fell drasti-
cally during the 1931–1940 decade because of the
Great Depression and the outbreak of World War
II. Immigration rose again after World War II, sur-
passed after World War II, and was 10.5 million
in the 2000–2010 decade (but which represented
only 3.5 percent of the U.S. population because of
the rapid growth during the past century).

In 2010, 38.5 million Americans, or 12.5 per-
cent of the U.S. population, were born elsewhere.
This was higher than in any other year since World
War II (the all-time high was 14.7 percent in 1910).
Illegal immigrants (10.8 million) were 28.1 per-
cent of the total. The rapid increase in immigration
(legal and illegal) in recent years led to an intense
national debate on the nation’s immigration policy.

The immigration of highly trained individu-
als and bright students coming to the United States
to get higher degrees and then remaining is clearly
of great benefit to the United States. Less clear

■ TABLE 12.8. U.S. Immigration,
1901–2012

Total

Years Number Rate*

1901–1910 8, 795 10.4
1911–1920 5, 736 5.7
1921–1930 4, 107 3.5
1931–1940 528 0.4
1941–1950 1, 035 0.7
1951–1960 2, 515 1.5
1961–1970 3, 322 1.7
1971–1980 4, 499 2.0
1981–1990 7, 256 3.0
1991–2000 9, 081 3.4
2001–2010 10, 501 3.5

*Per 1,000 of U.S. population
Source: U.S. Statistical Abstract, 2012, Table 43.

is the case for immigration of uneducated and
unskilled people. The U.S. Census data indicate
that nearly 21 percent of recent immigrants over
the age of 25 have bachelor’s degrees (as compared
with about 15 percent for native Americans), but
31 percent do not have a high school diploma (as
compared with 8 percent of U.S.-born population).
Thus, the majority of recent immigrants are either
very educated or have little education.

In general, immigration is good for the coun-
try. But, at least in the short run, native work-
ers receive lower wages than without immigra-
tion, whereas employers gain by being able to pay
lower wages. This explains why labor is generally
opposed to immigration while business favors it.
Borjas estimated that for every 10 percent increase
in the supply of foreign workers, the wage of com-
peting U.S. workers is reduced by 3 or 4 percent.

In 1990, the H1-B visa program was estab-
lished, which allowed each year up to 65,000 edu-
cated foreigners to fill specialized American jobs,
largely in the high-tech industry, for a period of
six years (but requiring renewal after the first three
years) if an employer petitions the U.S. Immigra-
tion and Naturalization Service on their behalf.
The number of H1-B visas was raised to 115,000
in 1998 and to 195,000 in 2001, but it was then
scaled back to 65,000 in 2004. Since then, leg-
islation has been under consideration in the U.S.
Congress to sharply increase the number of such
visas. An additional 20,000 are admitted under the
advanced degree program for applicants who have
obtained a U.S. master’s degree or higher.

Sources: S. A. Camarota, Immigrants in the United States,
2007 (Washington, D.C.: Center for Immigration Studies,
November 2007); G. J. Borjas, “The Labor Market Impact
of High Skill Immigration,” American Economic Review ,
May 2005, pp. 56–60; J-C. Dumont and G. Lemaitre,
“Counting Immigrants and Expatriates in OECD Countries,”
OECD Social, Employment, and Migration, Working Paper
No. 25 , 2004; “Talent Shortage Prompts US Calls for Visa
Reforms,” Financial Times , May 11, 2007, p. 5; and U.S.
Citizenship and Immigration Services, U.S. Department of
Homeland Security, H-1B Fiscal Year 2012 .

(c) ketabton.com: The Digital Library



Salvatore c12.tex V2 - 10/17/2012 10:44 A.M. Page 388

388 International Resource Movements and Multinational Corporations

S U M M A R Y

1. In this chapter we examined the effects of interna-
tional flows of capital, labor, and technology. In some
ways, these are substitutes for international commod-
ity trade. Portfolio investments, such as the purchase
of stocks and bonds, are purely financial assets and
take place primarily through banks and investment
funds. Direct investments are real investments in fac-
tories, capital goods, land, and inventories where both
capital and management are involved and the investor
retains control over use of the invested capital. Inter-
national direct investments are usually undertaken by
multinational corporations.

2. U.S. private holdings of foreign long-term securities
(stocks and bonds) and foreign private holdings of
U.S. long-term securities increased sharply from 1950
to 2010. The same is true for foreign direct invest-
ments. From 1950 to 2010, the stock of U.S. direct
investments in Europe grew much more rapidly than
the stock of U.S. direct investments in Canada and
Latin America. U.S. direct investments abroad and
foreign direct investments in the United States in
manufacturing, finance, and services grew much more
rapidly than in petroleum. The surge in foreign direct
investments in the United States during the second
half of the 1990s did not cause as much concern as
that of the second half of the 1980s and during the
past decade.

3. The basic motives for international portfolio invest-
ments are yield maximization and risk diversification.
The latter is also required to explain two-way capital
movements. Direct foreign investments require addi-
tional explanations. These are (1) to exploit abroad
some unique production knowledge or managerial
skill (horizontal integration), (2) to gain control over
a foreign source of a needed raw material or a foreign
marketing outlet (vertical integration), (3) to avoid
import tariffs and other trade restrictions and/or to
take advantage of production subsidies, (4) to enter
a foreign oligopolistic market, (5) to acquire a for-
eign firm in order to avoid future competition, or (6)
because of the unique ability to obtain financing.

4. International capital transfers increase the national
income of both the investing and host countries, but

in the investing nation the relative share going to cap-
ital rises and the share going to labor falls, while the
opposite occurs in the host or receiving nation. Thus,
the level of employment tends to fall in the invest-
ing nation and rise in the host nation. In the short
run, the balance of payments tends to worsen in the
investing nation and improve in the host nation. In
the long run, the balance-of-payments effects of for-
eign investments on the investing and host nations
are less clear-cut. Nations with high corporate tax
rates encourage investments abroad and thereby lose
tax revenues. The terms of trade are also likely to be
affected by foreign investments.

5. Multinational corporations have grown to be the most
prominent form of private international economic
organization today. The basic reason for their exis-
tence is the competitive advantage of a global network
of production and distribution. Some of the alleged
problems created by multinational corporations in the
home country are the export of domestic jobs, erosion
of the home nation’s technological advantage, avoid-
ance of domestic taxes through transfer pricing, and
reduced government control over the domestic econ-
omy. On the other hand, host countries complain of
loss of sovereignty and domestic research activity, tax
avoidance, inappropriate technology, and most bene-
fits flowing to the home nation. As a result, most host
nations have adopted policies to reduce these alleged
harmful effects and increase the possible benefits.

6. International labor migration can occur for economic
and noneconomic reasons. When the decision to
migrate is economic, it can be evaluated in terms
of costs and benefits just as any other investment in
human and physical capital. International migration
reduces total output and increases real wages in the
nation of emigration while it increases total output and
reduces real wages in the nation of immigration. These
changes are accompanied by a net increase in world
output. The migration of highly skilled and trained
people confers special benefits on the nation of immi-
gration and imposes serious burdens, in the form of
sunk and replacement costs, on the nation of emigra-
tion. This problem is referred to as the brain drain.
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A L O O K A H E A D

This chapter completes Part Two, dealing with interna-
tional trade policies and resource movements. We next
move on to Parts Three and Four, in which we will be
discussing the monetary sector, or international finance. In

Part Three, Chapter 13 deals with the balance of payments,
Chapter 14 examines the operation of foreign exchange
markets, and Chapter 15 presents monetary theories of
exchange rate determination.

K E Y T E R M S

Brain drain, p. 385
Direct investments,

p. 368
Horizontal

integration,
p. 373

Multinational
corporations
(MNCs), p. 378

Portfolio
investments,
p. 368

Portfolio theory,
p. 372

Risk diversification,
p. 372

Transfer pricing,
p. 379

Vertical integration,
p. 373

Q U E S T I O N S F O R R E V I E W

1. In what sense are international flows of productive
resources a substitute for international commodity
trade?

2. What is meant by portfolio investments? Through
what institutions do they usually take place?

3. What is meant by direct investments? By what
organizations are they usually undertaken interna-
tionally?

4. What was the dollar value of U.S. direct invest-
ments abroad and U.S. private holdings of
long-term foreign securities in 1950 and 2007?

5. How were U.S. foreign direct investments in 2010
distributed among Europe, Canada, Latin Amer-
ica, and elsewhere? How much of U.S. foreign
direct investments in 2010 went into manufacturing,
finance, petroleum, and other activities? Answer
the same questions for foreign investments in the
United States.

6. What are the basic motives for international port-
folio investments? What additional reasons are
required to explain direct foreign investments?

7. How can two-way international capital investments
be explained? What is meant by risk diversifica-
tion? horizontal integration? vertical integration?

8. What is the effect of foreign investments on the
national income of the investing and host nations?
What is the effect on the relative share of national
income going to capital and labor in each nation?

9. What is the effect of foreign investments on the bal-
ance of payments of the investing and host nations
in the short run and in the long run? What problems
do nations with high corporate tax rates face?

10. What is the importance of multinational corpora-
tions today? What are the reasons for their exis-
tence?

11. What are some of the problems created by multi-
national corporations in the home country? in the
host country?

12. How have host countries attempted to limit the
alleged harmful effects and increase the beneficial
effects of multinational corporations?

13. What are the motives for the international migration
of workers? What is the effect of labor migration
on real wages, total output, and the relative share
of national income going to labor in the nation of
emigration and the nation of immigration?

14. What is meant by the brain drain? Why is it a prob-
lem? How can it be overcome?
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P R O B L E M S

1. On a set of price–quantity axes show the effect
of a capital outflow on the investing country.

2. On a set of price–quantity axes show the effect of
a capital inflow on the host or receiving country.

3. Update Table 12.1 for the most recent year for
which data are available.

4. Update Table 12.2 for the most recent year for
which data are available.

5. Update Table 12.3 for the most recent year for
which data are available.

6. Update Table 12.4 for the most recent year for
which data are available.

*7. Determine whether the following statement is true
or false and explain why: “The profitability of a
portfolio of many securities can never exceed the
yield of the highest-yield security in the portfolio,
but it can have a risk lower than the lowest-risk
security.”

8. Draw a figure similar to Figure 12.2 showing equal
gains in two nations as a result of capital transfers
from Nation 1 to Nation 2.

9. Draw a figure similar to Figure 12.2 showing
greater gains for Nation 1 than for Nation 2

resulting from capital transfers from Nation 1 to
Nation 2.

10. What general principle can you deduce from your
answer to the previous two problems and from
Figure 12.1 as to the distribution of the total gains
from international capital transfers between the
investing and the host nation?

11. Explain why the rate of return on U.S. direct
investment in developing nations often exceeds
the rate of return on investment on U.S. direct
investments in developed nations.

*12. Using Figure 12.2, explain why organized labor
in the United States opposes U.S. investments
abroad.

*13. Using Figure 12.2, explain why labor in devel-
oping nations benefits from an inflow of foreign
investments.

14. Update Table 12.6 for the most recent year for
which data are available. How has the ranking of
the world’s largest MNCs changed since 2010?

*= Answer provided at www.wiley.com/college/
salvatore.

APPENDIX

A12.1 The Transfer Problem
To be successful, any international long-term capital movement must be accompanied by
a transfer of real resources from the investing or lending country to the host or borrowing
country. For example, if a nation invests $100 million in another country, the investing nation
must free real domestic resources and increase its exports to the host or receiving nation by
$100 million in order for the international capital transfer to actually take place. Precisely
how this transfer of real resources occurs is discussed in detail in Section A17.2 in connection
with the income adjustment mechanism to correct balance-of-payments disequilibria. At this
point, all that needs to be remembered is that a transfer of real resources must accompany
any international transfer of financial resources in order for the latter to actually occur. This
is known as the transfer problem .

(c) ketabton.com: The Digital Library



Salvatore c12.tex V2 - 10/17/2012 10:44 A.M. Page 391

Selected Bibliography 391

A transfer problem arises not only in the case of international capital movements but
also in connection with reparations payments for war damages. Examples of these are the
indemnities that France was made to pay to Prussia after the 1870–1871 war and those
that Germany had to pay to France after World War I. A more recent example is the
transfer problem that arose from the sharp increase in petroleum prices during the 1970s.
Most petroleum-exporting nations, notably Saudi Arabia, Libya, and Kuwait, did not spend
all of their petroleum earnings on increased imports from petroleum-importing countries.
Most unspent earnings were used for portfolio purchases in developed nations, especially
in the United States. To the extent that not all excess earnings were so used, a deflationary
tendency arose in the world economy as petroleum-importing nations tried to reduce their
collective import surplus. Thus, a transfer problem was at the heart of the petroleum crisis
during the 1970s.

Of more immediate interest is the transfer problem arising from the huge net foreign
investments in the United States during the 1980s, which resulted in the United States joining
the ranks of the debtor nations after 1985 for the first time since 1914. The counterpart to
these huge net capital flows to the United States was the record trade deficits of the United
States by which the transfer of real resources was accomplished (see Sections 13.6 and
A17.2).

Problem For the period from 1973 to 1980 (the time of the petroleum crisis), construct a
table showing (a) the dollar price per barrel of Saudi Arabian petroleum exports, (b) the
dollar value of the total exports of the nations belonging to the Organization of Petroleum
Exporting Countries (OPEC), (c) the dollar value of the total imports of OPEC, and (d)
the dollar value of U.S. petroleum imports. (Hint : Consult the 1981 issue of International
Financial Statistics , published by the International Monetary Fund, in your library.)
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The data on foreign direct investments are published
by the United Nations in the World Investment Report
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tics Yearbook , and by the Bureau of Economic Analysis in
Survey of Current Business in the July and August issue of
each year. The websites for these organizations are listed
here. The United Nations makes available on the Inter-
net only parts of the World Investment Report , as does
the OECD for its International Investment Statistics Year-
book . The Bureau of Economic Analysis provides data on
international direct investments on the web site indicated:

http://www.unctad.org and click on World Investment
Report .

http://www.oecd.org and click on International Invest-
ment Statistics Yearbook .

http://bea.doc.gov and click on Survey of Current Busi-
ness, July issue.

For articles on transfer pricing:

http://www.oecd.org and click transfer pricing

http://www.econ.iastate.edu/classes/econ355/choi/
mnc.htm

Information on immigration to the United States is found
on the website of the U.S. Citizenship and Immigration
Service (INS) at:
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The Balance of Payments,
Foreign Exchange Markets,
and Exchange Rates

part

Part Three (Chapters 13, 14, and 15) deals with balance of payments,
foreign exchange markets, and exchange rate determination. A clear
grasp of the material in these three chapters is crucial for understanding
Part Four, which covers adjustment to balance-of-payments disequilibria,
open-economy macroeconomics, and the functioning of the present
international monetary system. Chapter 13 examines the meaning, function,
and measurement of the balance of payments and defines the concepts of
deficit and surplus in a nation’s balance of payments. Besides presenting
the theory, Chapter 14 also examines the actual operation of foreign
exchange markets; therefore, it is of great practical relevance for all
students of international economics, particularly business majors. Chapter
15 then deals with modern exchange rate theories and exchange rate
determination based on the monetary and the asset market approach to the
balance of payments.
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Balance of Payments chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand what the balance of payments is and what it
measures

• Describe the change in the U.S. balance of payments
over the years

• Understand the importance of the serious deterioration
of the trade balance and net international investment
position of the United States in recent years

13.1 Introduction
In Parts One and Two, we dealt with the “real,” as opposed to the monetary,
side of the economy. Money was not explicitly considered, and the discussion
was in terms of relative commodity prices. We now begin our examination of the
monetary aspects of international economics, or international finance. Here, money
is explicitly brought into the picture, and commodity prices are expressed in terms
of domestic and foreign currency units. We begin our discussion of international
finance by examining the balance of payments.

The balance of payments is a summary statement in which, in principle, all the
transactions of the residents of a nation with the residents of all other nations are
recorded during a particular period of time, usually a calendar year. The United
States and some other nations also keep such a record on a quarterly basis. The main
purpose of the balance of payments is to inform the government of the international
position of the nation and to help it in its formulation of monetary, fiscal, and trade
policies. Governments also regularly consult the balance of payments of important
trade partners in making policy decisions. The information contained in a nation’s
balance of payments is also indispensable to banks, firms, and individuals directly
or indirectly involved in international trade and finance.

The definition of the balance of payments just given requires some clarification.
First of all, it is obvious that the literally millions of transactions of the residents
of a nation with the rest of the world cannot appear individually in the balance

397
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of payments. As a summary statement , the balance of payments aggregates all merchandise
trade into a few major categories. Similarly, only the net balance of each type of international
capital flow is included. Furthermore, the balance of payments includes some transactions
in which the residents of foreign nations are not directly involved—for example, when
a nation’s central bank sells a portion of its foreign currency holdings to the nation’s
commercial banks.

An international transaction refers to the exchange of a good, service, or asset (for which
payment is usually required) between the residents of one nation and the residents of other
nations. However, gifts and certain other transfers (for which no payment is required) are
also included in a nation’s balance of payments. The question of who is a resident of a nation
also requires some clarification. Diplomats, military personnel, tourists, and workers who
temporarily migrate are residents of the nation in which they hold citizenship. Similarly, a
corporation is the resident of the nation in which it is incorporated, but its foreign branches
and subsidiaries are not. Some of these distinctions are, of course, arbitrary and may lead
to difficulties. For example, a worker may start by emigrating temporarily and then decide
to remain abroad permanently. International institutions such as the United Nations, the
International Monetary Fund (IMF), the World Bank, and the World Trade Organization
(WTO) are not residents of the nation in which they are located. Also to be remembered is
that the balance of payments has a time dimension. Thus, it is the flow of goods, services,
gifts, and assets between the residents of a nation and the residents of other nations during
a particular period of time, usually a calendar year.

In this chapter, we examine the international transactions of the United States and other
nations. In Section 13.2, we discuss some accounting principles used in the presentation
of the balance of payments. In Section 13.3, we present and analyze the international
transactions of the United States for the year 2011. Section 13.4 then examines some
accounting balances and the concept and measurement of balance-of-payments disequi-
librium. Section 13.5 briefly reviews the postwar balance-of-payments history of the United
States. Section 13.6 then examines the international investment position of the United States.
The appendix presents the method of measuring the balance of payments that all nations
must use in reporting to the International Monetary Fund. This ensures consistency and
permits international comparison of the balance of payments of different nations.

13.2 Balance-of-Payments Accounting Principles
In this section, we examine some balance-of-payments accounting principles as a neces-
sary first step in the presentation of the international transactions of the United States. We
begin with the distinction between credits and debits, and then we examine double-entry
bookkeeping.

13.2A Credits and Debits
International transactions are classified as credits or debits. Credit transactions are those that
involve the receipt of payments from foreigners. Debit transactions are those that involve
the making of payments to foreigners. Credit transactions are entered with a positive sign,
and debit transactions are entered with a negative sign in the nation’s balance of payments.

Thus, the export of goods and services, unilateral transfers (gifts) received from for-
eigners, and capital inflows are entered as credits (+) because they involve the receipt of
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payments from foreigners. On the other hand, the import of goods and services, unilateral
transfers or gifts made to foreigners, and capital outflows involve payments to foreigners
and are entered as debits (–) in the nation’s balance of payments.

Financial inflows can take either of two forms: an increase in foreign assets in the nation
or a reduction in the nation’s assets abroad. For example, when a U.K. resident purchases a
U.S. stock, foreign assets in the United States increase. This is a capital inflow to the United
States and is recorded as a credit in the U.S. balance of payments because it involves the
receipt of a payment from a foreigner. A capital inflow can also take the form of a reduction
in the nation’s assets abroad. For example, when a U.S. resident sells a foreign stock, U.S.
assets abroad decrease. This is a capital inflow to the United States (reversing the capital
outflow that occurred when the U.S. resident purchased the foreign stock) and is recorded
as a credit in the U.S. balance of payments because it too involves the receipt of a payment
from foreigners.

The definition of capital inflows to the United States as increases in foreign assets in
the United States or reductions in U.S. assets abroad can be confusing and is somewhat
unfortunate, but this is the terminology actually used in all U.S. government publications.
Confusion can be avoided by remembering that when a foreigner purchases a U.S. asset
(an increase in foreign assets in the United States), this involves the receipt of a payment
from foreigners. Therefore, it is a capital inflow, or credit. Similarly, when a U.S. resident
sells a foreign asset (a reduction in U.S. assets abroad), this also involves a payment from
foreigners; therefore, it too represents a capital inflow to the United States and a credit. Both
an increase in foreign assets in the United States and a reduction in U.S. assets abroad are
capital inflows, or credits, because they both involve the receipt of payment from foreigners.

On the other hand, financial outflows can take the form of either an increase in the
nation’s assets abroad or a reduction in foreign assets in the nation because both involve a
payment to foreigners. For example, the purchase of a U.K. treasury bill by a U.S. resident
increases U.S. assets abroad and is a debit because it involves a payment to foreigners.
Similarly, the sale of its U.S. subsidiary by a German firm reduces foreign assets in the
United States and is also a debit because it involves a payment to foreigners. (The student
should study these definitions and examples carefully, since mastery of these important
concepts is crucial to understanding what follows.)

To summarize, the export of goods and services, the receipt of unilateral transfers, and
financial inflows are credits (+) because they all involve the receipt of payments from
foreigners. On the other hand, the import of goods and services, unilateral transfers to
foreigners, and financial outflows are debits (–) because they involve payments to foreigners.

13.2B Double-Entry Bookkeeping
In recording a nation’s international transactions, the accounting procedure known as
double-entry bookkeeping is used. This means that each international transaction is
recorded twice, once as a credit and once as a debit of an equal amount. The reason for
this is that in general every transaction has two sides. We sell something and we receive
payment for it. We buy something and we have to pay for it.

For example, suppose that a U.S. firm exports $500 of goods to be paid for in three
months. The United States first credits goods exports for $500 since this goods export will
lead to the receipt of a payment from foreigners. The payment itself is then entered as a
financial debit because it represents a financial outflow from the United States. That is, by
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agreeing to wait three months for payment, the U.S. exporter is extending credit to, and has
acquired a claim on, the foreign importer. This is an increase in U.S. assets abroad and a
debit. The entire transaction is entered as follows in the U.S. balance of payments:

Credit (+) Debit (−)

Goods exports $500
Financial outflow $500

As another example of double-entry bookkeeping, suppose that a U.S. resident visits
London and spends $200 on hotels, meals, and so on. The U.S. resident is purchasing travel
services from foreigners requiring a payment. (This is similar to a U.S. import.) Thus, the
U.S. debits travel services for $200. The payment itself is then entered as a credit because it
represents an increase in foreign claims on the United States. Specifically, we can think of
the $200 in British hands as “securities” giving the United Kingdom a claim on U.S. goods
and services, equivalent to an increase in foreign assets in the United States. Therefore, it is
a financial inflow to the United States recorded as a credit of $200. The entire transaction
is entered as follows in the U.S. balance of payments:

Credit (+) Debit (−)

Travel services purchased from foreigners $200
Financial inflow $200

As a third example, assume that the U.S. government gives a U.S. bank balance of $100
to the government of a developing nation as part of the U.S. aid program. The United
States debits unilateral transfers for the $100 gift given (payment made) to foreigners. The
payment itself is the U.S. bank balance given to the government of the developing nation.
This represents an increase in foreign claims on, or foreign assets in, the United States and
is recorded as a financial inflow, or credit, in the U.S. balance of payments. The entire
transaction is thus:

Credit (+) Debit (−)

Unilateral transfers made $100
Financial inflow $100

As a fourth example, suppose that a U.S. resident purchases a foreign stock for $400
and pays for it by increasing foreign bank balances in the United States. The purchase
of the foreign stock increases U.S. assets abroad. This is a financial outflow from the
United States and is recorded as a financial debit of $400 in the U.S. balance of payments.
The increase in foreign bank balances in the United States is an increase in foreign assets
in the United States (a financial inflow to the United States) and is entered as a credit in the
U.S. balance of payments. The result would be the same if the U.S. resident paid for the
foreign stock by reducing bank balances abroad. (This would be a reduction in U.S. assets
abroad, which is also a financial inflow to the United States and a credit.) Note that both
sides of this transaction are financial:
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Credit (+) Debit (−)

Financial outflow (the purchase of the foreign stock
by the U.S. resident)

$400

Financial inflow (the increase in foreign bank balances
in the U.S.)

$400

Finally, suppose that a foreign investor purchases $300 of U.S. treasury bills and pays
by drawing down his bank balances in the United States by an equal amount. The purchase
of the U.S. treasury bills increases foreign assets in the United States. This is a financial
inflow to the United States and is recorded as a credit in the U.S. balance of payments. The
drawing down of U.S. bank balances by the foreigner is a reduction in foreign assets in the
United States. This is a financial outflow from the United States and is recorded as such in
the U.S. balance of payments:

Credit (+) Debit (−)

Financial inflow (the purchase of U.S. treasury bills by
a foreigner)

$300

Financial outflow (the reduction in foreign bank
balances in the U.S.)

$300

If we assume that these five transactions are all the international transactions of the
United States during the year, then the U.S. balance of payments is as follows:

Credit (+) Debit (−)

Goods $500
Services $200
Unilateral transfers 100
Financial flows, net 200

Total debits and credits $500 $500

The net capital debit balance of −$200 is obtained by adding together the seven capital
entries (−$500, $200, $100, −$400, $400, $300, −$300) previously examined separately.
Total debits equal total credits because of double-entry bookkeeping.

The traditional distinction between short-term capital and long-term financial transac-
tions (i.e., with maturity of more than one year, such as a bond or a stock, as opposed to
three-month treasury bills) is usually no longer made because bonds and stocks are liquid
(i.e., can be sold and bought almost immediately).

13.3 The International Transactions of the United States
Table 13.1 presents a summary of the international transactions of the United States for
the year 2011. In the table, credits are entered with positive signs and debits with negative
signs. In a few instances, the sum of the subtotals differs slightly from the total because of
rounding.
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■ TABLE 13.1. Summary of U.S. International Transactions for 2011
(billions of dollars)

Current Account Credits Debits

Exports of goods, services, and income +2, 848
Goods +1, 497
Services +606
Income receipts on U.S. assets abroad +745

Imports of goods, services, and income −3,181
Goods −2,236
Services −427
Income payments on foreign assets in the U.S. −518

Unilateral transfers, net −133
U.S. government grants −47
U.S. government pensions and other transfers −9
Private remittances and other transfers −77

Capital Account

Capital Account transactions, net −1

Financial Account

U.S.-owned assets abroad, excluding financial derivatives
(increase/financial outflow (−))

-484

U.S. official reserve assets −16
U.S. government assets, other than official reserve assets −104
U.S. private assets −364

Direct investment −419
Foreign securities −147
Nonbank claims −12
Bank claims +214

Foreign-owned assets in the U.S., excluding financial
derivatives (increase/financial inflow (+))

+1, 001

Foreign official assets in the U.S. +212
Other foreign assets in the U.S. +789

Direct investment in the U.S. +234
U.S. treasury securities +241
U.S. securities other than U.S. treasury securities −56
U.S. currency +55
Nonbank liabilities +7
Bank liabilities −309

Financial derivatives, net +39

Statistical discrepancy −89

Memoranda
Balance of goods trade −738
Balance on services +179
Balance on goods and services −560
Balance on income +227
Balance on goods, services, and income −333
Unilateral current transfers, net −133
Balance on current account −466

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing
Office, July 2012), pp. 58–59.

(c) ketabton.com: The Digital Library



Salvatore c13.tex V2 - 11/15/2012 7:50 A.M. Page 403

13.3 The International Transactions of the United States 403

Table 13.1 shows that the United States exported $2,848 billion of goods and services
(including the income receipts on U.S. assets abroad) in 2011. Goods exports of $1,497
billion included automobiles, petroleum products, chemicals, agricultural food products,
computers, and electrical generating machinery (see Case Study 13-1). Service exports of
$606 billion included travel and transportation services provided to foreigners, as well as fees
and royalties received from foreigners. U. S. residents also earned $745 billion in interest
and dividends on their foreign investments. Note that while a foreign investment or financial
outflow from the United States is recorded as a debit under financial transactions (an increase
in U.S.-owned assets abroad), the earnings from the services of U.S. assets abroad (foreign
investments) are recorded here with the export of other services. The income receipts on
U.S. assets abroad are recorded separately from other services because of their importance.

■ CASE STUDY 13-1 The Major Goods Exports and Imports of the United States

Table 13.2 shows the value of the major goods
exported and imported by the United States in
2011. The major U.S. exports were automo-
biles, petroleum products, chemicals, agricultural
food products, computers, and electrical gener-
ating machinery. U.S. imports were dominated
by petroleum, automobiles, household appliances,
apparel and household goods, computers, and med-
ical products. From Table 13.2, we see that the
United States had an export surplus in chemicals,

■ TABLE 13.2. Major Goods Exports and Imports of the United States in 2011 (billions of
dollars)

Exports Value Imports Value

Automobiles $133.1 Petroleum $462.3
Petroleum products 131.4 Automobiles 255.2
Chemicals 123.1 Household appliances 136.4
Agricultural food products 117.4 Apparel and household goods 125.7
Computers 48.4 Computers 119.7
Electrical generating machinery 48.3 Medical products 91.8
Semiconductors 45.0 Agricultural food products 84.6
Medical products 44.9 Chemicals 75.4
Scientific equipment 42.7 Electrical generating machinery 59.5
Telecommunications 35.9 Telecommunications 48.5
Household appliances 34.0 Semiconductors 40.4
Civilian aircraft 33.4 Scientific equipment 35.9
Oil drilling and construction equipment 32.9 Civilian aircraft 35.5

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing
Office, July 2012), pp. 70–71.

agricultural food products, semiconductors, scien-
tific equipment, and oil drilling and construction
equipment. These are the products in which the
United States has a (revealed) comparative advan-
tage. The United States had an import surplus (and
comparative disadvantage) in petroleum, automo-
biles, household appliances, apparel and household
goods, computers, medical products, electrical gen-
erating machinery, telecommunications, and civil-
ian aircraft.
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On the other hand, the United States imported goods and services (including income
payments on foreign assets in the United States) for $3,181 billion in 2011. Goods imports
included petroleum, automobiles, household appliances, apparel and household goods, com-
puters, medical products, and many other products for a total of (−)$2,236 billion. The
$427 billion imports of services included the travel and transportation services purchased
by U.S. residents from other nations, fees and royalties paid to foreigners, as well as $518
billion in interest and dividends paid on foreign investments in the United States. Note that
the inflow of foreign capital into the United States is recorded as a credit under financial
transactions (an increase of foreign-owned assets in the United States), while the payments
made to foreigners for the services of the foreign capital invested in the United States are
recorded as a debit with other imported services in the U.S. balance of payments.

The United States made net unilateral transfers to foreigners of (−)$133 billion during
2011. These included net U.S. government economic and military grants to foreign nations
(−$47 billion), net U.S. government pensions and other transfers to foreign nations (−$9
billion), and net private remittances and other transfers (−$77 billion). Private remittances
and other transfers refer to the immigrant remittances to relatives “back home” and other
private gifts. Since more of these private transfers were made to foreigners than were
received by U.S. residents from abroad, the United States had a net debit entry of (−)$133
billion for private remittances and other transfers.

Next, Table 13.1 gives the small net debit capital account transactions (capital outflows) of
(−)$1 billion for the United States in 2011. This includes, for the most part, debt forgiveness
and goods and financial assets that migrants take with them as they enter or leave the country.

Following this, Table 13.1 shows that the stock of U.S.-owned assets abroad excluding
financial derivatives increased (a capital outflow of the United States and a debit) by the net
amount of (−)$484 billion during 2011. This resulted from an increase in the stock of U.S.
official reserve assets of (−)$16 billion, a net increase in the stock of U.S. government assets
other than official reserve assets of (−)$104 billion, and a net increase of (−)$364 billion
in the stock of U.S. private assets abroad. The latter include a net increase in U.S. foreign
direct investments abroad of (−)$419 billion, a net increase in U.S. holdings of foreign
securities of (−)$147 billion, a net increase of (−)$12 billion in U.S. nonbank claims on
foreigners, and a net decrease in U.S. bank claims on foreigners of (+)$214 billion.

The official reserve assets of the United States include the gold holdings of U.S. monetary
authorities, Special Drawing Rights, the U.S. reserve position in the International Mone-
tary Fund, and the official foreign currency holdings of U.S. monetary authorities. Special
Drawing Rights (SDRs, or “paper gold”) are international reserves created on the books of
the International Monetary Fund (IMF) and distributed to member nations according to their
importance in international trade. The reserve position in the IMF refers to the reserves paid
in by the nation upon joining the IMF, which the nation can then borrow automatically and
without questions asked in case of need. Membership in the IMF allows nations to borrow
additional amounts subject to the conditions imposed by the IMF. (SDRs and the nation’s
reserve position in the IMF are discussed in detail in Chapter 21.)

Table 13.1 also shows that the stock of foreign-owned assets in the United States exclud-
ing financial derivatives increased (a capital inflow to the United States and a credit) by
the net amount of (+)$1,001 billion in 2011. This included a net increase in the stock of
foreign official assets in the United States of (+)$212 billion and a net increase in other
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(than official) foreign assets in the United States of (+)$789 billion. The latter included a
net increase of (+)$234 billion in foreign direct investments in the United States, (+)$241
billion in foreign holdings of U.S. treasury securities, (+)$55 billion in U.S. currency, (+)$7
billion in U.S. nonbank liabilities to foreigners, (+)$309 billion in U.S. bank liabilities to
foreigners, and a net decrease of (−)$56 billion in U.S. securities other than U.S. treasury
securities.

Next, Table 13.1 shows a net decrease in foreign-owned financial derivatives in the United
States (a U.S. capital inflow and credit) of $39 billion. Financial derivatives are complex
assets or securities whose values often depend on the values of stocks and bonds. Financial
derivatives were at the center of the global financial crisis that started in 2007 and will be
discussed in Chapter 16.

When we sum the total credits of (+)$2,848 billion for U.S. exports of goods, services,
and income, the (+)$1,001 billion net increase in foreign-owned assets in the United States,
and the (+)$39 billion of net inflow of financial derivatives, we get the overall credit total
of (+)$3,888 billion for the U.S. international transactions during 2011. On the other hand,
adding up the debits of (−)$3,181 billion for the U.S. imports of goods, services, and
income, the (−)$133 billion for the net unilateral transfers, the (−)$1 billion net capital
account balance, and the(−)$484 billion net increase in U.S.-owned assets abroad, we get
the overall debit total of (−)$3,798 billion. Since the overall credit total of (+)$3,888 billion
exceeds the overall debit total of (−)$3,798 billion by (+)$90 billion, there is a negative
entry called statistical discrepancy of (−)$89 billion (with a −$1 billion of rounding error)
in Table 13.1 This entry is required to make the total credits (including the statistical
discrepancy) equal to the total debits, as required by double-entry bookkeeping.

Note that a statistical discrepancy results from incorrectly recording or from not record-
ing at all only one side of some transactions. (If both sides of a transaction are reported
incorrectly or are not reported at all, no statistical discrepancy between total debits and total
credits would arise because of double-entry bookkeeping.) Statistical discrepancies are par-
ticularly likely to arise in recording short-term international private capital flows. Thus, the
(−)$89 billion statistical discrepancy is likely to reflect unrecorded net short-term private
capital outflows from the United States during 2011. The memoranda items at the bottom
of Table 13.1 are discussed next.

13.4 Accounting Balances and the Balance of Payments
The first accounting balance in the memoranda at the bottom of Table 13.1 is the balance on
goods trade. In 2011, the United States exported $1,497 billion and imported $2,236 billion
of goods, for a net debit balance on goods trade of (−)$738 (with a +$1 billion rounding
error). On the other hand, the United States had a net credit balance on services of $179
billion (from the $606 billion export of services minus the $427 billion import of services).
Thus, the United States had a net debit balance on goods and services of (−)$560 billion
(with a −$1 billion rounding error). The United States also had a net surplus balance of
(+)$227 billion on investment income (from the $745 billion interest and dividends earned
on U.S. investment abroad minus the $518 billion income payments on foreign assets in
the United States). The United States, therefore, had a net debit balance on goods, services,
and income of (−)$333 billion.
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Adding the net debit balance of (−)$133 billion of unilateral transfers to the net debit
balance of (−)$333 billion on goods, services, and income, we get the current account
net debit balance of (−)$466 billion. Thus, the current account lumps together all sales
and purchases of currently produced goods and services, investment incomes, and unilateral
transfers and provides the link between the nation’s international transactions and its national
income. Specifically, a current account surplus stimulates domestic production and income,
while a current account deficit dampens domestic production and income. (This link between
the nation’s international trade and current account and its national income will be examined
in detail in Chapter 17.)

Table 13.1 then shows the net debit balance of (−)$1 billion on capital account transac-
tions (capital outflow) for the United States in 2011. As we have seen, the capital account
includes, for the most part, debt forgiveness and goods and financial assets that migrants
take with them as they leave or enter the country. As shown next, the U.S. deficit in the
current and capital accounts in 2011 is financed or covered by an equal net inflow of capital
from abroad.

Below the current and capital accounts there is the financial account. The financial account
shows the change in U.S.-owned assets abroad and foreign-owned assets in the United States.
From Table 13.1, we see that in 2011, U.S.-owned assets abroad excluding financial deriva-
tives increased (a financial outflow from the United States and debit) by (−)$484 billion,
while foreign-owned assets in the United States excluding financial derivatives increased
(a financial inflow to the United States and a credit) by (+)$1,001 billion, giving a net
credit balance of (+)$517 billion. Adding the net credit balance (+)$39 billion of financial
derivatives and the net capital account debit balance of (−)$1 billion gives the net credit
financial account balance of (+)$555 billion. Adding to this the statistical discrepancy of
(−)$89 billion (net unrecorded capital outflows to the United States) gives the net credit
balance of (+)$466 billion on financial account and statistical discrepancy for the United
States in 2011. This exactly matches the sum of the net current account balance of (−)$466
billion of the United States in 2011. Thus, the United States covered its current account
deficit with an equal net financial account (including the statistical discrepancy) surplus.

We have seen above that the financial account includes both private and official capital
flows. If the net private capital inflows to the nation are not sufficient to cover the deficit in
the nation’s current and capital accounts, the nation is said to have a deficit in its balance
of payments equal to the difference, which needs to be covered by a net credit balance on
official (i.e., monetary authorities) reserve transactions.

The balance on official reserve transactions is called the official settlements balance or
simply the balance of payments , and the account in which official reserve transactions are
entered is called the official reserve account. The official settlements balance or balance of
payments is given by the sum of the current account balance, the capital account balance,
the balance in the financial account (excluding official or reserve transactions or flows but
including the net balance of financial derivatives), and the statistical discrepancy. If the sum
of these balances is negative, the nation has a deficit in the balance of payments, which must
be covered by an equal amount of official reserve transactions (reduction in the international
reserves of the nation or increase in foreign holdings of official assets of the nation). In
the opposite situation the nation has a surplus in the balance of payments, which needs to
be settled by an increase in the nation’s international reserves and/or reduction in foreign
official holdings of the nation’s assets.
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From Table 13.1, we get that the United States had a balance of payments deficit of
(−)$196 billion in 2011. This is obtained by adding the current account deficit of (−)$466
billion, the net −$1 billion capital account balance, the increase in U.S.-owned assets
abroad other than U.S. official reserve assets of (−)$468 billion (the $484 billion total
minus (−)$16 billion of U.S. reserve assets), the increase in non-official foreign-owned
assets in the United States of (+)$789 billion ($1,001 billion total minus the $212 bil-
lion increase in foreign official assets in the United States), the positive credit balance of
(+)$39 billion on net financial derivatives, and the statistical discrepancy of (−)$89 billion.
The U.S. balance of payments deficit of (−)$196 billion was covered by an equal credit
balance of (+)$196 billion in official reserve transactions ($212 billion minus $16 billion)
in 2011.

Thus, a balance of payments deficit is given (can be measured) either by the net debit
balance on all non-official or autonomous transactions (the transactions undertaken for purely
business purposes, except for unilateral transfers) or by the equal credit balance on official
reserve or accommodating transactions (those transactions undertaken or needed to balance
international transactions).

13.5 The Postwar Balance of Payments of the
United States

In this section, we present a brief balance-of-payments history of the United States with the
aid of Table 13.3. From Table 13.3, we see that the U.S. positive trade balance on goods
(column 4) of the 1960s gave way to a negative trade balance on goods in the 1970s (for

■ TABLE 13.3. Summary of U.S. International Transactions: 1960–2011 (billions of dollars)

Exports of Imports of Balance on Balance Increase (–) Increase (+) in
Goods, Goods, Balance on Goods, on in U.S. Official Foreign Official

Services, Services, Goods Services, Current Reserve Assets in the
Year and Income and Income Trade and Income Account Assets United States
(1) (2) (3) (4) (5) (6) (7) (8)

1960 31 −24 5 7 3 2 1
1965 43 −33 5 10 5 1 0
1966 46 −38 4 8 3 1 −1
1967 49 −41 4 8 3 0 3
1968 55 −49 1 6 1 −1 −1
1969 60 −54 1 6 0 −1 −1
1970 68 −60 2 8 2 3 7
1971 72 −66 −1 6 −1 3 27
1972 82 −79 −6 3 −6 1 10
1973 113 −99 1 14 7 0 6
1974 148 −137 −6 11 2 −1 11
1975 158 −133 9 25 18 −1 7
1976 172 −162 −9 10 4 −3 18
1977 185 −194 −31 −9 −14 0 37
1978 221 −230 −34 −9 −15 1 34
1979 288 −282 −28 6 0 0 −14

(continued)
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■ TABLE 13.3. (continued)

Exports of Imports of Balance on Balance Increase (–) Increase (+) in
Goods, Goods, Balance on Goods, on in U.S. Official Foreign Official

Services, Services, Goods Services, Current Reserve Assets in the
Year and Income and Income Trade and Income Account Assets United States
(1) (2) (3) (4) (5) (6) (7) (8)

1980 344 −334 −26 11 2 −7 15
1981 381 −364 −28 17 5 −4 5
1982 367 −356 −36 11 −6 −5 4
1983 356 −377 −67 −21 −39 −1 6
1984 400 −474 −112 −74 −94 −3 3
1985 388 −484 −122 −96 −118 −4 −1
1986 407 −530 −145 −123 −147 0 36
1987 457 −594 −160 −137 −161 9 45
1988 568 −664 −127 −96 −121 −4 40
1989 648 −722 −118 −73 −99 −25 9
1990 707 −759 −111 −52 −79 −2 34
1991 728 −735 −77 −7 3 6 17
1992 751 −766 −97 −15 −50 4 40
1993 779 −824 −132 −47 −85 −1 72
1994 870 −951 −166 −81 −122 5 40
1995 1, 005 −1, 080 −174 −75 −114 −10 110
1996 1, 078 −1, 159 −191 −82 −125 7 127
1997 1, 191 −1, 287 −198 −96 −141 −1 19
1998 1, 195 −1, 357 −248 −162 −215 −7 −20
1999 1, 262 −1, 514 −336 −251 −302 9 44
2000 1, 425 −1, 783 −446 −358 −416 0 43
2001 1, 300 −1, 632 −421 −332 −397 −5 28
2002 1, 264 −1, 656 −474 −392 −457 −4 116
2003 1, 346 −1, 793 −540 −447 −519 2 278
2004 1, 579 −2, 119 −664 −540 −629 3 398
2005 1, 825 −2, 465 −781 −640 −746 14 259
2006 2, 144 −2, 854 −836 −709 −801 2 488
2007 2, 488 −3, 084 −819 −595 −710 0 481
2008 2, 657 −3, 208 −830 −551 −677 −5 555
2009 2, 181 −2, 440 −506 −259 −382 −52 480
2010 2, 519 −2, 830 −645 −311 −442 −2 398
2011 2, 848 −3, 181 −738 −333 −466 −16 212

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office, July 2012),
pp. 58−59 and various previous issues.

the first time in over 50 years), which became very large after 1982. To a large extent, this
reflected the sharp rise in the price of imported petroleum products during the 1970s, the
high international value of the dollar in the 1980s, and the more rapid growth of the United
States than Europe and Japan during the 1990s and 2000s. Case Study 13-2 gives the major
trade partners of the United States and the trade balance with each of them in 2011, while
Case Studies 13-3 and 13-4 examine, respectively, the U.S.–Japan and the U.S.–China trade
deficits and trade during the past two-and-a-half or three decades.
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■ CASE STUDY 13-2 The Major Trade Partners of the United States

Table 13.4 shows the value of U.S. exports and
imports of goods and services, and the net balance
with its 14 major trade partners in 2011 arranged
by the total amount of trade with the United States.
The table shows that the largest trade partners of
the States in 2011 were Canada, China, Mexico,
Japan, Germany, the United Kingdom, and Korea.

■ TABLE 13.4. U.S. Trade in Goods and Services and Net Balance with Its Major
Trade Partners in 2011 (billions of dollars)

Country Exports Imports Total Net Balance

Canada $282.3 $320.5 $602.8 $−38.2
China 105.3 400.6 505.9 −295.3
Mexico 198.7 267.3 466.0 −68.6
Japan 67.2 131.8 199.0 −64.6
Germany 49.6 99.4 149.0 −49.8
United Kingdom 57.0 51.9 108.9 +5.1
Korea, Rep. of 45.2 57.5 102.7 −12.3
Brazil 42.8 31.5 74.3 +11.3
France 28.5 40.7 69.2 −12.2
Taiwan (China) 27.1 41.5 68.6 −14.4
Netherlands 42.6 24.0 66.6 +18.6
India 21.6 36.3 58.0 −14.7
Singapore 31.4 20.1 51.5 +11.3
Italy 16.2 34.3 50.5 −18.1

Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government
Printing Office, July 2012), pp. 64−69.

The table also shows that the United States had
a huge trade deficit with China and this is the
source of sharp trade disagreements (see Case
Study 13-3). The United States also had large trade
deficits with Mexico, Japan, Germany, and Canada
in 2011, but clearly the U.S. trade deficit with
China dominated.

Adding together columns 7 and 8 gives the official settlements balance. Keeping in
mind that a positive official settlements balance represents a deficit in U.S. international
transactions, while a negative balance represents a surplus, we see that the United States
had its first large balance-of-payments deficit (of $10 billion) in 1970. The deficit rose
sharply in 1971, when it reached $30 billion. Since 1973 the United States has had a
deficit in its international transactions in every year except 1979, 1982, 1984–1985, 1989,
and 1998. The yearly U.S. balance-of-payments deficit exceeded $30 billion in 1977–1978,
1986–1988, 1990, and 1992–1994; it exceeded $40 billion in 1992–1994, and $100 billion
in 1995–1996. Since 2003 it exceeded $200 billion. In 2008, the United States had the largest
balance-of-payments deficit on record ($550 billion). In 2011, the U.S. balance-of-payments
deficit was $196 billion.
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■ CASE STUDY 13-3 The U.S. Trade Deficit with Japan

Figure 13.1 shows the U.S. trade deficit with Japan
in goods and in goods and services, from 1980
to 2011. The U.S. trade deficit on goods and ser-
vices is smaller than the U.S. trade deficit on goods
alone because of the trade surplus in services that
the United States has with Japan. Both deficits
increased sharply from 1980 to 1987, decreased
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FIGURE 13.1. The U.S. Trade Balance with Japan in Goods and in Goods and Services, 1980–2011.
The U.S. Trade Deficit with Japan in goods and in goods and services fluctuated around a declining trend and were $65
billion and $44 billion, respectively, in 2011.
Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office, various
issues).

until 1990, increased up to 1994, decreased in 1995
and 1996, increased until 2000, and were $65 bil-
lion and $44 billion, respectively in 2011. The U.S.
trade deficit with Japan is of particular interest
because of its size and persistence, which gave rise
to major trade frictions between the two countries.

Several important points must be kept in mind in examining a nation’s balance of
payments. First, too much attention is generally placed on the balance on goods and on
short-term data. The reason may be that data on the quarterly trade balance on goods are
the first to become available. It is also dangerous to extrapolate for the year based on
quarterly data. Even the notion of a positive trade balance on goods being favorable is
somewhat misleading because a positive trade balance means that the nation has fewer
goods to consume domestically. On the other hand, a large and persistent trade deficit (say,
in excess of 2 or 3 percent of GDP) may not be sustainable in the long run for an individual
country. This problem will be examined in Chapter 17.
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■ CASE STUDY 13-4 The Exploding U.S. Trade Deficit with China

Figure 13.2 shows the value of U.S. goods exports
and imports from China from 1985 to 2011. U.S.
imports from China grew much faster than U.S.
exports and resulted in a very large and fast-rising
U.S. trade deficit with China ($295.3 billion in
2011). In fact, in 2000 China replaced Japan as
the nation with which the United States has the
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FIGURE 13.2. U.S. Exports, Imports, and Net Trade Balance in Goods with China, 1985–2011 (billions of dollars).
U.S. imports from China grew much faster than its exports. This resulted in a huge trade deficit.
Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office, various
issues).

largest trade deficit; in 2011, the U.S. trade deficit
with China was 4.6 times the U.S. trade deficit
with Japan. Although it is normal for a large
and rapidly growing developing country such as
China to have a trade surplus, its huge size and
extremely rapid growth are creating major difficul-
ties in U.S.–China trade relations.

Second, it is also important to keep in mind that international transactions are closely
interrelated rather than independent. For example, cutting U.S. foreign aid programs also
reduces the ability of recipient nations to import from the United States. Therefore, the
possible improvement in the U.S. balance of payments is likely to be much less than the
reduction in the amount of foreign aid given, particularly if the aid is tied to (must be spent
in) the United States. Third, an attempt to reduce the U.S. trade deficit with respect to a
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nation such as China is likely to reduce the U.S. surplus with respect to Brazil because
Brazil pays for U.S. goods partly through natural resource exports to China. In a world
of multilateral trade and highly interdependent transactions, the interpretation of a nation’s
statement of international transactions must be approached very cautiously, especially when
trying to establish causality.

13.6 The International Investment Position
of the United States

While a nation’s balance of payments measures the international flow of goods, services,
and capital during a one-year period , the international investment position measures the
total amount and the distribution of a nation’s assets abroad and foreign assets in the nation

■ TABLE 13.5. The U.S. International Investment Position, Selected Years: 1980−2011 (at current cost,
billions of dollars at year end)

1980 1990 2000 2005 2010 2011*

Net international investment position
of the United States $360 $ − 230 $ − 1, 337 $ − 1, 932 $ − 2, 474 $ − 4, 030

Net international investment position,
excluding financial derivatives 360 −230 −1, 337 −1, 990 −2, 584 −4, 157

U.S.-owned assets abroad 930 2, 179 6, 239 11, 962 20, 298 21, 132

U.S.-owned assets abroad,
excluding financial derivatives 930 2, 179 6, 239 10, 772 16, 646 16, 428

U.S. official reserve assets 171 175 128 188 489 536
Gold 156 102 72 134 368 400
SDRs 3 11 11 8 57 55
Reserve position in IMF 3 9 15 8 12 30
Foreign currencies 10 52 31 38 52 51

Other U.S. government assets 66 84 85 78 75 179

U.S. private assets 693 1, 920 6, 025 10, 506 16, 082 15, 713
Direct investments 388 617 1, 532 2, 652 4, 307 4, 682
Foreign securities 62 342 2, 426 4, 329 6, 336 5, 922
Other 243 961 2, 067 3, 525 5, 439 5, 109

Foreign-owned assets in the U.S. 569 2, 409 7, 576 13, 894 22, 772 25, 163

Foreign-owned assets in the U.S.,
excluding financial derivatives 569 2, 409 7, 576 12, 762 19, 230 20, 584

Foreign official assets in the U.S. 181 380 1, 037 2, 313 4, 913 5, 251

Other foreign assets 388 2, 029 6, 539 10, 448 14, 317 15, 333
Direct investments 127 505 1, 421 1, 906 2, 598 2, 909
Other 261 1, 524 5, 118 8, 542 11, 719 12, 424

∗Data for 2011 are preliminary; final (revised) data are in July 2013 Survey of Current Business.
Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing Office), July 2011,
pp. 122−123 and July 2012, p. 17.
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at the end of the year . Thus, the balance of payments represents a flow concept, and the
international investment position (often called the balance of international indebtedness)
represents a stock concept.

The statement of a nation’s international investment position can be used to project the
future flow of income or earnings from the nation’s foreign investments and the flow of
payments on foreign investments in the nation. Furthermore, adding the nation’s capital
flows during a particular year to its international investment position at the end of the
previous year should give the international investment position of the nation at the end of
the particular year, in the absence of a statistical discrepancy and if the stock of U. S. direct
investments abroad and foreign direct investments in the United States were revalued to
reflect price and exchange rate changes during the year.

Table 13.5 gives the international investment position of the United States at the end of
1980, 1990, 2000, 2005, 2010, and 2011, with foreign direct investment valued at current
(i.e., replacement) cost. From the table, we see that the U.S. international investment position
deteriorated sharply from +$360 billion at the end of 1980 to (−)$4,030 billion at the end of
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FIGURE 13.3. The U.S. Current Account Balance and the Net International Investment Position,
1980–2011.
The United States had current account deficits in every year except 1980, 1981, and 1991. U.S. current account
deficits became very large and increased rapidly after 1997. The U.S. net international investment position
was positive from 1980 to 1985 and negative thereafter, and it increased sharply after 1999.
Source: U.S. Department of Commerce, Survey of Current Business (Washington, D.C.: U.S. Government Printing
Office, July 2011), pp. 70–71 and 122–123.
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2011. Table 13.5 also shows that the amount of U.S.-owned assets abroad increased 23 times
from $930 billion in 1980 to $21,132 billion in 2011. Foreign-owned assets in the United
States increased even faster (44 times), from $569 billion in 1980 to $25,163 billion in 2011.
Figure 13.3 shows the sharp increase in the U.S. current account deficit after 1997 and the
deterioration in its net international investment position after 1999. As a result, the United
States became a large (in fact the largest) debtor nation in the 1990s (see Case Study 13-5).

■ CASE STUDY 13-5 The United States as a Debtor Nation

The shift of the United States from net creditor to
debtor nation in 1985 gave rise to a lively debate
among economists, politicians, and government
officials on the benefits and risks of this develop-
ment. On the benefit side, large foreign investments
allowed the United States to finance about half of
its budget deficit during the mid-1980s without the
need for higher interest rates and more “crowding
out” of private investments. A portion of foreign
investments also went into businesses, farms, real
estate, and other property, which made more rapid
growth possible in the United States. It has been
estimated that foreign investments created about
2.5 million additional jobs in the United States dur-
ing the 1980s and also helped spread some new and
more efficient managerial techniques from abroad.

To the extent that foreign investments went
into directly productive activities with returns
greater than the interest and dividend payments
flowing to foreign investors, this investment was
beneficial to the United States. On the other hand,
the portion of foreign investments that simply went
to finance larger U.S. consumption expenditures
led to interest and dividend payments to foreign
investors and represents a real burden or drain
on future consumption and growth in the United
States. As the largest and richest nation in the
world, there is no question that the United States
could repay its foreign debt if called upon to do so.
At about 18 percent of its gross national income
(GNI), the U.S. foreign debt is relatively smaller
than that of much poorer developing nations. It is
the burden that the foreign debt imposes on future
generations as well as the siphoning off of capital
from poorer nations that are more troublesome.

There is also the danger that foreigners, for
whatever reason, may suddenly withdraw their
funds. This would lead to a financial crisis and
much higher interest rates in the United States.
Rising income payments to foreigners on their
investments also means a worsening of the U.S.
current account balance in the future. They also
drain resources and reduce growth in the rest of
the world. On a more general level, some people
fear that foreign companies operating in the United
States can transfer advanced American technology
abroad. This could also lead to some loss of domes-
tic control over political and economic matters in
the United States as foreign executives and their
lobbyists become ever more familiar figures in the
corridors of Congress, state houses, and city halls.
There is a bit of irony in all of this—these were
the very complaints usually heard from Canada,
European nations, and developing countries with
regard to the large U.S. investments in their coun-
tries during the 1950s, 1960s, and 1970s. With the
great concern often voiced during the second half
of the 1980s about the dangers of foreign invest-
ments to the United States, the tables seemed to
have turned. Such fears all but disappeared during
the 1990s (when most nations eagerly sought to
attract foreign direct investments) only to resurface
in the last decade.

Sources: “A Note on the United States as a Debtor Nation,”
Survey of Current Business (Washington, D.C.: U.S. Gov-
ernment Printing Office, June 1985), p. 28; and “The Inter-
national Investment Position of the United States,” Survey
of Current Business (July 2008–2012).
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S U M M A R Y

1. The balance of payments is a summary statement of
all the transactions of the residents of a nation with
the rest of the world during a particular period of time,
usually a year. Its main purpose is to inform monetary
authorities of the international position of the nation
and to aid banks, firms, and individuals engaged in
international trade and finance in their business deci-
sions.

2. International transactions are classified as credits or
debits. Credit transactions are those that involve the
receipt of payments from foreigners. Debit transac-
tions are those that involve payments to foreigners.
The export of goods and services, unilateral transfers
from foreigners, and capital and financial inflows are
credits and are entered with a positive sign. The import
of goods and services, unilateral transfers to foreign-
ers, and capital and financial outflows are debits and
are entered with a negative sign. In a nation’s balance
of payments, each transaction is recorded twice, once
as a credit and once as a debit of an equal amount. This
is known as double-entry bookkeeping. This ensures
that total credits equal the total debits (including the
statistical discrepancy) for the balance of payments
statement as a whole.

3. In 2011, U.S. exports of goods and services as well
as income receipts on U.S. assets abroad amounted
to $2,848 billion, while U.S. imports of goods and
services and income payments on foreign assets were
(−)$3,181. The United States also made net unilat-
eral transfers to foreigners equal to (−)$133 billion.
This gave a net current account deficit of (−)$466
billion. The United States had a net capital inflow of
(−)$1 billion. It had a net financial outflow (includ-
ing official reserve assets) of (−)$484 billion and a
net financial inflow (including foreign official reserve
assets) of (+)$1,001 billion. It also had a net inflow

of financial derivatives of (+)$39 billion. A statistical
discrepancy debit entry of (−)$89 billion was nec-
essary to make total credits equal to total debits, as
required by double-entry bookkeeping.

4. All transactions in the current, capital, and finan-
cial accounts other than official reserve assets (but
including financial derivatives) are called autonomous
transactions. If total debits on these autonomous items
exceed total credits, the nation has a deficit in its
balance of payments equal to the net debit balance.
The deficit is then settled by an equal net credit bal-
ance on the accommodating, official asset, or reserve
transactions. The opposite is the case for a balance
of payments surplus. This measure of the balance of
payments is called the official settlements balance.

5. The United States had its first large balance of pay-
ments deficit in 1970, and this was followed by a much
larger deficit in 1971. Since then the United States has
had a deficit in its international transactions in every
year, except 1979, 1982, 1984–1985, 1989, and 1998.
The U.S. balance-of-payments deficit exceeded $30
billion in each year in 1977–1978, 1986–1988, 1990,
and 1992–1994. It reached $100 billion in 1995, the
maximum of $550 billion in 2008, and it was $196
billion in 2011.

6. The international investment position, or balance of
indebtedness, measures the total amount and distri-
bution of a nation’s assets abroad and foreign assets
in the nation at year’s end. Its usefulness is in pro-
jecting the future flow of income from U.S. foreign
investments and payments on foreign investments in
the United States. In 1985, the United States became
a net debtor nation for the first time since 1914 and
is now the largest debtor nation in the world.

A L O O K A H E A D

In the next chapter we examine the operation of the for-
eign exchange markets, and in Chapter 15 we present
monetary theories of exchange rate determination. Part
Four (Chapters 16 to 21) will then be concerned with

the various mechanisms for adjusting balance-of-payments
disequilibria, or open-economy macroeconomics, and the
operation of the present international monetary system.
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K E Y T E R M S

Accommodating
transactions,
p. 407

Autonomous
transactions,
p. 407

Balance of
payments, p. 397

Capital account,
p. 404

Credit transactions,
p. 398

Current account,
p. 406

Debit transactions,
p. 398

Deficit in the
balance of
payments,
p. 406

Double-entry
bookkeeping,
p. 399

Financial account,
p. 406

Financial inflow,
p. 399

Financial outflow,
p. 399

International
investment
position, p. 412

Official reserve
account, p. 406

Official settlements
balance, p. 406

Statistical
discrepancy, p.
405

Surplus in the
balance of
payments, p. 406

Unilateral transfers,
p. 400

Q U E S T I O N S F O R R E V I E W

1. What is meant by the balance of payments? In
what way is the balance of payments a summary
statement? What is meant by an international trans-
action? How is a resident of a nation defined? In
what way is the time element involved in measuring
a nation’s balance of payments?

2. What is a credit transaction? a debit transaction?
Which are the broad categories of international
transactions classified as credits? as debits?

3. What is double-entry bookkeeping? Why does
double-entry bookkeeping usually involve an entry
called statistical discrepancy? How does such a sta-
tistical discrepancy arise?

4. What is meant by the current account? Did the
United States have a deficit or a surplus in the cur-
rent account in 2011? What was its size?

5. What was the size of the net financial outflows
(including U.S. official reserve assets) in 2011?
What was the size of the net financial inflows to
the United States in 2011?

6. Why is the classification of international financial
flows into short term and long term not stressed
anymore today as it was in the past?

7. How was the statistical discrepancy of (−) $89 bil-
lion for 2011 arrived at? By how much did U.S.

official reserve assets change in 2011? By how
much did foreign official reserve assets change in
2011?

8. Which items does the financial account in-
clude? What is meant by the autonomous transac-
tions? accommodating transactions? Which items
does the official reserve account include?

9. How is an official settlements deficit or surplus
measured? What was the size of the U.S. balance
of payments in 2011?

10. What are the most serious pitfalls to avoid in ana-
lyzing a nation’s balance of payments or statements
of international transactions?

11. What were the cause and effect of the large U.S.
trade imbalance during the postwar period?

12. What is meant by the international investment
position of a nation, or its balance of interna-
tional indebtedness? What is its relationship to the
nation’s balance of payments?

13. What is the most important use of the statement of
the international investment position of a nation?

14. What are the benefits and risks of the United States
becoming a net debtor nation?
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P R O B L E M S

*1. Indicate how each of the following international
transactions is entered into the U.S. balance of pay-
ments with double-entry bookkeeping:

(a) A U.S. resident imports $500 worth of mer-
chandise from a U.K. resident and agrees to pay in
three months.

(b) After the three months, the U.S. resident pays
for his imports by drawing down his bank balances
in London.

(c) What is the net effect of transactions (a) and
(b) on the U.S. balance of payments if they occur
during the same year?

2. Indicate how each of the following international
transactions is entered into the U.S. balance of pay-
ments with double-entry bookkeeping:

(a) The U.S. government gives a $100 cash bal-
ance in a U.S. bank to a developing nation as part
of the U.S. foreign aid program.

(b) The developing nation uses the $100 bank bal-
ance to import $100 worth of food from the United
States.

(c) What is the net effect of transactions (a) and
(b) on the U.S. balance of payments if they occur
during the same year?

3. Indicate how the following transactionis entered
into the U.S. balance of payments with double-entry
bookkeeping:

(a) The U.S. government gives $100 worth of
food aid to a developing nation.

(b) What is the difference in their effect on the
balance of payments between transaction (a) in this
problem, on the one hand, and the net result of
transactions (a) and (b) in Problem 2, on the other?

4. Indicate how the following transaction is entered
into the U.S. balance of payments with double-entry
bookkeeping: A U.S. resident purchases a $1,000
foreign stock and pays for it by drawing down her
bank balances abroad.

5. Indicate how the following transaction is entered
into the U.S. balance of payments with double-entry
bookkeeping: A U.S. resident receives a dividend
of $100 on her foreign stock and deposits it into
her bank account abroad.

*6. Indicate how the following transaction is entered
into the U.S. balance of payments with double-entry
bookkeeping: A foreign investor purchases $400 of
U.S. treasury bills and pays by drawing down his
bank balances in the United States.

*7. Indicate how the following transaction is entered
into the U.S. balance of payments with double-entry
bookkeeping: At maturity (during the same year),
the foreign investor of Problem 6 receives $440 for
the principal and interest earned and deposits these
dollars in his bank account in his own nation.

8. Indicate how the following transaction is entered
into the U.S. balance of payments with double-entry
bookkeeping:

(a) A U.S. commercial bank exchanges $800
worth of pounds sterling for dollars at the Federal
Reserve Bank of New York.

(b) What effect does this transaction have on the
official settlements balance of the United States?

9. sfasfd(a) From Table 13.3, calculate the official settle-
ments balance of the United States for each year
from 1965 to 2011.

(b) Why is this an appropriate measure for the
U.S. balance-of-payments position until 1972, but
not as appropriate since 1973?

10. Update Table 13.1 for the most recent year.

11. Update Table 13.2 for the most recent year.

12. Update Table 13.3 for the most recent year.

13. Update Table 13.4 for the most recent year.

14. Update Table 13.5 for the most recent year.

*= Answer provided at www.wiley.com/college/
salvatore.
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APPENDIX

A13.1 The IMF Method of Reporting International Transactions
This appendix presents the method of measuring the balance of payments that all nations
must use in reporting to the International Monetary Fund. This standardized reporting method
is useful because it ensures consistency and permits international comparisons of the balance
of payments of different nations.

Table 13.6 summarizes the balance of payments of the United States, Japan, Germany, the
United Kingdom, France, Italy, and Canada for the year 2010 in the standard form required
by the International Monetary Fund. Table 13.7 summarizes the balance of payments of
Spain, Korea, China, India, Brazil, Russia, and Mexico.

From Section A in Table 13.6, we see that in 2010 the United States had a net debit
balance in the current account equal to (−)$470.9 billion, while Japan had a net current
account credit balance of (+)$195.8 billion. The current account balance was (+)$187.9
billion for Germany, (−)$71.6 billion for the United Kingdom, (−)$44.5 billion for France,
(−)$71.2 billion for Italy, and (−)$49.3 billion for Canada.

Section B in Table 13.6 gives the capital account. This measures capital transfers and
acquisition/disposal of nonproduced, nonfinancial assets. Capital transfers consists of those
involving transfer of ownership of fixed assets and transfers of funds linked to the acqui-
sition and disposal of fixed assets. Acquisition/disposal of nonproduced, nonfinancial assets
covers intangibles such as patents, leases, and other transferable contracts. From Table
13.6, we see that the balances of capital accounts for all seven countries were very small
in 2010.

Section C of Table 13.6 gives the financial account. It measures direct investments (from
and to the nation), portfolio investment assets and liabilities (equity securities and debt), and
other investment assets and liabilities of monetary authorities, general government, banks,
and other sectors. The traditional distinction between short-term and long-term capital is
no longer made, except for other investments (where maturity, as in the case of foreign
debt, is important). New money market and other financial instruments and derivatives are
recorded in the portfolio component of this account. In 2010, the financial account had a
balance of $256.1 billion for the United States, −$130.5 billion for Japan, −$184.8 billion
for Germany, $63.6 billion for United Kingdom, $31.8 billion France, $117.7 billion for
Italy, and $47.4 billion for Canada.

Summing up the balance in current account (Section A), capital account (Section B),
financial account (Section C), and net errors and omissions (Section D) gives the nation’s
balance of payments. From Table 13.6, we see that all nations were practically in equilibrium,
except Japan, which had a small balance of payments surplus, covered by an equal balance
with an opposite sign in Section E (reserves and related items) of the table.

Problem Indicate the major difference between the way the United States keeps its balance
of payments (Table 13.1) and the International Monetary Fund method (Table 13.6).
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■ TABLE 13.6. IMF Balance-of-Payments Summary Presentation: United States, Japan, Germany,
United Kingdom, France, Italy, and Canada in 2010 (billions of U.S. dollars)∗

United United
States Japan Germany Kingdom France Italy Canada

A. Current Account −470.9 195.8 187.9 −71.6 −44.5 −71.2 −49.3
Goods: exports f.o.b. 1,293.2 730.1 1,303.3 410.2 517.2 448.4 393.2
Goods: imports f.o.b. −1,935.6 −639.1 −1,098.6 −563.2 −588.4 −475.7 −401.9

Balance of Goods −642.4 91.0 204.7 −152.9 −71.2 −27.3 −8.7
Services: credit 544.4 141.5 237.8 238.8 145.0 98.7 69.2
Services: debit −402.0 −157.6 −263.4 −169.1 −132.2 −110.7 −91.3

Balance on Goods and Services −500.0 74.9 179.1 −83.3 −58.5 −39.2 −30.8
Income: credit 663.2 173.7 230.5 255.4 208.5 73.6 60.0
Income: debit −498.0 −40.4 −170.9 −212.9 −159.6 −84.3 −76.0

Balance on Goods, Services, and Income −334.8 208.2 238.7 −40.8 −9.6 −49.8 −46.7
Current transfers: credit 16.1 10.1 22.7 22.0 24.1 23.2 9.0
Current transfers: debit −152.2 −22.5 −73.5 −52.7 −59.0 −44.5 −11.6

B. Capital Account −0.2 −5.0 −0.8 5.0 0.1 −0.7 4.6
Capital account: credit — 0.9 4.2 9.4 1.3 2.3 5.3
Capital account: debit −0.2 −5.9 −5.1 −4.4 −1.2 −3.0 −0.7

Total Groups A plus B −471.1 190.8 187.1 −66.6 −44.4 −72.0 −44.7
C. Financial Account 256.1 −130.5 −184.8 63.6 31.8 117.7 47.4

Direct investment abroad −351.4 −57.2 −108.4 −10.7 −84.4 −20.4 −39.1
Direct investment in the nation 236.2 1.4 46.1 47.0 33.7 9.6 23.6
Portfolio investment assets −165.6 −262.5 −231.1 −130.9 28.6 −43.2 −14.0

Equity securities −79.1 −21.5 −28.5 −12.6 −23.5 −54.5 −12.9
Debt securities −86.5 −241.2 −202.6 −118.3 52.1 11.4 −1.1

Portfolio investment liabilities 706.9 111.6 61.4 143.9 128.9 94.0 114.1
Equity securities 172.4 40.3 −2.0 3.6 −8.4 3.8 17.8
Debt securities 534.5 71.3 63.4 140.4 137.4 90.2 96.3

Financial derivatives 13.7 11.9 −22.9 44.9 45.2 3.0 —
Financial derivatives assets — 403.5 — — — 9.6 —
Financial derivatives liabilities — −391.5 −22.9 44.9 45.2 −6.5 —

Other investment assets −486.4 −130.1 −163.6 −359.9 −159.7 57.7 −46.8
Monetary authorities 10.2 — −193.5 — −14.4 66.8 —
General government −2.7 −13.0 −82.5 −1.6 −4.4 — −0.7
Banks −427.0 −116.7 188.0 −212.2 −140.2 −4.5 −25.7
Other sectors −66.9 −0.5 −75.6 −146.2 −0.8 −4.6 −20.5

Other investment liabilities 302.6 197.3 233.8 329.2 39.5 16.9 9.7
Monetary authorities 28.3 — 7.4 — −39.7 3.5 —
General government 12.1 −10.7 126.2 1.2 0.3 −0.1 −0.2
Banks 207.3 93.2 98.4 96.7 78.5 15.5 10.8
Other sectors 54.8 114.8 1.8 231.4 0.4 −2.0 −0.9

Total, Groups A Through C −214.9 60.3 2.4 −3.0 −12.7 45.8 2.7
D. Net Errors and Omissions 216.8 −16.5 −0.2 13.0 20.5 −44.4 1.1

Total, Groups A Through D 1.8 43.9 2.1 10.0 7.8 1.3 3.8
E. Reserves and Related Items −1.8 −43.9 −2.1 −10.0 −7.8 −1.3 −3.8

Reserve assets −1.8 −43.9 −2.1 −10.0 −7.8 −1.3 −3.8
Use of fund credit and loans — — — — — — —
Exceptional financing — — — — — — —

Conversion rate per U.S. dollar — 87.78 .7550 .64718 .7550 .7550 1.0302

∗Some totals do not add up because of rounding; values for the United States differ slightly from those in Table 13.1 because of
slightly different definitions and data revisions.
Source: International Monetary Fund, Balance of Payments Statistics Yearbook (Washington, D.C.: IMF, 2011).
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■ TABLE 13.7. IMF Balance-of-Payments Summary Presentation: Spain, Korea, China, India, Brazil,
Russia, and Mexico in 2010 (billions of U.S. dollars)∗

Rep. of
Spain Korea China India Brazil Russia Mexico

A. Current Account −64.3 28.2 305.4 −51.8 −47.4 70.3 −5.7
Goods: exports f.o.b. 253.0 464.3 1,581.4 225.5 201.9 400.4 298.9
Goods: imports f.o.b. −315.3 −422.4 −1,327.2 −323.4 −181.7 −248.7 −301.9

Balance of Goods −62.4 41.9 254.2 −97.9 20.2 151.7 −3.1
Services: credit 123.6 82.7 171.2 123.8 31.8 45.1 14.9
Services: debit −87.1 −93.9 −193.3 −116.8 −62.6 −74.3 −25.1

Balance on Goods and Services −25.8 30.7 232.1 −91.0 −10.6 122.5 −13.3
Income: credit 54.8 15.9 144.6 9.6 7.4 37.4 5.3
Income: debit −83.8 −15.1 −114.2 −22.5 −46.9 −86.0 −19.2

Balance on Goods, Services, and Income −54.8 31.4 262.4 −103.9 −50.2 73.9 −27.2
Current transfers: credit 24.5 13.4 49.5 55.0 4.7 10.0 21.6
Current transfers: debit −34.0 −16.6 −6.6 −2.9 −1.9 −13.6 −0.1

B. Capital Account 8.4 −0.2 4.6 — 1.1 0.1 —
Capital account: credit 10.5 1.9 4.8 — 1.5 1.0 —
Capital account: debit −2.2 −2.1 −0.2 — −0.3 −1.0 —

Total Groups A plus B −56.0 28.0 310.0 −51.8 −46.2 70.3 −5.7
C. Financial Account 60.3 1.9 221.4 68.5 98.5 −26.0 36.7

Direct investment abroad −20.6 −19.2 −60.2 −13.2 −11.5 −52.5 −13.6
Direct investment in the nation 24.7 −0.2 185.1 24.2 48.4 42.8 19.6
Portfolio investment assets 91.2 −3.5 −7.6 −1.1 −4.8 −3.5 2.3

Equity securities −11.9 −4.9 −8.4 −1.1 6.2 −1.4 —
Debt securities 103.1 1.4 0.8 — −11.0 −2.0 2.3

Portfolio investment liabilities −43.5 42.1 31.7 40.0 67.8 1.8 37.1
Equity securities −4.8 23.0 31.4 40.0 37.7 −4.8 0.6
Debt securities −38.7 19.1 0.3 — 30.1 6.6 36.5

Financial derivatives 9.8 — — — −0.1 −1.8 —
Financial derivatives assets — 49.6 — — 0.1 8.8 —
Financial derivatives liabilities 9.8 −49.6 — — −0.2 −10.7 —

Other investment assets −20.6 −12.3 −116.3 −13.7 −42.6 −22.8 −20.8
Monetary authorities — −0.2 −24.5 — 0.5 — —
General government −4.3 −0.7 — −0.1 — −0.3 —
Banks −9.4 −5.5 −24.0 0.4 1.8 −4.7 −3.4
Other sectors −7.0 −6.0 −116.7 −14.0 −44.9 −17.8 −17.4

Other investment liabilities 19.4 −5.0 188.7 32.3 41.3 10.0 11.9
Monetary authorities 11.0 −0.1 34.1 −0.5 −0.1 −2.4 −3.2
General government 6.3 −0.7 0.4 5.2 3.5 −1.2 4.3
Banks −7.7 −8.0 91.5 4.9 24.2 20.0 10.2
Other sectors 9.8 3.9 62.6 22.7 13.8 −6.5 0.6
Total, Groups A Through C 4.3 30.0 531.4 16.8 52.3 44.4 31.0

D. Net Errors and Omissions −3.2 −2.8 −59.8 −15.8 −3.2 −7.6 −8.0
Total, Groups A Through D 1.1 27.2 471.7 1.0 49.1 36.7 22.9

E. Reserves and Related Items −1.1 −27.2 −471.7 −1.0 −49.1 −36.7 −22.9
Reserve assets −1.1 −27.2 −471.7 −1.0 −49.1 −36.7 −23.0
Use of fund credit and loans — — — — — — —
Exceptional financing — — — — — — —

Conversion rate per U.S. dollar .7550 1,156.1 6.2703 45.726 1.75936 30.368 12.6360

∗Some totals do not add up because of rounding.
Source: International Monetary Fund, Balance of Payments Statistics Yearbook (Washington, D.C.: IMF, 2011).
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Foreign Exchange Markets
and Exchange Rates

chapter

LEARNING GOALS:
After reading this chapter, you should be able to:

• Understand the meaning and functions of the foreign
exchange market

• Know what the spot, forward, cross, and effective
exchange rates are

• Understand the meaning of foreign exchange risks,
hedging, speculation, and interest arbitrage

14.1 Introduction
The foreign exchange market is the market in which individuals, firms, and banks
buy and sell foreign currencies or foreign exchange. The foreign exchange market
for any currency—say, the U.S. dollar—is comprised of all the locations (such as
London, Paris, Zurich, Frankfurt, Singapore, Hong Kong, Tokyo, and New York)
where dollars are bought and sold for other currencies. These different monetary
centers are connected electronically and are in constant contact with one another,
thus forming a single international foreign exchange market.

Section 14.2 examines the functions of foreign exchange markets. Section
14.3 defines foreign exchange rates and arbitrage, and examines the relationship
between the exchange rate and the nation’s balance of payments. Section 14.4
defines spot and forward rates and discusses foreign exchange swaps, futures, and
options. Section 14.5 then deals with foreign exchange risks, hedging, and spec-
ulation. Section 14.6 examines uncovered and covered interest arbitrage, as well
as the efficiency of the foreign exchange market. Finally, Section 14.7 deals with
the Eurocurrency, Eurobond, and Euronote markets. In the appendix, we derive
the formula for the precise calculation of the covered interest arbitrage margin.

14.2 Functions of the Foreign Exchange Markets
By far the principal function of foreign exchange markets is the transfer of funds or
purchasing power from one nation and currency to another. This is usually accom-
plished by an electronic transfer and increasingly through the Internet. With it,

423
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a domestic bank instructs its correspondent bank in a foreign monetary center to pay a
specified amount of the local currency to a person, firm, or account.

The demand for foreign currencies arises when tourists visit another country and need to
exchange their national currency for the currency of the country they are visiting, when a
domestic firm wants to import from other nations, when an individual or firm wants to invest
abroad, and so on. Conversely, a nation’s supply of foreign currencies arises from foreign
tourist expenditures in the nation, from export earnings, from receiving foreign investments,
and so on. For example, suppose a U.S. firm exporting to the United Kingdom is paid in
pounds sterling (the U.K. currency). The U.S. exporter will exchange the pounds for dollars
at a commercial bank. The commercial bank will then sell these pounds for dollars to a
U.S. resident who is going to visit the United Kingdom, to a U.S. firm that wants to import
from the United Kingdom and pay in pounds, or to a U.S. investor who wants to invest in
the United Kingdom and needs the pounds to make the investment.

Thus, a nation’s commercial banks operate as clearinghouses for the foreign exchange
demanded and supplied in the course of foreign transactions by the nation’s residents. In
the absence of this function, a U.S. importer needing British pounds, for instance, would
have to locate a U.S. exporter with pounds to sell. This would be very time-consuming
and inefficient and would essentially be equivalent to reverting to barter trade. Those U.S.
commercial banks that find themselves with an oversupply of pounds will sell their excess
pounds (through the intermediary of foreign exchange brokers) to commercial banks that
happen to be short of pounds needed to satisfy their customers’ demand. In the final analysis,
then, a nation pays for its tourist expenditures abroad, its imports, its investments abroad,
and so on with its foreign exchange earnings from tourism, exports, and the receipt of
foreign investments.

If the nation’s total demand for foreign exchange in the course of its foreign transactions
exceeds its total foreign exchange earnings, the rate at which currencies exchange for one
another will have to change (as explained in the next section) to equilibrate the total quanti-
ties demanded and supplied. If such an adjustment in the exchange rates were not allowed,
the nation’s commercial banks would have to borrow from the nation’s central bank. The
nation’s central bank would then act as the “lender of last resort” and draw down its for-
eign exchange reserves (a balance-of-payments deficit of the nation). On the other hand,
if the nation generated an excess supply of foreign exchange in the course of its business
transactions with other nations (and if adjustment in exchange rates were not allowed), this
excess supply would be exchanged for the national currency at the nation’s central bank,
thus increasing the nation’s foreign currency reserves (a balance-of-payments surplus).

Thus, four levels of transactors or participants can be identified in foreign exchange
markets. At the bottom, or at the first level, are such traditional users as tourists, importers,
exporters, investors, and so on. These are the immediate users and suppliers of foreign cur-
rencies. At the next, or second, level are the commercial banks, which act as clearinghouses
between users and earners of foreign exchange. At the third level are foreign exchange bro-
kers, through whom the nation’s commercial banks even out their foreign exchange inflows
and outflows among themselves (the so-called interbank or wholesale market). Finally, at
the fourth and highest level is the nation’s central bank, which acts as the seller or buyer of
last resort when the nation’s total foreign exchange earnings and expenditures are unequal.
The central bank then either draws down its foreign exchange reserves or adds to them.
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Because of the special position of the U.S. dollar as an international currency as well as
the national currency of the United States, U.S. importers and U.S. residents wishing to make
investments abroad could pay in dollars. Then it would be U.K. exporters and investment
recipients who would have to exchange dollars for pounds in the United Kingdom. Similarly,
U.S. exporters and U.S. recipients of foreign investments may require payment in dollars.
Then it would be U.K. importers or investors who would have to exchange pounds for dollars
in London. This makes foreign monetary centers relatively larger than they otherwise might
have been.

But the U.S. dollar is more than an international currency. It is a vehicle currency; that
is, the dollar is also used for transactions that do not involve the United States at all, as,
for example, when a Brazilian importer uses dollars to pay a Japanese exporter (see Case
Study 14-1). The same is true of the euro, the newly established currency of the European
Monetary Union or EMU. The United States receives a seignorage benefit when the dollar
is used as a vehicle currency. This arises from and amounts to an interest-free loan from
foreigners to the United States on the amount of dollars held abroad. More than 60 percent
of the U.S. currency is now held abroad.

The Bank for International Settlements (BIS) in Basel, Switzerland, estimated that the
total of foreign exchange trading or “turnover” for the world as a whole averaged $4.0
trillion per day in 2010, up from $3.3 trillion in 2007, $1.9 trillion in 2004, and $1.2
trillion in 2001. This is about 27 percent of the average yearly volume of world trade and
of the U.S. gross domestic product (GDP) in 2010. Banks located in the United Kingdom

(continued)

■ CASE STUDY 14-1 The U.S. Dollar as the Dominant International Currency

Today the U.S. dollar is the dominant international
currency, serving as a unit of account, medium
of exchange, and store of value not only for
domestic transactions but also for private and
official international transactions. The U.S. dollar
replaced the British pound sterling after World
War II as the dominant vehicle currency because
of its more stable value, the existence of large
and well-developed financial markets in the
United States, and the very large size of the U.S.
economy. Since its creation at the beginning of
1999, the euro (the common currency of 17 of
the 27-member countries of the European Union)
has become the second most important vehicle
international currency (see Case Study 14-2).

Table 14.1 shows the relative importance of
the dollar, the euro, and other major currencies in

the world economy in 2010. The table shows that
42.5 percent of foreign exchange trading was in
dollars, as compared with 19.6 percent in euro, 9.5
percent in Japanese yen, and smaller percentages
in other currencies. Table 14.1 also shows that
58.2 percent of international bank loans, 38.2
percent of international bond offerings, and
52.0 percent of international trade invoicing were
denominated in U.S. dollars. Also, 61.5 percent of
foreign exchange reserves were held in U.S. dol-
lars, as compared with 26.2 percent in euro, and
much smaller percentages for the yen and other
currencies. Although the U.S. dollar has gradually
lost its role as the sole vehicle currency that it
enjoyed since the end of World War II, it still
remains the dominant vehicle currency in the world
today.
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■ CASE STUDY 14-1 Continued

■ TABLE 14.1. Relative International Importance of Major Currencies in 2010
(in Percentages)

Foreign International International Foreign
Exchange Bank Bond Trade Exchange
Tradinga Loansa Offeringa Invoicingb Reservesc

U.S. dollar 42.5 58.2 38.2 52.0 61.5
Euro 19.6 21.4 45.1 24.8 26.2
Japanese yen 9.5 3.0 3.8 4.7 3.8
Pound sterling 6.5 5.5 8.0 5.4 4.0
Swiss franc 3.2 2.1 1.5 na 0.1
Other currencies 18.7 9.8 4.4 13.1 4.4

aBank of International Settlements, Triennial Central Bank Survey (Basel, Switzerland: BIS, March 2010) and
BIS data set.
bP. Bekx, ‘‘The Implications of the Introduction of the Euro for Non-EU Countries,’’ Euro Paper No. 26, July
1998. Data are for 1995. More recent data are not available.
cInternational Monetary Fund, Annual Report (Washington, D.C.: IMF, 2011).

accounted for nearly 37 percent of all foreign exchange market turnover, followed by the
United States with about 18 percent, Japan with about 6 percent, Singapore, Switzerland,
and Hong Kong SAR each with about 5 percent, Australia with about 4 percent, and the rest
with other smaller markets. Most of these foreign exchange transactions take place through
debiting and crediting bank accounts rather than through actual currency exchanges. For
example, a U.S. importer will pay for EMU goods by debiting his or her account at a U.S.
bank. The latter will then instruct its correspondent bank in an EMU country to credit the
account of the EMU exporter with the euro value of the goods.

Another function of foreign exchange markets is the credit function. Credit is usually
needed when goods are in transit and also to allow the buyer time to resell the goods and
make the payment. In general, exporters allow 90 days for the importer to pay. However,
the exporter usually discounts the importer’s obligation to pay at the foreign department
of his or her commercial bank. As a result, the exporter receives payment right away, and
the bank will eventually collect the payment from the importer when due. Still another
function of foreign exchange markets is to provide the facilities for hedging and speculation
(discussed in Section 14.5). Today, about 90 percent of foreign exchange trading reflects
purely financial transactions and only about 10 percent trade financing.

With electronic transfers, foreign exchange markets have become truly global in the sense
that currency transactions now require only a few seconds to execute and can take place 24
hours per day. As banks end their regular business day in San Francisco and Los Angeles,
they open in Singapore, Hong Kong, Sydney, and Tokyo; by the time the latter banks wind
down their regular business day, banks open in London, Paris, Zurich, Frankfurt, and Milan;
and before the latter close, New York and Chicago banks open.

Case Study 14-1 examines the U.S. dollar as the dominant vehicle currency, whereas
Case Study 14-2 discusses the birth of the euro, which has quickly become the second most
important vehicle currency.
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■ CASE STUDY 14-2 The Birth of a New Currency: The Euro

On January 1, 1999, the euro (¤) came into ex-
istence as the single currency of 11 of the then 15
member countries of the European Union (Austria,
Belgium, Germany, Finland, France, Ireland, Italy,
Luxembourg, Spain, Portugal, and the Nether-
lands). Greece was admitted at the beginning of
2001, Slovenia in 2007, Cyprus and Malta in 2008,
Slovakia in 2009, and Estonia in 2011—making
the number of EMU countries in the Eurozone
equal to 17 (out of the 27 members of the European
Union or EU in 2011). Britain, Sweden, and Den-
mark chose not to participate, but reserved the right
to join later. This was the first time that a group
of sovereign nations voluntarily gave up their cur-
rency in favor of a common currency, and it ranks
as one of the most important economic events of
the postwar period.

From the start, the euro became an impor-
tant international currency because the European
Monetary Union or EMU (1) is as large an eco-
nomic and trading unit as the United States; (2)
has a large, well-developed, and growing finan-
cial market, which is increasingly free of controls;
and (3) has a good inflation performance that will
keep the value of the euro stable. But it is not
likely that the euro will displace the U.S. dollar
as the leading international or vehicle currency
any time soon because (1) most primary com-
modities are priced in dollars, and this is likely to
remain the case for some time to come; (2) most
non-EMU countries are likely to continue to use

the dollar for most of their international transac-
tions for the foreseeable future, with the exception
of the former communist nations in Central and
Eastern Europe (which are candidates for admis-
sion into the European Monetary Union and may
even adopt the euro before then) and the former
French colonies in West and Central Africa; and
(3) sheer inertia favors the incumbent (the
dollar).

The most likely situation will be that the
euro will share the leading position with the dollar
during this decade and also with the renminbi or
yuan, the currency of China, after that. Although
still officially inconvertible, China has already
started rapidly “internationalizing” its currency
by developing an offshore market in the cur-
rency and encouraging the use of renminbi in
settling and invoicing international trade transac-
tions. The World Bank predicted that by 2025 the
euro and the renminbi will become as important
international or vehicle currencies as the dollar
in a new “multi-currency” international monetary
system.

Sources: D. Salvatore, “The Euro: Expectations and
Performance,” Eastern Economic Journal , Winter 2002,
pp. 121–136; D. Salvatore, “Euro,” Princeton Encyclopedia
of the World Economy (Princeton, N.J.: Princeton Univer-
sity Press, 2008), pp. 350–352; World Bank, Multipolarity:
The New Global Economy (Washington, D.C., 2011), pp.
139–142; and D. Salvatore, “Exchange Rate Misalignments
and the International Monetary System,” Journal of Policy
Modeling , July/August 2012, pp. 594–604.

14.3 Foreign Exchange Rates
In this section, we first define exchange rates and show how they are determined under a
flexible exchange rate system. Then we explain how exchange rates between currencies are
equalized by arbitrage among different monetary centers. Finally, we show the relationship
between the exchange rate and the nation’s balance of payments.

14.3A Equilibrium Foreign Exchange Rates
Assume for simplicity that there are only two economies, the United States and the European
Monetary Union (EMU), with the dollar ($) as the domestic currency and the euro (¤) as
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FIGURE 14.1. The Exchange Rate under a Flexible Exchange Rate System.
The vertical axis measures the dollar price of the euro (R = $/¤), and the horizontal axis mea-
sures the quantity of euros. With a flexible exchange rate system, the equilibrium exchange
rate is R = 1, at which the quantity demanded and the quantity supplied are equal at ¤200 mil-
lion per day. This is given by the intersection at point E of the U.S. demand and sup-
ply curves for euros. At a higher exchange rate, a surplus of euros would result that would
tend to lower the exchange rate toward the equilibrium rate. At an exchange rate lower than
R = 1, a shortage of euros would result that would drive the exchange rate up toward the equilibrium
level.

the foreign currency. The exchange rate (R) between the dollar and the euro is equal to the
number of dollars needed to purchase one euro. That is, R = $/¤. For example, if R = $/¤
= 1, this means that one dollar is required to purchase one euro.

Under a flexible exchange rate system of the type we have today, the dollar price of
the euro (R) is determined, just like the price of any commodity, by the intersection of
the market demand and supply curves for euros. This is shown in Figure 14.1, where the
vertical axis measures the dollar price of the euro, or the exchange rate, R = $/¤, and the
horizontal axis measures the quantity of euros. The market demand and supply curves for
euros intersect at point E , defining the equilibrium exchange rate of R = 1, at which the
quantity of euros demanded and the quantity supplied are equal at ¤200 million per day.
At a higher exchange rate, the quantity of euros supplied exceeds the quantity demanded,
and the exchange rate will fall toward the equilibrium rate of R = 1. At an exchange rate
lower than R = 1, the quantity of euros demanded exceeds the quantity supplied, and the
exchange rate will be bid up toward the equilibrium rate of R = 1. If the exchange rate
were not allowed to rise to its equilibrium level (as under the fixed exchange rate system
that prevailed until March 1973), then either restrictions would have to be imposed on the
demand for euros of U.S. residents or the U.S. central bank (the Federal Reserve System)
would have to fill or satisfy the excess demand for euros out of its international reserves.
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The U.S. demand for euros is negatively inclined, indicating that the lower the exchange
rate (R), the greater the quantity of euros demanded by U.S. residents. The reason is that
the lower the exchange rate (i.e., the fewer the number of dollars required to purchase a
euro), the cheaper it is for U.S. residents to import from and to invest in the European
Monetary Union, and thus the greater the quantity of euros demanded by U.S. residents.
On the other hand, the U.S. supply of euros is usually positively inclined (see Figure 14.1),
indicating that the higher the exchange rate (R), the greater the quantity of euros earned
by U.S. residents and supplied to the United States. The reason is that at higher exchange
rates, EMU residents receive more dollars for each of their euros. As a result, they find U.S.
goods and investments cheaper and more attractive and spend more in the United States,
thus supplying more euros to the United States.

If the U.S. demand curve for euros shifted up (for example, as a result of increased
U.S. tastes for EMU goods) and intersected the U.S. supply curve for euros at point G (see
Figure 14.1), the equilibrium exchange rate would be R = 1.50, and the equilibrium quantity
of euros would be ¤300 million per day. The dollar is then said to have depreciated since
it now requires $1.50 (instead of the previous $1) to purchase one euro. Depreciation thus
refers to an increase in the domestic price of the foreign currency. Conversely, if the U.S.
demand curve for euros shifted down so as to intersect the U.S. supply curve for euros at
point H (see Figure 14.1), the equilibrium exchange rate would fall to R = 0.5 and the
dollar is said to have appreciated (because fewer dollars are now required to purchase one
euro). Appreciation thus refers to a decline in the domestic price of the foreign currency.
An appreciation of the domestic currency means a depreciation of the foreign currency and
vice versa. Shifts in the U.S. supply curve for euros would similarly affect the equilibrium
exchange rate and equilibrium quantity of euros (these are left as end-of-chapter problems).

The exchange rate could also be defined as the foreign currency price of a unit of the
domestic currency. This is the inverse, or reciprocal, of our previous definition. Since in the
case we examined previously, the dollar price of the euro is R = 1, its inverse is also 1. If
the dollar price of the euro were instead R = 2, then the euro price of the dollar would be
1/R = 1/2, or it would take half a euro to purchase one dollar. Although this definition of
the exchange rate is sometimes used, we will use the previous one, or the dollar price of
the euro (R), unless clearly stated to the contrary. In the real world, the particular definition
of the exchange rate being used is generally spelled out to avoid confusion (see Case
Study 14-3).

Finally, while we have dealt with only two currencies for simplicity, in reality there are
numerous exchange rates, one between any pair of currencies. Thus, besides the exchange
rate between the U.S. dollar and the euro, there is an exchange rate between the U.S. dollar
and the British pound (£), between the U.S. dollar and the Swiss franc, the Canadian dollar
and the Mexican peso, the British pound and the euro, the euro and the Swiss franc, and
between each of these currencies and the Japanese yen. Once the exchange rate between each
of a pair of currencies with respect to the dollar is established, however, the exchange rate
between the two currencies themselves, or cross-exchange rate, can easily be determined.
For example, if the exchange rate (R) were 2 between the U.S. dollar and the British pound
and 1.25 between the dollar and the euro, then the exchange rate between the pound and
the euro would be 1.60 (i.e., it takes ¤1.6 to purchase 1£). Specifically,

R = ¤/£ = $ value of £

$ value of ¤
= 2

1.25
= 1.60
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■ CASE STUDY 14-3 Foreign Exchange Quotations

Table 14.2 gives the exchange or spot rate for var-
ious currencies with respect to the U.S. dollar for
Friday May 25, 2012—defined first as the dollar
price of the foreign currency (often referred to as
in direct or “American” terms) and then as the
foreign currency price of the dollar (i.e., in indi-
rect or “European” terms). For example, next to
the Euro area, we find that the direct spot rate was
$1.2518/¤1. On the same line, we find that the
indirect or euro price of the dollar was ¤0.7988/$1.
The last column of the table, headed “U.S. $ vs.

■ TABLE 14.2. Foreign Exchange Quotation, May 25, 2012

Currencies
U.S.-dollar foreign-exchange rates in late New York trading

US$ vs,
—Thurs— YTD chg

Country/currency in US$ per US$ (%)
Americas
Argentina peso∗ .2239 4.4668 3.7
Brazil real .5031 1.9877 6.5
Canada dollar .9716 1.0293 0.8
Chile peso .001965 509.00 −2.1
Colombia peso .0005462 1831.00 −5.6
Ecuador US dollar 1 1 unch
Mexico peso∗ .0713 14.0238 0.6
Peru new sol .3711 2.695 −0.1
Uruguay peso† .04975 20.1005 1.5
Venezuela b.fuerte .229885 4.3500 unch

Asia-Pacific
Australian dollar .9759 1.0247 4.6

1-mos forward .9730 1.0278 4.3
3-mos forward .9681 1.0330 4.2
6-mos forward .9618 1.0398 4.1

China yuan .1578 6.3372 0.3
Hong Kong dollar .1288 7.7634 unch
India rupee .01806 55.375 4.4
Indonesia rupiah .0001058 9450 4.6
Japan yen .012549 79.68 3.6

1-mos forward .012552 79.67 3.5
3-mos forward .012561 79.61 3.6
6-mos forward .012581 79.48 3.6

Malaysia ringglt .3171 3.1532 −0.8
New Zealand dollar .7537 1.3267 3.2
Pakistan rupee .01086 92.055 2.5
Philippines peso .0228 43.770 −0.2
Singapore dollar .7804 1.2814 −1.2
South Korea won .0008432 1185.90 2.2
Taiwan dollar .03374 29.640 −2.1
Thailand baht .03157 31.676 0.2
Vietnam dong .00004796 20850 −0.9

US$ vs,
—Thurs— YTD chg

Country/currency in US$ per US$ (%)
Europe
Czech Rep. koruna∗∗ .04933 20.273 2.6
Denmark krone .1685 5.9355 3.5
Euro area euro 1.2518 .7988 3.5
Hungary forint .004176 239.44 −1.5
Norway krone .1662 6.0162 0.7
Poland zloty .2868 3.4869 1.2
Russia ruble‡ .03119 32.064 −0.3
Sweden krona .1393 7.1766 4.3
Switzerland franc 1.0422 .9595 2.4

1-mos forward 1.0427 .9590 2.3
3-mos forward 1.0443 .9576 2.3
6-mos forward 1.0472 .9549 2.3

Turkey lira∗∗ .5407 1.8494 −3.5
UK pound 1.5660 .6386 −0.8

1-mos forward 1.5657 .6387 −0.8
3-mos forward 1.5652 .6389 −0.8
6-mos forward 1.5647 .6391 −0.9

Middle East/Africa
Bahrain dinar 2.6532 .3769 unch
Egypt pound∗ .1656 6.0372 −0.2
Israel shekel .2593 3.8559 1.2
Jordan dinar 1.4119 .7083 −0.2
Kuwait dinar 3.5677 .2803 0.8
Lebanon pound .0006651 1503.45 −0.1
Saudi Arabia riyal .2666 3.7509 unch
South Africa rand .1190 8.4028 3.9
UAE dirham .2723 3.6730 unch

Source : ICAPplc.

*Floating rate † Financial §Government rate ‡Russian Central Bank rate **Commercial rate
Source: Reprinted by permission of the Wall Street Journal , @ 2012 Dow Jones & Company, Inc. All rights reserved.

YTD chg (%),” shows the percentage change in the
exchange rate, year to date (YTD)—that is, from
the beginning of the year. For example, the table
shows that the dollar appreciated by 3.5 percent
vis-à-vis the euro from the beginning of 2012 to
May 25, 2012. Note that the main exchange rate
table also gives the one-month, three-month, and
six-month forward rate for the Australian dollar,
the Japanese yen, the Swiss franc, and the British
pound. These are discussed in Section 14.4A.
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Since over time a currency can depreciate with respect to some currencies and appreciate
against others, an effective exchange rate is calculated. This is a weighted average of the
exchange rates between the domestic currency and that of the nation’s most important trade
partners, with weights given by the relative importance of the nation’s trade with each
of these trade partners (see Section 14.5a). Finally, we must also distinguish between the
nominal exchange rate (the one we have been discussing) and the real exchange rate (to be
discussed in Chapter 15).

14.3B Arbitrage
The exchange rate between any two currencies is kept the same in different monetary centers
by arbitrage. This refers to the purchase of a currency in the monetary center where it is
cheaper, for immediate resale in the monetary center where it is more expensive, in order
to make a profit.

For example, if the dollar price of the euro was $0.99 in New York and $1.01 in Frankfurt,
an arbitrageur (usually a foreign exchange dealer of a commercial bank) would purchase
euros at $0.99 in New York and immediately resell them in Frankfurt for $1.01, thus realizing
a profit of $0.02 per euro. While the profit per euro transferred seems small, on ¤1 million
the profit would be $20,000 for only a few minutes work. From this profit must be deducted
the cost of the electronic transfer and the other costs associated with arbitrage. Since these
costs are very small, we shall ignore them here.

As arbitrage takes place, however, the exchange rate between the two currencies tends
to be equalized in the two monetary centers. Continuing our example, we see that arbitrage
increases the demand for euros in New York, thereby exerting an upward pressure on the
dollar price of euros in New York. At the same time, the sale of euros in Frankfurt increases
the supply of euros there, thus exerting a downward pressure on the dollar price of euros in
Frankfurt. This continues until the dollar price of the euro quickly becomes equal in New
York and Frankfurt (say at $1 = ¤1), thus eliminating the profitability of further arbitrage.

When only two currencies and two monetary centers are involved in arbitrage, as in the
preceding example, we have two-point arbitrage. When three currencies and three monetary
centers are involved, we have triangular , or three-point, arbitrage. While triangular arbitrage
is not very common, it operates in the same manner to ensure consistent indirect , or cross,
exchange rates between the three currencies in the three monetary centers. For example,
suppose exchange rates are as follows:

$1 = ¤1 in New York

¤1 = £0.64 in Franfurt

£0.64 = $1 in London

These cross rates are consistent because

$1 = ¤1 = £0.64

and there is no possibility of profitable arbitrage. However, if the dollar price of the euro
were $0.96 in New York, with the other exchange rates as indicated previously, then it
would pay to use $0.96 to purchase ¤1 in New York, use the ¤1 to buy £0.64 in Frankfurt,
and exchange the £0.64 for $1 in London, thus realizing a $0.04 profit on each euro so

(c) ketabton.com: The Digital Library



Salvatore c14.tex V2 - 10/18/2012 1:15 P.M. Page 432

432 Foreign Exchange Markets and Exchange Rates

transferred. On the other hand, if the dollar price of the euro was $1.04 in New York, it
would pay to do just the opposite—that is, use $1 to purchase £0.64 in London, exchange
the £0.64 for ¤1 in Frankfurt, and exchange the ¤1 for $1.04 in New York, thus making a
profit of $0.04 on each euro so transferred.

As in the case of two-point arbitrage, triangular arbitrage increases the demand for the
currency in the monetary center where the currency is cheaper, increases the supply of
the currency in the monetary center where the currency is more expensive, and quickly
eliminates inconsistent cross rates and the profitability of further arbitrage. As a result,
arbitrage quickly equalizes exchange rates for each pair of currencies and results in consistent
cross rates among all pairs of currencies, thus unifying all international monetary centers
into a single market.

14.3C The Exchange Rate and the Balance of Payments
We can examine the relationship between the exchange rate and the nation’s balance of
payments with Figure 14.2, which is identical to Figure 14.1 except for the addition of
the new demand curve for euros labeled D ′

¤. We have seen in Chapter 13 that the U.S.
demand for euros (D¤) arises from the U.S. demand for imports of goods and services from
the European Union, from U.S. unilateral transfers to the European Union, and from U.S.
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FIGURE 14.2. Disequilibrium under a Fixed and a Flexible Exchange Rate System.
With D¤ and S¤, equilibrium is at point E at the exchange rate of R = $/¤ = 1, at which the quantities

of euros demanded and supplied are equal at ¤200 million per day. If D¤ shifted up to D ′
¤, the United

States could maintain the exchange rate at R = 1 by satisfying (out of its official euro reserves) the excess
demand of ¤250 million per day (TE in the figure). With a freely flexible exchange rate system, the dollar
would depreciate until R = 1.50 (point E ′ in the figure). If, on the other hand, the United States wanted to
limit the depreciation of the dollar to R = 1.25 under a managed float, it would have to satisfy the excess
demand of ¤100 million per day (WZ in the figure) out of its official euro reserves.
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investments in the European Monetary Union (a capital outflow from the United States).
These are the autonomous debit transactions of the United States that involve payments to
the European Monetary Union.

On the other hand, the supply of euros (S¤) arises from U.S. exports of goods and services
to the European Monetary Union, from unilateral transfers received from the European
Monetary Union, and from the EMU investments in the United States (a capital inflow to
the United States). These are the autonomous credit transactions of the United States that
involve payments from the European Monetary Union. (We are assuming for simplicity that
the United States and the European Monetary Union are the only two economies in the
world and that all transactions between them take place in euros.)

With D¤ and S¤, the equilibrium exchange rate is R = $/¤ = 1 (point E in Figure 14.2),
at which ¤200 million are demanded and supplied per day (exactly as in Figure 14.1). Now
suppose that for whatever reason (such as an increase in U.S. tastes for EMU products)
the U.S. autonomous demand for euros shifts up to D ′

¤. If the United States wanted to
maintain the exchange rate fixed at R = 1, U.S. monetary authorities would have to satisfy
the excess demand for euros of TE (¤250 million per day in Figure 14.2) out of its official
reserve holdings of euros. Alternatively, EMU monetary authorities would have to purchase
dollars (thus adding to their official dollar reserves) and supply euros to the foreign exchange
market to prevent an appreciation of the euro (a depreciation of the dollar). In either case,
the U.S. official settlements balance would show a deficit of ¤250 million ($250 million at
the official exchange rate of R = 1) per day, or ¤91.25 billion ($91.25 billion) per year.

If, however, the United States operated under a freely flexible exchange rate system, the
exchange rate would rise (i.e., the dollar would depreciate) from R = 1.00 to R = 1.50, at
which the quantity of euros demanded (¤300 million per day) exactly equals the quantity
supplied (point E ′ in Figure 14.2). In this case, the United States would not lose any of its
official euro reserves. Indeed, international reserves would be entirely unnecessary under
such a system. The tendency for an excess demand for euros on autonomous transactions
would be completely eliminated by a sufficient depreciation of the dollar with respect to
the euro.

However, under a managed floating exchange rate system of the type in operation since
1973, U.S. monetary authorities can intervene in foreign exchange markets to moderate
the depreciation (or appreciation) of the dollar. In the preceding example, the United States
might limit the depreciation of the dollar to R = 1.25 (instead of letting the dollar depreciate
all the way to R = 1.50 as under a freely fluctuating exchange rate system). The United
States could do this by supplying to the foreign exchange market the excess demand for
euros of WZ , or ¤100 million per day, out of its official euro reserves (see the figure). Under
such a system, part of the potential deficit in the U.S. balance of payments is covered by
the loss of official reserve assets of the United States, and part is reflected in the form of a
depreciation of the dollar. Thus, we cannot now measure the deficit in the U.S. balance of
payments by simply measuring the loss of U.S. international reserves or by the amount of
the net credit balance in the official reserve account of the United States. Under a managed
float, the loss of official reserves only indicates the degree of official intervention in foreign
exchange markets to influence the level and movement of exchange rates, and not the
balance-of-payments deficit.

For this reason, since 1976 the United States has suspended the calculation of the
balance-of-payments deficit or surplus. The statement of international transactions does
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not even show the net balance on the official reserve account (although it can be easily
calculated) in order to be neutral and not to focus undue attention on such a balance, in
view of the present system of floating but managed exchange rates (see Table 13.1).

The concept and measurement of international transactions and the balance of payments
are still very important and useful, however, for several reasons. First, as pointed out in
Chapter 13, the flow of trade provides the link between international transactions and the
national income. (This link is examined in detail in Chapter 17.) Second, many developing
countries still operate under a fixed exchange rate system and peg their currency to a major
currency, such as the U.S. dollar and the euro, or to SDRs. Third, the International Monetary
Fund requires all member nations to report their balance-of-payments statement annually
to it (in the specific format shown in Section A13.1). Finally, and perhaps more important,
while not measuring the deficit or surplus in the balance of payments, the balance of the
official reserve account gives an indication of the degree of intervention by the nation’s
monetary authorities in the foreign exchange market to reduce exchange rate volatility and
to influence exchange rate levels.

14.4 Spot and Forward Rates, Currency Swaps,
Futures, and Options

In this section we distinguish between spot and forward exchange rates and examine their
significance. Then we discuss foreign exchange swaps, futures, and options and their uses.

14.4A Spot and Forward Rates
The most common type of foreign exchange transaction involves the payment and receipt of
the foreign exchange within two bussiness days after the day the transaction is agreed upon.
The two-day period gives adequate time for the parties to send instructions to debit and
credit the appropriate bank accounts at home and abroad. This type of transaction is called
a spot transaction , and the exchange rate at which the transaction takes place is called the
spot rate. The exchange rate R = $/¤ = 1 in Figure 14.1 is a spot rate.

Besides spot transactions, there are forward transactions. A forward transaction involves
an agreement today to buy or sell a specified amount of a foreign currency at a specified
future date at a rate agreed upon today (the forward rate). For example, I could enter into
an agreement today to purchase ¤100 three months from today at $1.01 = ¤1. Note that no
currencies are paid out at the time the contract is signed (except for the usual 10 percent
security margin). After three months, I get the ¤100 for $101, regardless of what the spot
rate is at that time. The typical forward contract is for one month, three months, or six
months, with three months the most common (see Case Study 14-3). Forward contracts for
longer periods are not as common because of the great uncertainties involved. However,
forward contracts can be renegotiated for one or more periods when they become due. In
what follows, we will deal exclusively with three-month forward contracts and rates, but
the procedure would be the same for forward contracts of different duration.

The equilibrium forward rate is determined at the intersection of the market demand
and supply curves of foreign exchange for future delivery . The demand for and supply of
forward foreign exchange arise in the course of hedging, from foreign exchange speculation,
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and from covered interest arbitrage. These, as well as the close relationship between the
spot rate and the forward rate, are discussed next in Sections 14.5 and 14.6. All that needs
to be said here is that, at any point in time, the forward rate can be equal to, above, or
below the corresponding spot rate.

If the forward rate is below the present spot rate, the foreign currency is said to be at
a forward discount with respect to the domestic currency. However, if the forward rate is
above the present spot rate, the foreign currency is said to be at a forward premium. For
example, if the spot rate is $1 = ¤1 and the three-month forward rate is $0.99 = ¤1, we say
that the euro is at a three-month forward discount of 1 cent or 1 percent (or at a 4 percent
forward discount per year) with respect to the dollar. On the other hand, if the spot rate is
still $1 = ¤1 but the three-month forward rate is instead $1.01 = ¤1, the euro is said to be
at a forward premium of 1 cent or 1 percent for three months, or 4 percent per year.

Forward discounts (FD) or premiums (FP) are usually expressed as percentages per year
from the corresponding spot rate and can be calculated formally with the following formula:

FD or FP = FR − SR

SR
× 4 × 100

where FR is the forward rate and SR is the spot rate (what we simply called R in the
previous section). The multiplication by 4 is to express the FD(−) or FP (+) on a yearly
basis, and the multiplication by 100 is to express the FD or FP in percentages. Thus, when
the spot rate of the pound is SR = $1.00 and the forward rate is FR = $0.99, we get

FD = $0.99 − $1.00

$1.00
× 4 × 100 = −$0.01

$1.00
× 4 × 100

= −0.01 × 4 × 100 = −4%

the same as found earlier without the formula. Similarly, if SR = $1 and FR = $1.01:

FP = $1.01 − $1.00

$1.00
× 4 × 100 = $0.01

$1.00
× 4 × 100

= 0.01 × 4 × 100 = +4%

14.4B Foreign Exchange Swaps
A foreign exchange swap refers to a spot sale of a currency combined with a forward
repurchase of the same currency—as part of a single transaction. For example, suppose
that Citibank receives a $1 million payment today that it will need in three months, but in
the meantime it wants to invest this sum in euros. Citibank would incur lower brokerage
fees by swapping the $1 million into euros with Frankfurt’s Deutsche Bank as part of a
single transaction or deal, instead of selling dollars for euros in the spot market today and
at the same time repurchasing dollars for euros in the forward market for delivery in three
months—in two separate transactions. The swap rate (usually expressed on a yearly basis)
is the difference between the spot and forward rates in the currency swap.

Most interbank trading involving the purchase or sale of currencies for future delivery
is done not by forward exchange contracts alone but combined with spot transactions in
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the form of foreign exchange swaps. In April 2010, there were $1,765 billion worth of for-
eign exchange swaps outstanding. These represented 44 percent of total interbank currency
trading. Spot transactions were $1,490 billion or 37 percent of the total. Thus, the foreign
exchange market is dominated by the foreign exchange swap and spot markets.

14.4C Foreign Exchange Futures and Options
An individual, firm, or bank can also purchase or sell foreign exchange futures and options.
Trading in foreign exchange futures was initiated in 1972 by the International Monetary
Market (IMM) of the Chicago Mercantile Exchange (CME). A foreign exchange futures is
a forward contract for standardized currency amounts and selected calendar dates traded on
an organized market (exchange). The currencies traded on the IMM are the Japanese yen,
the Canadian dollar, the British pound, the Swiss franc, the Australian dollar, the Mexican
peso, and the euro.

International Monetary Market trading is done as contracts of standard size. For
example, the IMM Japanese yen contract is for ¥12.5 million, the Canadian dollar
contract is for C$100,000, the pound contract is for £62,500, and the euro contract is
for ¤125,000. Only four dates per year are available: the third Wednesday in March,
June, September, and December (see Case Study 14-4). The IMM imposes a daily
limit on exchange rate fluctuations. Buyers and sellers pay a brokerage commission and
are required to post a security deposit or margin (about 4 percent of the value of the
contract). A market similar to the IMM is the NYSE Euronext Liffe and the Frankfurt-based
Eurex.

The futures market differs from a forward market in that in the futures market only a few
currencies are traded; trades occur in standardized contracts only, for a few specific delivery
dates, and are subject to daily limits on exchange rate fluctuations; and trading takes place
only in a few geographical locations, such as Chicago, New York, London, Frankfurt, and
Singapore. Futures contracts are usually for smaller amounts than forward contracts and thus
are more useful to small firms than to large ones but are somewhat more expensive. Futures
contracts can also be sold at any time up until maturity on an organized futures market,
while forward contracts cannot. While the market for currency futures is small compared
with the forward market, it has grown very rapidly, especially in recent years. (The value
of currency futures outstanding was about $475 billion in April 2010). The two markets are
also connected by arbitrage when prices differ.

Since 1982, individuals, firms, and banks have also been able to buy foreign exchange
options (in Japanese yen, Canadian dollars, British pounds, Swiss francs, and euros) on the
Philadelphia Stock Exchange, the Chicago Mercantile Exchange (since 1984), or from a
bank. A foreign exchange option is a contract giving the purchaser the right, but not the
obligation, to buy (a call option) or to sell (a put option) a standard amount of a traded
currency on a stated date (the European option) or at any time before a stated date (the
American option) and at a stated price (the strike or exercise price). Foreign exchange
options are in standard sizes equal to those of futures IMM contracts. The buyer of the
option has the choice to purchase or forego the purchase if it turns out to be unprofitable.
The seller of the option, however, must fulfill the contract if the buyer so desires. The buyer
pays the seller a premium (the option price) ranging from 1 to 5 percent of the contract’s
value for this privilege when he or she enters the contract. About $207 billion of currency
options were outstanding in April 2010.
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■ CASE STUDY 14-4 Size, Currency, and Geographic Distribution
of the Foreign Exchange Market

Table 14.3 gives data on the size, currency, and
geographical distribution of the foreign exchange
market in 2010. The table shows that average
daily spot transactions amounted to $1,490 bil-
lion or 37.4 percent of the total market turnover,
outright forwards (forward transactions or futures)
were $475 billion or 11.9 percent of the total, for-
eign exchange swaps were $1,765 billion or 44.3
percent, currency swaps (foreign exchange deriva-
tives) were $43 billion or 1.1 percent, and options
and other products were $207 billion or 5.2 percent,

■ TABLE 14.3. Average Daily Global Foreign Exchange Market Turnover, Currency,
and Geographic Distribution in 2010

Market Turnovera Currency Distribution Geographic Distribution

Value % of
(billion $) Total Currency % Shareb Nation % Share

Spot transactions 1, 490 37.4 U.S. dollar 84.9 United Kingdom 36.7
Outright forwards 475 11.9 Euro 39.1 United States 17.9
Foreign exchange swaps 1, 765 44.3 Japanese yen 19.0 Japan 6.2
Currency swaps 43 1.1 British pound 12.9 Singapore 5.3
Options and other products 207 5.2 Australian dollar 7.6 Switzerland 5.2
Total 3, 981 100.0 Swiss franc 6.4 Hong Kong 4.7

Canadian dollar 5.3 Australia 3.8
Hong Kong dollar 2.4 France 3.0
Other 22.4 Other 17.2
Total 200.0 Total 100.0

aDaily averages in April, in billions of U.S. dollars; total does not add up because of rounding.
bTotal market shares sum to 200 percent rather than to 100 percent because each transaction involves two currencies.
Source: Bank for International Settlements, Triennial Central Bank Survey (Basel: BIS), December 2010.

for a grand total foreign exchange market of $3,981
billion in 2010. The table also shows that the share
of the U.S. dollar was more than twice that of the
euro and more than four that of the Japanese yen
and more than six times that of the British pound
(the two currencies most used after the dollar and
the euro). The United Kingdom (mostly London)
had the largest share of the market with 36.7 per-
cent followed by the United States (mostly New
York, Chicago, and Philadelphia) with 17.9 percent
share.

In contrast, neither forward contracts nor futures are options. Although forward contracts
can be reversed (e.g., a party can sell a currency forward to neutralize a previous purchase)
and futures contracts can be sold back to the futures exchange, both must be exercised (i.e.,
both contracts must be honored by both parties on the delivery date). Thus, options are less
flexible than forward contracts, but in some cases they may be more useful. For example,
an American firm making a bid to take over an EMU firm may be required to promise to
pay a specified amount in euros. Since the American firm does not know if its bid will be
successful, it will purchase an option to buy the euros that it would need and will exercise
the option if the bid is successful. Case Study 14-4 gives the average daily distribution of
global foreign exchange market turnover by instrument, by currency, and by geographical
location.
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14.5 Foreign Exchange Risks, Hedging, and Speculation
In this section, we examine the meaning of foreign exchange risks and how they can be
avoided or covered by individuals and firms whose main business is not speculation. We
then discuss how speculators attempt to earn a profit by trying to anticipate future foreign
exchange rates.

14.5A Foreign Exchange Risks
Through time, a nation’s demand and supply curves for foreign exchange shift, causing the
spot (and the forward) rate to vary frequently. A nation’s demand and supply curves for
foreign exchange shift over time as a result of changes in tastes for domestic and foreign
products in the nation and abroad, different growth and inflation rates in different nations,
changes in relative rates of interest, changing expectations, and so on.

For example, if U.S. tastes for EMU products increase, the U.S. demand for euros
increases (the demand curve shifts up), leading to a rise in the exchange rate (i.e., a depreci-
ation of the dollar). On the other hand, a lower rate of inflation in the United States than in
the European Monetary Union leads to U.S. products becoming cheaper for EMU residents.
This tends to increase the U.S. supply of euros (the supply curve shifts to the right) and
causes a decline in the exchange rate (i.e., an appreciation of the dollar). Or simply the
expectation of a stronger dollar may lead to an appreciation of the dollar. In short, in a
dynamic and changing world, exchange rates frequently vary, reflecting the constant change
in the numerous economic forces simultaneously at work.

Figure 14.3 shows the great variation in exchange rates of the U.S. dollar with respect to
the Japanese yen, the euro, the British pound, and the Canadian dollar from 1971 to 2005.
Note that the exchange rate is here defined from the foreign nation’s point of view (i.e., it
is the foreign-currency price of the U.S. dollar), so that an increase in the exchange rate
refers to a depreciation of the foreign currency (it takes more units of the foreign currency
to purchase one dollar), while a reduction in the exchange rate refers to an appreciation of
the foreign currency (and depreciation of the dollar).

The first panel of Figure 14.3 shows the sharp appreciation of the Japanese yen with
respect to the U.S. dollar from about 360 yen per dollar in 1971 to 180 yen in fall 1978.
The yen exchange rate then rose (i.e., the yen depreciated) to 260 yen per dollar in fall
1982 and again in spring 1985, but then it declined almost continuously until only slightly
above 80 yen per dollar in spring of 1995; it stayed in the range 109 to 125 yen per dollar
between 1996 and 2007, and it averaged 82 yen per dollar in March 2012.

The second panel of Figure 14.3 shows that the euro depreciated sharply from $1.17/¤,
the value at which it was introduced on January 1, 1999, to $0.85/¤ in October 2000, but
then it appreciated just as sharply from the beginning of 2002 to reach the high of $1.36/¤
in December 2004. The euro then depreciated to an average of $1.25/¤ in 2005, it rose
to the all-time peak of $1.58/¤ in July 2008, but then it depreciated to $1.32/¤ in March
2012. Note that the euro dollar exchange rate in Figure 14.3 is defined as the dollar price of
the euro (rather than the other way around, as for the exchange rate of the other currencies
shown in Figure 14.3). Note also the sharp depreciation of the British pound with respect to
the U.S. dollar from 1980 to 1985 (and in 2008) and the sharp appreciation of the Canadian
dollar with respect to the U.S. from 2002 to the beginning of 2008 (and depreciation in fall
2008, followed by appreciation).
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750. Weighted Average, Exchange Value of U.S. Dollar (Index: March 1973=100)

FIGURE 14.3. The Exchange Rate of Major Currencies and the Dollar Effective Exchange Rate,
1970–2012.
The top four panels of the figure show the fluctuations of the exchange rate of the Japanese yen, the
euro, the British pound, and the Canadian dollar with respect to the dollar from 1970 to 2009 (the euro
only from its creation at the beginning of 1999). The exchange rate used is the foreign-currency value of
the dollar (so that an increase in the exchange rate refers to a depreciation of the foreign currency and
appreciation of the dollar), except for the euro. The bottom panel shows the effective exchange rate of
the dollar defined as the weighted average of the foreign-currency value of the dollar, with March 1973 =
100. The figure shows the wide fluctuations of exchange rates from 1970 to 2012.
Source: The Conference Board, Business Cycle Indicators, April 2012, p. 23.
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The bottom panel of Figure 14.3 shows the effective exchange rate of the dollar (defined
as the weighted average foreign-currency value of the dollar, with March 1973 = 100). The
index is useful because the exchange rate between the U.S. dollar and the various currencies
changed by different amounts and sometimes in different directions over time. The sharp
depreciation of the other currencies and appreciation of the dollar from the beginning of
1980 until the beginning of 1985, as well as the appreciation of the other currencies and
depreciation of the dollar from the beginning of 1985 until the end of 1987, are clearly
shown in the figure. Although less spectacularly, the effective exchange rate of the dollar
has also fluctuated a great deal since 1987, and it was 75 in March 2012 (see Figure 14.3).

The frequent and relatively large fluctuations in exchange rates shown in Figure 14.3
impose foreign exchange risks on all individuals, firms, and banks that have to make or
receive future payments denominated in a foreign currency. For example, suppose a U.S.
importer purchases ¤100,000 worth of goods from the European Monetary Union and has
to pay in three months in euros. If the present spot rate of the pound is SR = $1/¤1, the
current dollar value of the payment that he or she must make in three months is $100,000.
However, in three months the spot rate might change to SR = $1.10/¤1. Then the importer
would have to pay $110,000, or $10,000 more, for the imports. Of course, in three months
the spot rate might be SR = $0.90/¤1, in which case the importer would have to pay only
$90,000, or $10,000 less than anticipated. However, the importer has enough to worry about
in the import business without also having to deal with this exchange risk. As a result, the
importer will usually want to insure against an increase in the dollar price of the euro (i.e.,
an increase in the spot rate) in three months.

Similarly, a U.S. exporter who expects to receive a payment of ¤100,000 in three months
will receive only $90,000 (instead of the $100,000 that he or she anticipates at today’s spot
rate of SR = $1/¤1) if the spot rate in three months is SR = $0.90/¤1. Once again, the
spot rate could be higher in three months than it is today so that the exporter would receive
more than anticipated. However, the exporter, like the importer, will usually want to avoid
(at a small cost) the exchange risk that he or she faces. Another example is provided by
an investor who buys euros at today’s spot rate in order to invest in three-month EMU
treasury bills paying a higher rate than U.S. treasury bills. However, in three months,
when the investor wants to convert euros back into dollars, the spot rate may have fallen
sufficiently to wipe out most of the extra interest earned on the EMU bills or even produce
a loss.

These three examples clearly show that whenever a future payment must be made or
received in a foreign currency, a foreign exchange risk, or a so-called open position, is
involved because spot exchange rates vary over time. In general, businesspeople are risk
averse and will want to avoid or insure themselves against their foreign exchange risk.
(Note that arbitrage does not involve any exchange risk since the currency is bought at
the cheaper price in one monetary center to be resold immediately at the higher price
in another monetary center.) A foreign exchange risk arises not only from transactions
involving future payments and receipts in a foreign currency (the transaction exposure),
but also from the need to value inventories and assets held abroad in terms of the domestic
currency for inclusion in the firm’s consolidated balance sheet (the translation or accounting
exposure), and in estimating the domestic currency value of the future profitability of the
firm (the economic exposure). In what follows, we concentrate on the transaction exposure
or risk.
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14.5B Hedging
Hedging refers to the avoidance of a foreign exchange risk, or the covering of an open
position. For example, the importer of the previous example could borrow ¤100,000 at the
present spot rate of SR = $1/¤1 and leave this sum on deposit in a bank (to earn interest)
for three months, when payment is due. By so doing, the importer avoids the risk that the
spot rate in three months will be higher than today’s spot rate and that he or she would
have to pay more than $100,000 for the imports. The cost of insuring against the foreign
exchange risk in this way is the positive difference between the interest rate the importer
has to pay on the loan of ¤100,000 and the lower interest rate he or she earns on the
deposit of ¤100,000. Similarly, the exporter could borrow ¤100,000 today, exchange this
sum for $100,000 at today’s spot rate of SR = $1/¤1, and deposit the $100,000 in a bank
to earn interest. After three months, the exporter would repay the loan of ¤100,000 with
the payment of ¤100,000 he or she receives. The cost of avoiding the foreign exchange risk
in this manner is, once again, equal to the positive difference between the borrowing and
deposit rates of interest.

Covering the foreign exchange risk in the spot market as indicated above has a very
serious disadvantage, however. The businessperson or investor must borrow or tie up his or
her own funds for three months. To avoid this, hedging usually takes place in the forward
market, where no borrowing or tying up of funds is required. Thus, the importer could buy
euros forward for delivery (and payment) in three months at today’s three-month forward
rate. If the euro is at a three-month forward premium of 4 percent per year, the importer
will have to pay $101,000 in three months for the ¤100,000 needed to pay for the imports.
Therefore, the hedging cost will be $1,000 (1 percent of $100,000 for the three months).
Similarly, the exporter could sell pounds forward for delivery (and payment) in three months
at today’s three-month forward rate, in anticipation of receiving the payment of ¤100,000
for the exports. Since no transfer of funds takes place until three months have passed, the
exporter need not borrow or tie up his or her own funds now. If the euro is at a three-month
forward discount of 4 percent per year, the exporter will get only $99,000 for the ¤100,000
he or she delivers in three months. On the other hand, if the euro is at a 4 percent forward
premium, the exporter will receive $101,000 in three months with certainty by hedging.

A foreign exchange risk can also be hedged and an open position avoided in the futures
or options markets. For example, suppose that an importer knows that he or she must pay
¤100,000 in three months and the three-month forward rate of the pound is FR = $1/¤1.
The importer could either purchase the ¤100,000 forward (in which case he or she will
have to pay $100,000 in three months and receive the ¤100,000) or purchase an option
to purchase ¤100,000 in three months, say at $1/¤1, and pay now the premium of, say, 1
percent (or $1,000 on the $100,000 option). If in three months the spot rate of the pound
is SR = $0.98/¤1, the importer would have to pay $100,000 with the forward contract, but
could let the option expire unexercised and get the ¤100,000 at the cost of only $98,000 on
the spot market. In that case, the $1,000 premium can be regarded as an insurance policy
and the importer will save $2,000 over the forward contract.

In a world of foreign exchange uncertainty, the ability of traders and investors to hedge
greatly facilitates the international flow of trade and investments. Without hedging there
would be smaller international capital flows, less trade and specialization in production, and
smaller benefits from trade. Note that a large firm, such as a multinational corporation, that
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has to make and receive a large number of payments in the same foreign currency at the
same time in the future need only hedge its net open position. Similarly, a bank has an open
position only in the amount of its net balance on contracted future payments and receipts in
each foreign currency at each future date. The bank closes as much of its open positions as
possible by dealing with other banks (through foreign exchange brokers), and it may cover
the remainder in the spot, futures, or options markets.

14.5C Speculation
Speculation is the opposite of hedging. Whereas a hedger seeks to cover a foreign exchange
risk, a speculator accepts and even seeks out a foreign exchange risk, or an open position,
in the hope of making a profit. If the speculator correctly anticipates future changes in spot
rates, he or she makes a profit; otherwise, he or she incurs a loss. As in the case of hedging,
speculation can take place in the spot, forward, futures, or options markets—usually in the
forward market. We begin by examining speculation in the spot market.

If a speculator believes that the spot rate of a particular foreign currency will rise, he or
she can purchase the currency now and hold it on deposit in a bank for resale later. If the
speculator is correct and the spot rate does indeed rise, he or she earns a profit on each unit
of the foreign currency equal to the spread between the previous lower spot rate at which
he or she purchased the foreign currency and the higher subsequent spot rate at which he
or she resells it. If the speculator is wrong and the spot rate falls instead, he or she incurs a
loss because the foreign currency must be resold at a price lower than the purchase price.

If, on the other hand, the speculator believes that the spot rate will fall, he or she borrows
the foreign currency for three months, immediately exchanges it for the domestic currency
at the prevailing spot rate, and deposits the domestic currency in a bank to earn interest.
After three months, if the spot rate on the foreign currency is lower, as anticipated, the
speculator earns a profit by purchasing the currency (to repay the foreign exchange loan) at
the lower spot rate. (Of course, for the speculator to earn a profit, the new spot rate must be
sufficiently lower than the previous spot rate to also overcome the possibly higher interest
rate paid on a foreign currency deposit over the domestic currency deposit.) If the spot rate
in three months is higher rather than lower, the speculator incurs a loss.

In both of the preceding examples, the speculator operated in the spot market and either
had to tie up his or her own funds or had to borrow to speculate. It is to avoid this serious
shortcoming that speculation, like hedging, usually takes place in the forward market. For
example, if the speculator believes that the spot rate of a certain foreign currency will be
higher in three months than its present three-month forward rate, the speculator purchases
a specified amount of the foreign currency forward for delivery (and payment) in three
months. After three months, if the speculator is correct, he or she receives delivery of the
foreign currency at the lower agreed forward rate and immediately resells it at the higher
spot rate, thus realizing a profit. Of course, if the speculator is wrong and the spot rate in
three months is lower than the agreed forward rate, he or she incurs a loss. In any event, no
currency changes hands until the three months are over (except for the normal 10 percent
security margin that the speculator is required to pay at the time he or she signs the forward
contract).

As another example, suppose that the three-month forward rate on the euro is FR =
$1.01/¤1 and the speculator believes that the spot rate of the euro in three months will be
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SR = $0.99/¤1. The speculator then sells euros forward for delivery in three months. After
three months, if the speculator is correct and the spot rate is indeed as anticipated, he or
she purchases euros in the spot market at SR = $0.99/¤1 and immediately resells them to
fulfill the forward contract at the agreed forward rate of $1.01/¤1, thereby earning a profit
of 2 cents per euro. If the spot rate in three months is instead SR = $1.00/¤1, the speculator
earns only 1 cent per euro. If the spot rate in three months is $1.01/¤1, the speculator earns
nothing. Finally, if the spot rate in three months is higher than the forward rate at which
the speculator sold the forward euros, the speculator incurs a loss on each euro equal to the
difference between the two rates.

As an alternative, the speculator (who believes that the euro will depreciate) could have
purchased an option to sell a specific amount of euros in three months at the rate of,
say, $1.01/¤1. If the speculator is correct and the spot rate of the euro in three months
is indeed $0.99/¤1 as anticipated, he or she will exercise the option, buy euros in the
spot market at $0.99/¤1, and receive $1.01/¤1 by exercising the option. By so doing, the
speculator earns 2 cents per euro (from which he or she deducts the premium or the option
price to determine the net gain). In this case, the result will be the same as with the forward
contract, except that the option price may exceed the commission on the forward contract
so that his or her net profit with the option may be a little less. On the other hand, if the
speculator is wrong and the spot rate of the euro is much higher than expected after three
months, he or she will let the option contract expire unexercised and incur only the cost of
the premium or option price. With the forward contract, the speculator would have to honor
his or her commitment and incur a much larger loss.

When a speculator buys a foreign currency on the spot, forward, or futures market, or
buys an option to purchase a foreign currency in the expectation of reselling it at a higher
future spot rate, he or she is said to take a long position in the currency. On the other
hand, when the speculator borrows or sells forward a foreign currency in the expectation of
buying it at a future lower price to repay the foreign exchange loan or honor the forward
sale contract or option, the speculator is said to take a short position (i.e., the speculator is
now selling what he or she does not have).

Speculation can be stabilizing or destabilizing. Stabilizing speculation refers to the pur-
chase of a foreign currency when the domestic price of the foreign currency (i.e., the
exchange rate) falls or is low, in the expectation that it will soon rise, thus leading to a
profit. Or it refers to the sale of the foreign currency when the exchange rate rises or is
high, in the expectation that it will soon fall. Stabilizing speculation moderates fluctuations
in exchange rates over time and performs a useful function.

On the other hand, destabilizing speculation refers to the sale of a foreign currency when
the exchange rate falls or is low, in the expectation that it will fall even lower in the future,
or the purchase of a foreign currency when the exchange rate is rising or is high, in the
expectation that it will rise even higher in the future. Destabilizing speculation thus magnifies
exchange rate fluctuations over time and can prove very disruptive to the international flow
of trade and investments. Whether speculation is primarily stabilizing or destabilizing is
a very important question, to which we return in Chapter 16, when we analyze in depth
the operation of a flexible exchange rate system, and in Chapter 20, when we compare
the operation of a flexible exchange rate system with that of a fixed exchange rate system.
In general, it is believed that under “normal” conditions speculation is stabilizing, and we
assume so here.
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Speculators are usually wealthy individuals or firms rather than banks. However, anyone
who has to make a payment in a foreign currency in the future can speculate by speeding up
payment if he or she expects the exchange rate to rise and delaying it if he or she expects
the exchange rate to fall, while anyone who has to receive a future payment in a foreign
currency can speculate by using the reverse tactics. For example, if an importer expects the
exchange rate to rise soon, he or she can anticipate the placing of an order and pay for
imports right away. On the other hand, an exporter who expects the exchange rate to rise
will want to delay deliveries and extend longer credit terms to delay payment. These are
known as leads and lags and are a form of speculation.

In recent years, a number of huge losses have been incurred by speculating on the
movement of exchange rates. One of the most spectacular was the case of Showaka Shell
Sekiyu, a Japanese oil refiner and distributor 50 percent owned by Royal Dutch Shell.
From 1989 until 1992, the finance department of Showaka bet $6.44 billion worth in the
futures market that the dollar would appreciate. When the dollar depreciated (and the yen
appreciated—see Figure 14.3) instead, Showaka lost $1.37 billion. More recently, there
was the five-year $750 million cumulative foreign exchange loss by John Rusnak of Allfirst
Bank, the U.S. subsidiary of Allied Irish Banks, Ireland’s largest bank, on trading the U.S.
dollar against the Japanese yen discovered in February 2002. And in January 2004, four
foreign currency dealers at the National Australia Bank incurred losses of $360 million in
three months of unauthorized foreign exchange trades. Yes, speculation in foreign exchange
is very risky and can lead to huge losses.

14.6 Interest Arbitrage and the Efficiency of Foreign
Exchange Markets

Interest arbitrage refers to the international flow of short-term liquid capital to earn higher
returns abroad. Interest arbitrage can be covered or uncovered. These are discussed in
turn. We will then examine the covered interest parity theory and the efficiency of foreign
exchange markets.

14.6A Uncovered Interest Arbitrage
Since the transfer of funds abroad to take advantage of higher interest rates in foreign
monetary centers involves the conversion of the domestic to the foreign currency to make
the investment, and the subsequent reconversion of the funds (plus the interest earned) from
the foreign currency to the domestic currency at the time of maturity, a foreign exchange
risk is involved due to the possible depreciation of the foreign currency during the period
of the investment. If such a foreign exchange risk is covered, we have covered interest
arbitrage; otherwise, we have uncovered interest arbitrage. Even though interest arbitrage is
usually covered, we begin by examining the simpler uncovered interest arbitrage.

Suppose that the interest rate on three-month treasury bills is 6 percent at an annual
basis in New York and 8 percent in Frankfurt. It may then pay for a U.S. investor to
exchange dollars for euros at the current spot rate and purchase EMU treasury bills to earn
the extra 2 percent interest at an annual basis. When the EMU treasury bills mature, the
U.S. investor may want to exchange the euros invested plus the interest earned back into
dollars. However, by that time, the euro may have depreciated so that the investor would
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get back fewer dollars per euro than he or she paid. If the euro depreciates by 1 percent
at an annual basis during the three months of the investment, the U.S. investor nets only
about 1 percent from this foreign investment (the extra 2 percent interest earned minus the
1 percent lost from the depreciation of the euro) at an annual basis (1/4 of 1 percent for the
three months or quarter of the investment). If the euro depreciates by 2 percent at an annual
basis during the three months, the U.S. investor gains nothing, and if the euro depreciates
by more than 2 percent, the U.S. investor loses. Of course, if the euro appreciates , the U.S.
investor gains both from the extra interest earned and from the appreciation of the euro.

Related to uncovered interest arbitrage is carry trade. Carry trade refers to the strategy
in which an investor borrows low-yielding currencies and lends (invest in) high-yielding
currencies. That is, an investor borrows a currency with a relatively low interest rate and uses
the funds to purchase another currency yielding a higher interest rate. If the higher-yielding
currency depreciates during the period of the investment, however, the investor runs the
risk of losing money (see Case Study 14-5).

(continued)

■ CASE STUDY 14-5 Carry Trade

Earlier defined, carry trade is the strategy in which
an investor borrows a low-yielding currency and
lends (invests in) a higher-yielding currency. The
risk is that if during the investment period the
higher-yielding currency depreciates vis-à-vis the
lower-yielding currency by a higher percentage
than the positive interest differentials, the investor
would lose money.

For example, suppose that in a “yen carry
trade” the investor borrows yens from a Japanese
bank at 1 percent interest, exchanges the yens for
U.S. dollars at the prevailing dollar/yen exchange
rate, and then buys a U.S. bond paying, say, 4 per-
cent interest. The investor would earn 3 percent net
on her or his investment—so long as the dollar/yen
exchange rate does not change during the period
of the investment. If the dollar appreciated with
respect to the yen, the investor would earn that
much more. If, on the other hand, the dollar depre-
ciated with respect to the yen during the investment
period, the investor would earn less, break even,
or incur a loss. Specifically, if the dollar depreci-
ated by less than 3 percent with respect to the yen
during the investment period, the investor would
earn that much less. If the dollar depreciated by
exactly 3 percent, the investor would break even
(assuming no transaction costs). If, on the other

hand, the dollar depreciated by more than 3 per-
cent, the investor’s loss would equal the difference
between the rate of the dollar depreciation and the
positive interest differential in favor of the dollar.
Thus, the big risk in carry trade is the uncertainty
of exchange rates.

Actually, the gains or losses from carry trade
will be much greater than indicated above because
of leveraging (i.e., because the investor buys the
U.S. bond on margin—puts down only a small
fraction, usually 10 percent, of the bond price). In
this case, the gains or losses would be amplified
tenfold.

In theory, according to uncovered interest
rate parity, carry trades should not yield a
predictable profit because the difference in
interest rates between two currencies should
equal the rate at which investors expect the
low-interest-rate currency to appreciate with
respect to the high-interest-rate one. Carry trades,
however, tend to weaken the currency that is
borrowed, because investors sell the borrowed
money by converting it to other currencies. In
fact, the carry trade is often blamed for rapid
depreciation of the low-yielding currency and
appreciation of the higher-yielding currency, thus
increasing exchange rate volatility.
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■ CASE STUDY 14-5 Continued

The U.S. dollar and the yen have been the
currencies most heavily used in carry trade trans-
actions since the 1990s, with the yen being the
low-rate currency and U.S. dollar bonds being the
higher-yielding asset. At its peak, in early 2007,
the yen carry trade was estimated to be about $1
trillion. That trade largely collapsed in 2008 as a
result of the rapid appreciation of the yen. This cre-
ated pressure to cover debts denominated in yen by
converting foreign assets into yen—which led to

further yen appreciation. Exchange rate volatility
often leads to carry trade unwinds, the largest of
which was the 2008 one, and that contributed sub-
stantially to the credit crunch that caused the 2008
global financial crisis.

Source: C. Burnside, M. Eichenbaum, and S. Rebelo,
“Carry Trade and Momentum in Currency Markets,”
Annual Review of Financial Economics , December 2011,
pp. 511–535.

14.6B Covered Interest Arbitrage
Investors of short-term funds abroad generally want to avoid the foreign exchange risk; there-
fore, interest arbitrage is usually covered. To do this, the investor exchanges the domestic
for the foreign currency at the current spot rate in order to purchase the foreign treasury
bills, and at the same time the investor sells forward the amount of the foreign currency he
or she is investing plus the interest he or she will earn so as to coincide with the maturity
of the foreign investment. Thus, covered interest arbitrage refers to the spot purchase of
the foreign currency to make the investment and the offsetting simultaneous forward sale
(swap) of the foreign currency to cover the foreign exchange risk. When the treasury bills
mature, the investor can then get the domestic currency equivalent of the foreign investment
plus the interest earned without a foreign exchange risk. Since the currency with the higher
interest rate is usually at a forward discount, the net return on the investment is roughly
equal to the interest differential in favor of the foreign monetary center minus the forward
discount on the foreign currency. This reduction in earnings can be viewed as the cost of
insurance against the foreign exchange risk.

As an illustration, let us continue the previous example where the interest rate on
three-month treasury bills is 6 percent per year in New York and 8 percent in Frank-
furt, and assume that the euro is at a forward discount of 1 percent per year. To engage
in covered interest arbitrage, the U.S. investor exchanges dollars for euros at the current
exchange rate (to purchase the EMU treasury bills) and at the same time sells forward a
quantity of euros equal to the amount invested plus the interest he or she will earn at the
prevailing forward rate. Since the euro is at a forward discount of 1 percent per year, the
U.S. investor loses 1 percent on an annual basis on the foreign exchange transaction to cover
the foreign exchange risk. The net gain is thus the extra 2 percent interest earned minus the
1 percent lost on the foreign exchange transaction, or 1 percent on an annual basis (1/4 of 1
percent for the three months or quarter of the investment). Note that we express both the
interest differential and the forward discount at an annual basis and then divide by four to
get the net gain for the three months or quarter of the investment.

However, as covered interest arbitrage continues, the possibility of gains diminishes until
it is completely wiped out. This occurs for two reasons. First, as funds are transferred from
New York to Frankfurt, the interest rate rises in New York (since the supply of funds in New

(c) ketabton.com: The Digital Library



Salvatore c14.tex V2 - 10/18/2012 1:15 P.M. Page 447

14.6 Interest Arbitrage and the Efficiency of Foreign Exchange Markets 447

York diminishes) and falls in Frankfurt (since the supply of funds in Frankfurt increases).
As a result, the interest differential in favor of Frankfurt diminishes. Second, the purchase
of euros in the spot market increases the spot rate, and the sale of euros in the forward
market reduces the forward rate. Thus, the forward discount on the euro (i.e., the difference
between the spot rate and the forward rate) rises. With the interest differential in favor of
Frankfurt diminishing and the forward discount on the euro rising, the net gain falls for both
reasons until it becomes zero. Then the euro is said to be at covered interest arbitrage parity
(CIAP). Here, the interest differential in favor of the foreign monetary center is equal to the
forward discount on the foreign currency (both expressed on an annual basis). In the real
world, a net gain of at least 1/4 of 1 percent per year is normally required to induce funds to
move internationally under covered interest arbitrage. Thus, in the preceding example, the
net annualized gain would be 3/4 of 1 percent after considering transaction costs or 0.1875
percent for three months.

If the euro is instead at a forward premium, the net gain to the U.S. investor will equal
the extra interest earned plus the forward premium on the euro. However, as covered interest
arbitrage continues, the interest differential in favor of Frankfurt diminishes (as indicated
earlier) and so does the forward premium on the euro until it becomes a forward discount
and all of the gains are once again wiped out. Thus, the spot rate and the forward rate on
a currency are closely related through covered interest arbitrage.

14.6C Covered Interest Arbitrage Parity
Figure 14.4 illustrates in a more general and rigorous way the relationship, through covered
interest arbitrage, between the interest rate differentials between two nations and the forward
discount or premium on the foreign currency. The vertical axis of the figure measures the
interest rate in the nation’s monetary center (i) minus the interest rate in foreign monetary
center (i ∗), or (i−i ∗), in percentages per year. Negative values for (i –i ∗) indicate that the
interest rate is higher abroad than in the nation, while positive values indicate that the
interest rate is higher in the nation than abroad. The horizontal axis measures the forward
discount (–) or premium (+) on the foreign currency also expressed in percentages per year.

The solid diagonal line indicates all points of covered interest arbitrage parity (CIAP).
Thus, when (i−i ∗) equals −1, the foreign currency is at a forward discount of 1 percent per
year. A positive interest differential of 1 is associated with a forward premium of 1 percent.
When the interest differential is zero, the foreign currency is neither at a forward discount
nor at a forward premium (i.e., the forward rate on the foreign currency is equal to its spot
rate), and we are on the CIAP line at the origin.

Below the CIAP line, either the negative interest differential (in favor of the foreign
monetary center) exceeds the forward discount on the foreign currency or the forward
premium exceeds the positive interest differential (see the figure). In either case, there will
be a net gain from a covered interest arbitrage (CIA) outflow . For example, at point A, the
negative interest differential is 2 percentage points per year in favor of the foreign monetary
center, while the foreign currency is at a forward discount of 1 percent per year. Thus, there
is a covered interest arbitrage margin of 1 percent per year in favor of the foreign nation,
leading to a capital outflow. Similarly, point A′ involves a forward premium of 2 percent
on the foreign currency and a positive interest differential of only 1 percent in favor of the
domestic monetary center. Thus, investors have an incentive to invest abroad because they
would gain 2 percent on the exchange transaction and lose only 1 percent in interest in
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FIGURE 14.4. Covered Interest Arbitrage.
The vertical axis measures the difference in the interest rate in the home nation (i) and in the foreign
nation (i∗) in percentages per annum. The horizontal axis measures the forward exchange rate, with the
minus sign indicating a forward discount and positive values indicating a forward premium on the foreign
currency in percent per annum. The solid diagonal line is the covered interest parity (CIAP) line. Below the
CIAP line, either the negative interest differential exceeds the forward discount or the forward premium
exceeds the positive interest differential. In either case, there will be a capital outflow under covered
interest arbitrage. Above the CIAP line, the opposite is true and there will be an arbitrage inflow.

investing abroad. The net gain would then be 1 percent per year or 1/4 of 1 percent for the
three months or quarter of the investment.

As the arbitrage outflow continues, the net gain diminishes and tends to disappear. Specif-
ically, starting from point A, the transfer of funds abroad reduces the interest differential
in favor of the foreign monetary center (say, from −2 to −1.5) and increases the forward
discount on the foreign currency (say, from −1 to −1.5), as explained in the previous
section, so as to reach the CIAP line (see the figure). Starting from point A′, the transfer of
funds abroad will increase the positive interest differential (say, from 1 to 1.5) and reduce
the forward premium (say, from +2 to +1.5) so as to once again reach the CIAP line.
Specifically, as funds move abroad, interest rates tend to rise at home and decline abroad.
Since interest rates were already higher at home, the positive interest differential increases.
On the other hand, as investors purchase the foreign currency to invest abroad, the spot rate
rises. As they sell the foreign currency forward to cover their foreign exchange risk, the
forward rate declines. Thus, the forward premium (i.e., the excess of the forward rate over
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the spot rate) diminishes. With the positive interest differential increasing and the forward
premium decreasing, the net gain from arbitrage outflow diminishes until it becomes zero
when the CIAP line is reached and the arbitrage outflow comes to an end.

Above the interest parity line, either the positive interest differential exceeds the forward
premium on the foreign currency (point B in the figure) or the negative interest differential
is smaller than the forward discount on the foreign currency (point B ′). In either case, it
pays for foreigners to invest in our country, and there will be an arbitrage inflow . However,
as the arbitrage inflow continues, the net gain diminishes and then disappears when the
CIAP line is reached. In reality, interest arbitrage (inflow and outflow) will come to an end
when the net gain reaches about 1/4 of 1 percent per year (1/16 of 1 percent for three months).
This range is shown by the white area between the diagonal dashed lines in the figure.

14.6D Covered Interest Arbitrage Margin
We have seen that points on the CIAP line indicate either that the negative interest differential
(in favor of the foreign monetary center) equals the forward discount (FD) on the foreign
currency or that the positive interest differential (in favor of the home monetary center)
equals the forward premium (FP) on the foreign currency. This can be expressed as:

i − i ∗ = FD if i < i ∗ or

i − i ∗ = FP if i > i ∗

But since the forward rate minus the spot rate divided by the spot rate [i.e., (FR−SR)/SR]
measures the forward discount (if SR > FR) or the forward premium (if FR > SR), the
foregoing condition for CIAP can be rewritten as

i − i ∗ = (FR − SR)/SR (14-1)

We can now define the covered interest arbitrage margin (CIAM) or the percentage gain
from covered interest arbitrage as

CIAM = (i − i ∗) − FD or FP

or more precisely as

CIAM = (i − i ∗)/(1 + i ∗) − (FR − SR)/SR (14-2)

where (1 + i ∗) is a weighting factor. This formula is derived in the appendix to this chapter.
To see how the formula works, let us apply it to the case where the interest rate on a

three-month treasury bill is 6 percent on an annual basis in New York and 8 percent in
Frankfurt, while the spot rate of the euro is $1/¤1 and the three-month forward rate on the
euro is $0.99/¤1 on an annual basis. Applying the CIAM formula, we get:

CIAM = (0.06 − 0.08)/(1 + 0.08) − ($0.99 − $1.00)/$1.00

= (−0.02)/1.08 − (−$0.01)/$1.00

= −0.01852 + 0.01

= −0.00852
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The negative sign for the CIAM refers to a CIA outflow or investing in Frankfurt. The
absolute value of the CIAM indicates that the extra return per dollar invested in Frankfurt
is 0.852 percent per year or 0.213 per quarter. (These values are similar to the approximate
values obtained in the previous subsection without the weighting factor.) On a $10 million
investment, this means an extra return of $21,300 for investing in three-month EMU treasury
bills with the foreign exchange risk covered for three months. From this extra return, we
would have to deduct the transaction costs. If these are 1/4 of 1 percent per year or 1/16 of
1 percent per quarter, we get transaction costs of (0.01/16) times $10 million, which are
$6,250. Thus, the net gain from investing $10 million in Frankfurt under CIA with the
transaction costs taken into consideration is $21,300 minus $6,250, or $15,050 for the three
months of the investment.

In the real world, significant covered interest arbitrage margins are sometimes observed.
The reason is not that covered interest arbitrage does not work, but it may be the result of
other forces at work. For example, higher tax rates abroad may exceed the CIAM in favor
of the foreign monetary center so that no arbitrage outflows take place. Similarly, investors
may not take advantage of a CIAM in favor of the foreign monetary center if they fear that
the foreign government might default or impose exchange restrictions on the repatriation
of profits and principal on the foreign investment. Or simply, large and persistent CIAM
may exist because of lack of information on foreign investment opportunities in developing
countries’ financial markets.

14.6E Efficiency of Foreign Exchange Markets
A market is said to be efficient if prices reflect all available information. The foreign
exchange market is said to be efficient if forward rates accurately predict future spot rates;
that is, if forward rates reflect all available information and quickly adjust to any new
information so that investors cannot earn consistent and unusual profits by utilizing any
available information.

Questions of market efficiency are important because only when markets are efficient do
prices correctly reflect the scarcity value of the various resources and result in allocational
efficiency. For example, if, for whatever reason, the price of a commodity is higher than
its value to consumers, then too many resources flow to the production of the commodity
at the expense of other commodities that consumers prefer.

By their very nature, tests of market efficiency are very difficult to formulate and to
interpret. Even if foreign exchange markets were efficient, we cannot expect the forward
rate of a currency to be identical to the future spot rate of the currency because the latter
also depends on unforeseen events. However, if the forward rate exceeds the future spot rate
as often as it falls below it, then we could say that the market is efficient in the sense that
there is no available information that investors could systematically use to ensure consistent
and unusual profits.

Many empirical tests have been conducted on the efficiency of foreign exchange mar-
kets by Levich (1985) and others (see the references in the Selected Bibliography). Most
of these studies seem to indicate that foreign exchange markets are efficient according to
this definition of efficiency. For example, several empirical tests show that few oppor-
tunities exist for risk-free arbitrage, and deviations from interest rate parity are, for the
most part, smaller than transaction costs. Similarly, speculators sometimes earn profits and
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sometimes incur losses and seldom face opportunities for certain and large profits. Frankel
and MacArthur (1988) have presented evidence that covered interest arbitrage holds rea-
sonably well for large industrial countries but not for small ones, and Lewis (1995) shows
that the theory does not hold well for developing countries. Clarida et al. (2003) suggest
that forward-exchange-rate time series contain valuable information not yet fully utilized
for predicting the future path of the spot exchange rates.

Thus, while many studies seem to indicate that foreign exchange markets are fairly
efficient, others do not. Exchange rates seem to respond very quickly to news, are very
volatile, have defied all attempts at being accurately forecasted, and the variance in their
fluctuation has been relatively large, so that even if the forward rate were an unbiased
predictor of the future spot rate it would not be an efficient one. We return to this topic in
our discussion of foreign exchange forecasting in the next chapter.

As exchange rates have become more volatile, the volume of foreign exchange transac-
tions has grown much faster than the volume of world trade and faster than even the much
larger flows of investment capital. Only over the 1998–2001 period has the volume of for-
eign exchange transactions declined (from $1.5 trillion in 1998 to $1.2 trillion in 2001).
This was due to the introduction of the euro (which replaced several important currencies,
thus eliminating the need to convert these currencies into one another) and the consolida-
tion of the banking sector (which eliminated a great deal of the interbank foreign exchange
market). More recently, the volume of foreign exchange transactions has resumed its growth
and reached $4.0 billion in 2012.

14.7 Eurocurrency or Offshore Financial Markets
In this section, we examine the operation and effects of Eurocurrency or offshore financial
markets and also discuss Eurobonds and Euronotes.

14.7A Description and Size of the Eurocurrency Market
Eurocurrency refers to commercial bank deposits outside the country of their issue. For
example, a deposit denominated in U.S. dollars in a British commercial bank (or even in
a British branch of a U.S. bank) is called a Eurodollar. Similarly, a pound sterling deposit
in a French commercial bank or in a French branch of a British bank is a Eurosterling, a
deposit in euros (the new European currency) in a Swiss bank is simply a Eurodeposit (to
avoid the awkward “Euroeuro”), and so on. These balances are usually borrowed or loaned
by major international banks, international corporations, and governments when they need
to acquire or invest additional funds. The market in which this borrowing and lending takes
place is called the Eurocurrency market.

Initially, only the dollar was used in this fashion, and the market was therefore called
the Eurodollar market. Subsequently, the other leading currencies (the German mark, the
Japanese yen, the British pound sterling, the French franc, and the Swiss franc) began also to
be used in this way, and so the market is now called the Eurocurrency market . The practice
of keeping bank deposits denominated in a currency other than that of the nation in which
the deposit is held has also spread to such non-European international monetary centers as
Tokyo, Hong Kong, Singapore, and Kuwait, as well as to the Bahamas and the Cayman
Islands in the Caribbean, and are appropriately called offshore deposits. Often, however, the
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name Eurodeposits is also used for such deposits outside Europe. With these geographical
extensions, the Eurocurrency market has become an essentially 24-hour-a-day operation.
Indeed, any foreign deposit made in a nation’s bank (even if in the nation’s currency) is
Eurocurrency if the deposit is exempted from the regulations that the nation imposes on
domestic deposits.

The Eurocurrency market consists mostly of short-term funds with maturity of less than
six months. In measuring the size of the Eurocurrency market, we must distinguish between
its gross and net size. The first includes interbank deposits. These are the deposits of banks
with surplus Eurocurrencies to other banks facing an excess demand for Eurocurrency loans.
Thus, interbank deposits represent transfers of Eurocurrency funds from one bank to another
and do not involve a net increase in the total amount of Eurocurrency available to be lent
to nonbank customers. Since the interbank market is a very important and active part of the
Eurocurrency market, however, the gross measure seems more appropriate in measuring the
size of the market (see Case Study 14-6).

14.7B Reasons for the Development and Growth of the
Eurocurrency Market

There are several reasons for the existence and spectacular growth of the Eurocurrency
market during the past four decades. One reason was the higher interest rates often prevailing
abroad on short-term deposits. Until it was abolished in March 1986, Federal Reserve
System Regulation Q put a ceiling on the interest rates that U.S. member banks could
pay on deposits to levels that were often below the rates paid by European banks. As a
result, short-term dollar deposits were attracted to European banks and became Eurodollars.
Another important reason is that international corporations often found it very convenient
to hold balances abroad for short periods in the currency in which they needed to make
payments. Since the dollar is the most important international and vehicle currency in making
and receiving international payments, it is only natural for a large proportion of the currency
to be in Eurodollars. Still another reason is that international corporations can overcome
domestic credit restrictions by borrowing in the Eurocurrency market.

The Eurocurrency market originated from the desire of communist nations to keep their
dollar deposits outside the United States during the early days of the Cold War for fear
that they might be frozen in a political crisis. After 1973, the impetus to the growth of the
Eurodollar market came from the huge dollar deposits from petroleum-exporting countries
arising from the manyfold increases in the price of petroleum. These nations also did not
want to keep their dollar deposits in the United States for fear that the U.S. government
might freeze them in a political crisis. Indeed, this is exactly what happened to the (small
proportion of the) dollar deposits that Iran and Iraq did keep in the United States during the
U.S. conflict with these nations in the late 1970s and early 1990s, respectively.

European banks are willing to accept deposits denominated in foreign currencies and are
able to pay higher interest rates on these deposits than U.S. banks because they can lend these
deposits at still higher rates. In general, the spread between lending and borrowing rates on
Eurocurrency deposits is smaller than that of U.S. banks. Thus, European banks are often
able to pay higher deposit rates and lend at lower rates than U.S. banks. This is the result of
(1) the fierce competition for deposits and loans in the Eurocurrency market, (2) the lower
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■ CASE STUDY 14-6 Size and Growth of Eurocurrency Market

Table 14.4 shows the gross and the net size
of Eurocurrency deposits (i.e., international bank
deposits denominated in currencies other than the
currency of the borrower’s or lender’s nation) from
1964 to 2011, as well as the percentage of the
gross market held in the form of Eurodollars. For
comparison purposes, the table also gives the U.S.
money supply (broadly defined, or M2) over the
same period of time. The table also shows that the
gross Eurocurrency market grew extremely rapidly
from $19 billion in 1964 to $17.9 trillion in 2007,
but then it declined to $15.8 trillion as a result

■ TABLE 14.4. Size of Eurocurrency Deposit Market (in billions of dollars)

Eurodollars
as a Percentage U.S. Money Stock

Year Gross Size Net Size of Gross (M2)

1964 $19 $14 n.a. $425
1968 46 34 79 567
1972 210 110 78 802
1976 422 199 69 1, 152
1980 839 408 71 1, 599
1984 1, 343 667 78 2, 310
1988 2, 684 1, 083 64 2, 994
1992 3, 806 1, 751 59 3, 431
1996 4, 985 2, 639 55 3, 842
1998 6, 332 3, 122 53 4, 403
2000 6, 077 3, 532 63 4, 949
2002 7, 505 4, 590 61 5, 807
2004 10, 035 6, 952 57 6, 437
2006 14, 168 9, 604 59 7, 094
2007 17, 931 11, 966 55 7, 522
2008 16, 668 10, 928 58 8, 269
2009 15, 817 10, 829 57 8, 552
2010 16, 014 10, 983 58 8, 849
2011 16, 911 11, 374 58 9, 713

Sources: Morgan Guaranty, World Financial Markets; BIS, Quarterly Survey; and IMF, International Financial
Statistics; various issues.

of the global financial crisis, and it was $16.9 tril-
lion in 2011. Gross Eurocurrency deposits thus
went from less than 5 percent of the M2 measure
of the U.S. money supply in 1964 to 238 per-
cent in 2007, and they were 174 percent in 2011.
While the U.S. money supply grew 23 times from
1964 to 2011, gross Eurocurrency deposits grew
890 times! The table also shows that the percent-
age of Eurodollars in gross Eurocurrency deposits
declined from 79 percent in 1968 to 55 percent in
1996 and 2007, and it was 58 percent in 2011.

operating costs in the Eurocurrency market due to the absence of legal reserve requirements
and other restrictions on Eurocurrency deposits (except for U.S. branches of European
banks), (3) economies of scale in dealing with very large deposits and loans, and (4) risk
diversification. Arbitrage is so extensive in the Eurocurrency market that interest parity is
generally maintained.
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14.7C Operation and Effects of the Eurocurrency Market
One important question is whether or not Eurocurrencies are money. Since Eurocurrencies
are, for the most part, time rather than demand deposits, they are money substitutes or near
money rather than money itself, according to the usual narrow definition of money or M1
(which includes only currency in circulation and demand deposits). Thus, Eurobanks do not,
in general, create money, but they are essentially financial intermediaries bringing together
lenders and borrowers, and operating more like domestic savings and loan associations
(before they established the so-called NOW accounts) than like commercial banks in the
United States. Perhaps more significant is that the rapid growth of Eurocurrency deposits
since the 1960s has greatly increased world liquidity. They also led to a significant integra-
tion of domestic and international financial markets, which greatly increased competition
and the efficiency of domestic banking in industrialized nations.

The existence, size, and rapid growth of the Eurocurrency market have created certain
problems. One of the most serious is that the Eurocurrency market reduces the effective-
ness of domestic stabilization efforts of national governments. For example, large firms that
cannot borrow domestically because of credit restrictions often can and do borrow in the
Eurocurrency market, thus frustrating the government effort to restrict credit to fight domes-
tic inflationary pressures. This is particularly true for smaller nations where the volume of
domestic financial transactions is small in relation to Eurocurrency transactions. A closely
related problem is that frequent and large flows of liquid Eurocurrency funds from one
international monetary center to another can produce great instability in foreign exchange
rates and domestic interest rates.

Another possible problem is that Eurocurrency markets are largely uncontrolled. As
a result, a deep worldwide recession could render some of the system’s banks insolvent
and possibly lead internationally to the type of bank panics that afflicted capitalist nations
during the nineteenth century, the first third of the twentieth century, and the latter part
of the last decade. Domestic bank panics were more or less eliminated by the creation of
national central banks to regulate domestic banking through deposit insurance and by setting
themselves up as “lenders of last resort” for domestic banks in a liquidity squeeze. In the
Eurocurrency market, however, any attempt on the part of any one nation to regulate it would
simply result in the market shifting its activity elsewhere. Thus, in order for regulations and
guidelines to be effective, they need to be multilateral. Given the strong competition for
Eurobanking business, however, it is unlikely that such multilateral cooperation will be
forthcoming in the near future. Indeed, nations seem to go out of their way to provide the
necessary infrastructures and eliminate existing restrictions in order to attract business.

A specific example of this is provided by the United States. Since December 1981,
international banking facilities (IBFs) have been permitted in the United States. That is, U.S.
banks were allowed to accept deposits from abroad and re-invest them overseas, and thus
compete directly in the huge Eurodollar market. The new rules exempted foreign deposits in
U.S. banks (even if in dollars) from federally imposed reserve and insurance requirements;
as such, they are Eurodollars. Several states have also passed complementary legislation
exempting profits on international banking transactions from state and local taxes. Almost
200 U.S. banks have entered this market, about half of them in New York, with the rest in
Chicago, Miami, New Orleans, and San Francisco. The United States has captured about
20 percent of the huge Eurodollar market, and this has led to the creation of thousands of
new jobs in banking, half of them in New York City.
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14.7D Eurobond and Euronote Markets
Eurobonds are long-term debt securities that are sold outside the borrower’s country to raise
long-term capital in a currency other than the currency of the nation where the bonds are
sold. An example is provided by a U.S. corporation selling bonds in London denominated in
euros or U.S. dollars. Eurobonds have to be distinguished from foreign bonds , which refer
simply to bonds sold in a foreign country but denominated in the currency of the country
in which the bonds are being sold. An example is a U.S. multinational corporation selling
bonds in England denominated in pounds sterling. Eurobonds, on the other hand, are bonds
sold in a foreign country and denominated in another currency. The leading centers in the
international bond market are London, Frankfurt, New York, and Tokyo. Eurobonds differ
from most domestic bonds in that the former, as opposed to the latter, are usually unsecured
(i.e., they do not require a collateral). Another type of debt security is Euronotes. These
are medium-term financial instruments falling somewhat between short-term Eurocurrency
bank loans and long-term international bonds. Corporations, banks, and countries make use
of international notes to borrow medium-term funds in a currency other than the currency
of the nation in which the notes are sold.

In 2010, corporations, banks, and countries raised $1,499 billion in Eurobonds and
Euronotes—down from $2,784 billion in 2007 (because of the financial crisis), but up from
$200 billion in 1993. The sharp increase from 1993 to 2007 was made possible by the open-
ing up of capital markets in these international debt securities by several countries, including
France, Germany, and Japan, and by the elimination of the U.S. interest-equalization tax.
The incentive to issue Eurobonds and Euronotes is that they generally represent a lower
cost of borrowing long-term funds than available alternatives. In 2010, about 72 percent of
Eurobonds and Euronotes were denominated in U.S. dollars, 22 percent in euros, 2 percent
in Canadian dollars, 1 percent in Australian dollars and pounds sterling, and the remaining
2 percent in other currencies.

Some Eurobonds are denominated in more than one currency in order to give the lender a
choice of the currencies in which to be repaid, thus providing some exchange rate protection
to the lender. For this benefit, the lender may be willing to lend at a somewhat lower rate. A
large issue of Eurobonds and Euronotes is usually negotiated by a group (called a syndicate)
of banks so as to spread the credit risk among numerous banks in many countries. Eurobonds
and Euronotes usually have floating rates. That is, the interest rates charged are re-fixed,
usually every three or six months, in line with changes in market conditions. After an issue
of Eurobonds and Euronotes is sold by syndicate, a secondary market in the international
note or bond emerges in which investors can sell their holdings. (The market in which the
initial issue was sold is appropriately called the primary market .)

Interest rates on Eurocredits are expressed as a mark-up or spread over LIBOR (the Lon-
don Interbank Offer Rate) or EUROBOR (the Brussels-set rate) at which Eurobanks lend
funds to one another. The spread varies according to the creditworthiness of the borrower
and ranges from 1 percent for best or prime borrowers to 2 percent for borrowers with weak
credit ratings. Often, weaker borrowers can negotiate a lower spread by paying various fees
up front. These are a management fee for the bank or banks organizing the syndication, a
participation fee to all participating banks based on the amount lent by each, as well as a com-
mitment fee on any undrawn portion of the loan. Because of the size and rapid growth of the
Eurocurrency, and Eurobond and Euronote markets, and the resulting integration of domestic
and international financial markets, we are approaching a truly global banking system.
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S U M M A R Y

1. Foreign exchange markets are the markets where indi-
viduals, firms, and banks buy and sell foreign cur-
rencies or foreign exchange. The foreign exchange
market for any currency, say the U.S. dollar, is com-
prised of all the locations, such as London, Paris,
Zurich, Frankfurt, Singapore, Hong Kong, and Tokyo,
as well as New York, where dollars are bought and
sold for other currencies. These different monetary cen-
ters are connected by a telephone network and video
screens, and are in constant contact with one another.

2. The principal function of foreign exchange markets is
the transfer of purchasing power from one nation and
currency to another. The demand for foreign exchange
arises from the desire to import or purchase goods
and services from other nations and to make invest-
ments abroad. The supply of foreign exchange comes
from exporting or selling goods and services to other
nations and from the inflow of foreign investments.
About 90 percent of all foreign exchange transac-
tions today, however, are undertaken by foreign cur-
rency traders and speculators. A nation’s commer-
cial banks operate as clearinghouses for the foreign
exchange demanded and supplied. Commercial banks
then even out their excess supply of or demand for for-
eign exchange with other commercial banks through
the intermediation of foreign exchange brokers. The
nation’s central bank then acts as the lender or bor-
rower of last resort.

3. The exchange rate (R) is defined as the domestic cur-
rency price of the foreign currency. Under a flexible
exchange rate system of the type in existence since
1973, the equilibrium exchange rate is determined
at the intersection of the nation’s aggregate demand
and supply curves for the foreign currency. If the
domestic currency price of the foreign currency rises,
we say that the domestic currency depreciated. In
the opposite case, we say that the domestic currency
appreciated (and the foreign currency depreciated).
Arbitrage refers to the purchase of a currency where
it is cheaper for immediate resale where it is more
expensive in order to make a profit. This equalizes
exchange rates and ensures consistent cross rates
in all monetary centers, unifying them into a sin-
gle market. Under a managed floating exchange rate
system (of the type in operation today), the loss of
official reserves only indicates the degree of official

intervention in foreign exchange markets to influence
the level and movement of exchange rates, and not
the balance-of-payments deficit.

4. A spot transaction involves the exchange of curren-
cies for delivery within two business days. A forward
transaction is an agreement to purchase for delivery
at a future date (usually one, three, or six months
hence) a specified amount of a foreign currency at
a rate agreed upon today (the forward rate). When
the forward rate is lower than the spot rate, the for-
eign currency is said to be at a forward discount of a
certain percentage per year. In the opposite case, the
foreign currency is said to be at a forward premium.
Currency swap is a spot sale of a currency combined
with a forward repurchase of the same currency. A
foreign exchange futures is a forward contract for
standardized currency amounts and selected calendar
dates traded on an organized market (exchange). A
foreign exchange option is a contract specifying the
right to buy or sell a standard amount of a traded
currency at or before a stated date.

5. Because exchange rates usually change over time,
they impose a foreign exchange risk on anyone who
expects to make or receive a payment in a foreign
currency at a future date. The covering of such an
exchange risk is called hedging. Speculation is the
opposite of hedging. It refers to the taking of an open
position in the expectation of making a profit. Specu-
lation can be stabilizing or destabilizing. Hedging and
speculation can take place in the spot, forward, future,
or options markets—usually in the forward market.

6. Interest arbitrage refers to the international flow of
short-term liquid funds to earn higher returns abroad.
One aspect of this is carry trade. Covered interest
arbitrage refers to the spot purchase of the foreign
currency to make the investment and an offsetting
simultaneous forward sale of the foreign currency to
cover the foreign exchange risk. The net return from
covered interest arbitrage is usually equal to the inter-
est differential in favor of the foreign monetary center
minus the forward discount on the foreign currency.
As covered interest arbitrage continues, the net gain
is reduced and finally eliminated. When the net gain
is zero, the currency is said to be at interest parity.
Foreign exchange markets are said to be efficient if
forward rates accurately predict future spot rates.
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7. Eurocurrency refers to commercial bank deposits
outside the country of their issue, or even in the
same country, if exempted from regulations imposed
on domestic deposits. The Eurocurrency market has
grown very rapidly during the past three decades. The
reasons for its existence and growth are (1) the higher
interest rates paid on Eurocurrency deposits, (2) the
convenience it provides for international corporations,
and (3) the ability to escape national monetary con-
trols. Eurobanks do not, in general, create money,

but they are essentially financial intermediaries bring-
ing together lenders and borrowers. The Eurocurrency
market can create great instability in exchange and
other financial markets. Eurobonds are long-term debt
securities sold outside the borrower’s country in a
currency other than the currency of the nation where
the bonds are sold. Euronotes are medium-term finan-
cial instruments falling somewhat between short-term
Eurocurrency and Eurobonds.

A L O O K A H E A D

The next chapter examines exchange rate determination,
both in the long run and in the short run, and discusses
the reasons for the large exchange rate disequilibria and

great volatility in foreign exchange markets during the past
three decades. We also evaluate the accuracy of exchange
rate forecasting in the real world.
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swaps, p. 435

Forward discount,
p. 435

Forward premium,
p. 435

Forward rate,
p. 434

Hedging, p. 441
Interest arbitrage,

p. 444

Offshore deposits,
p. 451

Seignorage, p. 425
Speculation, p. 442
Spot rate, p. 434
Stabilizing

speculation,
p. 443

Uncovered interest
arbitrage,
p. 444

Vehicle currency,
p. 425

Q U E S T I O N S F O R R E V I E W

1. What are foreign exchange markets? What is their
most important function? How is this function per-
formed?

2. What are the four different levels of participants
in foreign exchange markets? What are the other
functions of foreign exchange markets?

3. What is meant by the exchange rate? How is the
equilibrium exchange rate determined under a flex-
ible exchange rate system?

4. What is meant by a depreciation of the domestic cur-
rency? an appreciation? What is the cross exchange
rate? What is the effective exchange rate?

5. What is arbitrage? What is its result? What is tri-
angular arbitrage? What are cross rates?

6. Why is the measure of the balance-of-payments
deficit or surplus not strictly appropriate under a
flexible exchange rate?

7. What is meant by a spot transaction and the spot
rate? a forward transaction and the forward rate?
What is meant by a forward discount? forward pre-
mium? What is a currency swap? What is a foreign
exchange futures? a foreign exchange option?
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8. What is meant by foreign exchange risk? How
can foreign exchange risks be covered in the spot,
forward, futures, or options markets? Why does
hedging not usually take place in the spot
market?

9. What is meant by speculation? How can specu-
lation take place in the spot, forward, futures, or
options markets? Why does speculation not usually
take place in the spot market? What is stabilizing
speculation? destabilizing speculation?

10. What is interest arbitrage? uncovered interest arbi-
trage? covered interest arbitrage? How is inter-
est arbitrage covered in the forward market? Why
does the net gain from covered interest arbi-
trage tend to diminish as covered interest arbitrage
continues?

11. What is meant by the foreign currency being at
covered interest arbitrage parity (CIAP)? What are
some of the forces that can prevent the achievement
of CIAP?

12. (a) What is a Eurocurrency? (b) Why would off-
shore deposits be a more appropriate term? (c) Why
is the spread between lending and borrowing rates
lower on Eurocurrencies than on commercial bank
dollar deposits in the United States?

13. (a) Are Eurocurrencies money? (b) Do Eurobanks
create money? (c) What are the most serious prob-
lems created by the existence of Eurocurrencies?

14. What is the difference between Eurocurrencies on
the one hand and Eurobonds and Euronotes on the
other?

P R O B L E M S

1. From the following figure, determine

(a) the equilibrium exchange rate between the
dollar and the pound sterling and the equilibrium
quantity of pounds with supply curve S£ and S ′

£
under a flexible exchange rate system.

(b) If the United States wanted to maintain the
exchange rate at $3 = £1 with supply curve S£,
how much pound reserves would the U.S. central
bank gain or lose per day?

2. sfasfd(a) Redraw demand curve for pounds D£ and
supply curve of pounds S£ as in the figure of
Problem 1 and draw on it another supply curve
for pounds (label it S ∗

£) that intersects D£ at $1
= £1 (label the point of intersection C).

B

A

S'

D

3

2

1

0 20 40 60 Million    /Day

R = $/

S

(b) Assuming a flexible exchange rate system,
determine the equilibrium exchange rate and equi-
librium quantity of pounds with S ∗

£.

(c) If the United States wanted to maintain a
fixed exchange rate of R = 1.5 with S ∗

£, indicate
the amount of pound reserves that the U.S. central
bank would gain or lose per day.

3. Assume the following exchange rates:

$2 = £1 in New York

¥410 = £1 in London

¥200 = $1 in Tokyo

Indicate how profitable triangular, or three-point,
arbitrage can take place.

4. sfasfd(a) Identify the forces at work that will make the
cross exchange rates consistent in currency arbi-
trage in the previous problem.

(b) What are the consistent cross-rates in Prob-
lem 3?

*5. Calculate the forward discount or premium for the
following spot and three-month forward rates:

(a) SR = $2.00/£1 and FR = $2.01/£1

(b) SR = $2.00/£1 and FR = $1.96/£1
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6. Calculate the forward discount or premium for the
following spot and three-month forward rates:

(a) SR = SF2/¤1 and SF2.02/¤1 where SF is
the Swiss franc and ¤ is the euro

(b) SR = ¥200/$1 and FR = ¥190/$1

7. Assume that SR = $2/£1 and the three-month FR
= $1.96/£1. How can an importer who will have
to pay £10,000 in three months hedge the foreign
exchange risk?

8. For the given in Problem 7, indicate how an
exporter who expects to receive a payment of
£1 million in three months hedges the foreign
exchange risk.

*9. Assume that the three month FR = $2.00/£1 and
a speculator believes that the spot rate in three
months will be SR = $2.05/£1. How can a person
speculate in the forward market? How much will
the speculator earn if he or she is correct?

10. If the speculator of Problem 9 believes that the
spot rate in three months will be SR = $1.95/£1,
how can he or she speculate in the forward mar-
ket? How much will the speculator earn if he or
she is correct? What will the result be if in three
months SR = $2.05/£1 instead?

*11. If the positive interest rate differential in favor of
a foreign monetary center is 4 percent per year
and the foreign currency is at a forward discount
of 2 percent per year, roughly how much would an
interest arbitrageur earn from the purchase of for-
eign three-month treasury bills if he or she covered
the foreign exchange risk?

12. For the given of Problem 11, indicate:

(a) How much would an interest arbitrageur earn
if the foreign currency were at a forward premium
of 1 percent per year?

(b) What would happen if the foreign currency
were at a forward discount of 6 percent per year?

13. With reference to Figure 14.4, explain (a) why
there will be an arbitrage inflow at points B and
B ′ and (b) the forces that tend to eliminate the net
gain as arbitrage inflows continue.

14. Explain why even when CIAP holds, investors
in different monetary centers do not necessarily
receive the same returns on their financial invest-
ments.

*= Answer provided at www.wiley.com/college/
salvatore.

APPENDIX

A14.1 Derivation of the Formula for the Covered Interest
Arbitrage Margin

In this appendix, we derive the formula for calculating the covered interest arbitrage margin
(CIAM). Starting with Formula (14A-1):

K (1 + i/4)
>=
<

(K /SR)(1 + i ∗/4)FR (14A-1)

where K = amount of capital invested
i = domestic interest rate per year

i ∗ = foreign interest rate per year
SR = spot rate
FR = forward rate

The left-hand side of Formula (14A-1) gives the value of the investment (the original
capital invested plus the interest earned) when K amount of capital is invested domestically
for three months. The right-hand side gives the domestic currency value of the investment
(the original capital invested plus the interest earned) when the same amount of capital is
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invested abroad for three months with the foreign exchange risk covered. Specifically, the
right-hand side of the formula gives the foreign currency value of the investment, times
one plus the interest earned abroad for three months, times the forward rate (to reconvert
the invested capital plus the interest earned back into the domestic currency). Investors will
invest domestically if the left-hand side of the formula is larger than the right-hand side;
they will invest abroad if the right-hand side of the formula is larger than the left-hand side;
and they are indifferent if the two sides are equal.

According to the theory of covered interest arbitrage (CIA), an arbitrage outflow or
inflow will proceed until no net gain remains (i.e., until covered interest arbitrage parity or
CIAP is reached). Thus, at CIAP the two sides of Formula (14A-1) would be equal. By
treating Formula (14A-1) as an equation and manipulating it algebraically, we can derive
the formula for the covered interest arbitrage margin (CIAM). In doing this, it is convenient
to divide both sides by K and omit, for the moment, the division of i and i ∗ by 4. This
will give us the CIAM per dollar per year. By then multiplying the CIAM obtained by the
capital invested (K ) and dividing by 4, we get the extra dollar earnings in percentage for
the three months of the investment with the foreign exchange risk covered.

Treating Formula (14A-1) as an equation, and dividing both sides by K and omitting the
division of i and i ∗ by 4 as explained previously, we get Equation (14A-2):

1 + i = (FR/SR) (1 + i ∗) (14A-2)

Manipulating Equation (14A-2) algebraically, we obtain:

(1 + i )/(1 + i ∗) = FR/SR

[(1 + i )/(1 + i ∗)] − 1 = [FR/SR] − 1

(1 + i − 1 − i ∗)/(1 + i ∗) = (FR − SR)/SR

(i − i ∗)/(1 + i ∗) = (FR − SR)/SR

Solving for FR, we get Formula (14A-3) to calculate the forward rate at CIAP:

FR = [(i − i ∗)/(1 + i ∗)]SR + SR (14A-3)

Thus, the covered interest arbitrage margin (CIAM) is:

CIAM = (i − i ∗)/(1 + i ∗) − (FR − SR)/SR (14A-4)

This is Formula (14-2) given in Section 14.6d. The first fraction on the right-hand side
of Formula (14A-4) is the domestic-foreign interest rate differential weighted by 1 plus the
foreign interest rate. The second fraction is the forward discount on the foreign currency
weighted by the spot rate. At CIAP, the value of the two fractions is equal, so that CIAM
equals zero. Since Formula (14A-4) refers to a whole year, the CIAM for three months is
CIAM/4.

Problem Using the data on i , i ∗, SR, and FR in the numerical example at the end of
Section 14.6d, determine the dollar amount (principal plus interest) that a U.S. investor
will get back by investing $100,000 for three months in (a) U.S. treasury bills or (b) EMU
treasury bills with the foreign exchange risk covered. How would your answer to Part (b)
differ if you estimated the CIAM as in Section 14.6b?
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I N T E R N e t
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as well as data on U.S. interest rates, can be obtained by
clicking, respectively, on “Exchange Rates” and “Inter-
est Rates” (for covered interest arbitrage) on the Federal
Reserve Bank of St. Louis website at:

http://research.stlouisfed.org/fred2

For the internationalization of the renminbi, see:
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corporations/docs/rmb.pdf
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Exchange Rate Determination chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand the purchasing-power parity theory and
why it does not work in the short run

• Understand how the monetary and the portfolio balance
models of the exchange rate work

• Understand the causes of exchange rate overshooting

• Understand why exchange rates are so difficult to
forecast

15.1 Introduction
In this chapter, we examine modern exchange rate theories. These theories are
based on the monetary approach and the asset market or portfolio balance approach
to the balance of payments that have been developed since the late 1960s. These
theories view the exchange rate, for the most part, as a purely financial phenomenon.
They also seek to explain the great short-run volatility of exchange rates and their
tendency to overshoot their long-run equilibrium level, which have often been
observed during the past four decades.

These modern exchange rate theories may be distinguished from traditional
exchange rate theories (discussed in Chapters 16 and 17), which are based on trade
flows and help explain exchange rate movements only in the long run or over the
years. Since the advent of floating rates in 1973, international financial flows have
increased tremendously and are now far larger than trade flows. Therefore, it is
only natural that interest shifted toward monetary theories of exchange rate deter-
mination. Traditional exchange rate theories are still important, however, especially
in explaining exchange rates in the long run.

We begin in Section 15.2 by presenting the purchasing-power parity theory,
which provides the long-run framework for the monetary and asset market or
portfolio balance approaches to exchange rate determination. Section 15.3 then
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examines the monetary approach to the balance of payments and exchange rate determina-
tion. Section 15.4 presents the portfolio balance approach to exchange rate determination.
Section 15.5 examines exchange rate dynamics and seeks to explain the tendency of short-run
exchange rates to overshoot their long-run equilibrium level. Finally, Section 15.6 presents
empirical evidence on the monetary approach and the portfolio balance approach, and on
exchange rate forecasting. The appendix to the chapter discusses a formal model of the
monetary approach and portfolio balance model of exchange rate determination.

15.2 Purchasing-Power Parity Theory
In this section, we examine the purchasing-power parity (PPP) theory and evaluate its
usefulness in explaining exchange rates. The purchasing-power parity (PPP) theory was
elaborated and brought back into use by the Swedish economist Gustav Cassel in order to
estimate the equilibrium exchange rates at which nations could return to the gold standard
after the disruption of international trade and the large changes in relative commodity prices
in the various nations caused by World War I. There is an absolute and a relative version
of the PPP theory. These will be examined in turn.

15.2A Absolute Purchasing-Power Parity Theory
The absolute purchasing-power parity theory postulates that the equilibrium exchange rate
between two currencies is equal to the ratio of the price levels in the two nations. Specifi-
cally:

R = P

P∗ (15-1)

where R is the exchange rate or spot rate and P and P∗ are, respectively, the general price
level in the home nation and in the foreign nation. For example, if the price of one bushel of
wheat is $1 in the United States and ¤1 in the European Monetary Union, then the exchange
rate between the dollar and the pound should be R = $1/¤1 = 1. That is, according to the
law of one price, a given commodity should have the same price (so that the purchasing
power of the two currencies is at parity) in both countries when expressed in terms of the
same currency. If the price of one bushel of wheat in terms of dollars were $0.50 in the
United States and $1.50 in the European Monetary Union, firms would purchase wheat in
the United States and resell it in the European Monetary Union, at a profit. This commodity
arbitrage would cause the price of wheat to fall in the European Monetary Union and rise in
the United States until the prices were equal, say $1 per bushel, in both economies (in the
absence of obstructions to the flow of trade or subsidies and abstracting from transportation
costs). Commodity arbitrage thus operates just as does currency arbitrage in equalizing
commodity prices throughout the market.

This version of the PPP theory can be very misleading. There are several reasons for this.
First, it appears to give the exchange rate that equilibrates trade in goods and services while
completely disregarding the capital account. Thus, a nation experiencing capital outflows
would have a deficit in its balance of payments, while a nation receiving capital inflows
would have a surplus if the exchange rate were the one that equilibrated international trade in
goods and services. Second, this version of the PPP theory will not even give the exchange
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rate that equilibrates trade in goods and services because of the existence of many nontraded
goods and services.

Nontraded goods include products, such as cement and bricks, for which the cost of
transportation is too high for them to enter international trade, except perhaps in border
areas. Most services, including those of mechanics, hair stylists, family doctors, and many
others, also do not enter international trade. International trade tends to equalize the prices
of traded goods and services among nations but not the prices of nontraded goods and
services. Since the general price level in each nation includes both traded and nontraded
commodities, and prices of the latter are not equalized by international trade, the absolute
PPP theory will not lead to the exchange rate that equilibrates trade. Furthermore, the
absolute PPP theory fails to take into account transportation costs or other obstructions to
the free flow of international trade. As a result, the absolute PPP theory cannot be taken too
seriously (see Case Studies 15-1 and 15-2). Whenever the purchasing-power parity theory
is used, it is usually in its relative formulation.

15.2B Relative Purchasing-Power Parity Theory
The more refined relative purchasing-power parity theory postulates that the change in the
exchange rate over a period of time should be proportional to the relative change in the
price levels in the two nations over the same time period. Specifically, if we let the subscript
0 refer to the base period and the subscript 1 to a subsequent period, the relative PPP theory
postulates that

R1 = P1/P0

P∗
1/P∗

0
· R0 (15-2)

where R1 and R0 are, respectively, the exchange rates in period 1 and in the base period.
For example, if the general price level does not change in the foreign nation from the

base period to period 1 (i.e., P∗
1/P∗

0 = 1), while the general price level in the home nation
increases by 50 percent, the relative PPP theory postulates that the exchange rate (defined
as the home-currency price of a unit of the foreign nation’s currency) should be 50 percent
higher (i.e., the home nation’s currency should depreciate by 50 percent) in period 1 as
compared with the base period.

Note that if the absolute PPP held, the relative PPP would also hold, but when the relative
PPP holds, the absolute PPP need not hold. For example, while the very existence of capital
flows, transportation costs, other obstructions to the free flow of international trade, and
government intervention policies leads to the rejection of the absolute PPP, only a change
in these would lead the relative PPP theory astray.

However, other difficulties remain with the relative PPP theory. One of these results
from the fact (pointed out by Balassa and Samuelson in 1964) that the ratio of the price of
nontraded to the price of traded goods and services is systematically higher in developed
nations than in developing nations. The Balassa–Samuelson effect results from labor
productivity in traded goods being higher in developed than in developing countries, but
about the same in many nontraded goods and services sectors (for example, haircutting). To
remain in nontraded goods and services sectors in developed nations, however, labor must
receive wages comparable to the high wages in traded -goods sectors. This makes the price
of nontraded goods and services systematically higher in developed than in developing
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■ CASE STUDY 15-1 Absolute Purchasing-Power Parity in the Real World

Figure 15.1 shows the actual exchange rate of the
dollar in terms of the German mark (i.e., DM/$
prevailing in the market—the colored curve) and
the PPP exchange rate (measured by the ratio of
the German to the U.S. consumer price index—the
black curve) during the flexible exchange rate
period since 1973. (Since the beginning of 1999,
the fluctuation of the DM/$ reflects the fluctua-
tion of the euro with respect to the dollar.) For
the absolute PPP theory to hold, the two curves
should coincide. As we can see from the figure,
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FIGURE 15.1. Actual and PPP Exchange Rate of the Dollar, 1973–2011.
The colored curve measures the dollar exchange rate (defined as DM/$) prevailing in the market, and the black curve
measures the PPP exchange rate (measured by the ratio of the German to the U.S. consumer price index) from 1973 to
2011. The figure shows that the dollar was undervalued during 1973–1980, 1986–2000, and 2003–2011, and was overvalued
during 1981–1985 and in 2001 and 2002. (Since the beginning of 1999, the fluctuation in DM/$ reflects the fluctuation of the
euro with respect to the dollar.)
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, various issues).

however, the curves diverge widely. The dollar
was undervalued (the colored curve was below the
black curve) from 1973 to 1980, 1986 to 2000,
and 2003 to 2011, and was overvalued from 1981
to 1985 and 2001 and 2002. The figure shows that
at its peak (at the beginning of 1985), the dollar
was overvalued by nearly 40 percent in terms of
marks. Only at the beginning of 1981 and 2001,
and at the end of 1985 and 2002, do the curves
cross and the two currencies were at parity.

nations. For example, the price of a haircut may be $10 in the United States but only $1 in
Brazil.

Since the general price index includes the prices of both traded and nontraded goods and
services, and prices of the latter are not equalized by international trade but are relatively
higher in developed nations, the relative PPP theory will tend to predict overvalued exchange
rates for developed nations and undervalued exchange rates for developing nations, with
distortions being larger the greater the differences in the levels of development. This has
been confirmed by Rogoff (1996) and Choudri and Khan (2005).
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■ CASE STUDY 15-2 The Big Mac Index and the Law of One Price

According to the absolute PPP theory, the dollar
price of a particular product—say, McDonald’s Big
Mac hamburger—should be the same in other coun-
tries as in the United States if exchange rates were
equal to the ratio of the price level in the United
States and other countries. From the second column
in Table 15.1, however, we see that the dollar price
of a Big Mac varied greatly across countries. On
January 12, 2012, the Big Mac was most expensive
in Norway ($6.79) and cheapest in India ($1.62), as
compared with $4.20 in the United States.

The third column of the table gives the im-
plied purchasing-power parity (PPP) of the dollar
with respect to the various currencies. This is the
exchange rate that would make the price of a ham-
burger the same in the various countries or regions
as in the United States. For example, the price of
£3.49 for a hamburger in the Euro area implies a
dollar-euro exchange rate of 1.2034 (rounded off
to 1.20 in Table 15.1) to equalize the price of a
hamburger of $4.20 (£3.49 × 1.2034 = $4.20)

■ TABLE 15.1. Big Mac Prices and Exchange Rates, January 12, 2012

Big Mac Prices
Actual Dollar Under (−)/Over (+)

In Local In U.S. Implied PPPa Exchange Rate: against the
Currency Dollars of the Dollar Jan. 12, 2012 Dollar, %

United Statesb $4.20 $4.20 − − −
Argentina Peso 20.0 $4.64 4.77 4.31 10
Australia A$4.80 $4.54 1.14 0.97 18
Brazil Real 10.25 $5.68 2.44 1.81 35
Britainc £2.49 $3.82 1.65 1.54 −5
Canada C$4.73 $4.63 113 1.02 10
Chile Peso 2,050 $4.05 488 505 −3
Chinad Yuan 15.4 $2.44 3.67 6.32 −42
Colombia Preso 8,400 $4.54 2001 1852 8
Czech Republic Koruna 70.22 $3.45 15.73 20.4 −18
Denmark DK 31.5 $5.37 7.50 5.86 28
Egypt Pound 15.5 $2.57 3.69 6.04 −39
Euro areae 3.49 $4.43 1.20 1.27f 5
Hong Kong HK$16.5 $2.12 3.93 7.77 −45
Hungary Forint 64.5 $2.63 153.67 245 −37
India Rupee 84.0 $1.62 20.01 51.9 −61

(continued)

in the two regions. This makes the actual dollar-
euro exchange rate of $1.27/£ about 6 percent
[(1.27 − 1.2034)/1.2034 = 5.53 percent, rounded
off to 6 percent in Table 15.1] overvalued with
respect to the dollar.

Since the dollar price of a Big Mac was
$6.79 in Norway as compared with $4.20 in the
United States, the Norwegian kroner was 62 per-
cent ($6.79/$4.20) overvalued with respect to the
U.S. dollar on January 12, 2012. The table also
shows that the Swiss franc was also overvalued
by 62 percent, the Swedish krone by 41 percent,
and the Brazilian real by 35 percent. On the other
hand, the British pound was 9 percent undervalued
with respect to the U.S. dollar, the Mexican peso
36 percent, the Russian rouble 39 percent, the Chi-
nese renminbi or yuan 42 percent, and the Indian
rupee 61 percent. Norway was therefore the most
expensive country for Americans to visit and India
the least expensive (among the countries listed in
the table).

(continued )
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■ CASE STUDY 15-2 Continued

■ TABLE 15.1. (continued)

Big Mac Prices

Actual Dollar Under (−)/Over (+)
In Local In U.S. Implied PPPa Exchange Rate: against the

Currency Dollars of the Dollar Jan. 12, 2012 Dollar, %

Indonesia Rupiah 22.534 $2.46 5369 9160 −41
Israel Shekel 15.9 $4.13 3.79 3.85 −2
Japan Yen 320 $4.16 76.24 76.9 −1
Malaysia Ringgit 7.35 $2.34 1.75 3.14 −44
Mexico Peso 37 $2.70 8.82 13.68 −36
Norway Kroner 41 $6.79 9.77 6.04 52
Pakistan Rupee 260 $2.89 61.95 50.1 −31
Peru Sol 10.0 $3.71 2.38 2.69 −12
Philippines Peso 118 $2.68 28.11 44.0 −36
Poland Zhoty 9.10 $2.58 2.17 3.52 −38
Russia Rouble 81.0 $2.55 19.30 31.8 −39
Saudi Arabia Riyal 10.0 $2.67 2.38 3.75 −36
Singapore S$4.85 $3.75 1.16 1.29 −11
South Africa Rand 19.55 $2.45 4.75 8.13 −42
South Korea Won 3,700 $3.19 882 1158 −24
Sweden SKr 41 $5.91 9.77 6.53 41
Switzerland SFr 6.50 $6.81 1.55 0.56 52
Taiwan NTS 75.0 $2.50 17.87 30.0 −40
Thailand Baht 78 $2.46 18.58 31.8 −41
Turkey Lire 6.60 $3.54 1.57 1.86 −16

a Purchasing-power parity: local price divided by price in the United States;
b Average of four cities;
c Dollars per pound;
d Average of 5 cities;
e Weighted average of prices in euro area;
f Dollars per euro.
Source: ‘‘2012 Big Mac Index,’’ The Economist, January 12, 2009.

Significant structural changes also lead to problems with the relative PPP theory. For
example, the PPP theory indicated that the British pound was undervalued (i.e., the exchange
rate of the pound was too high) immediately after World War I, when it was obvious that the
opposite was the case (and the exchange rate of the pound should have been even higher).
The reason was that the United Kingdom had liquidated many of its foreign investments
during the war, so that the equilibrium exchange rate predicted by the relative PPP theory
(which did not take into consideration the drop in earnings from foreign investments) would
have left a large deficit in the U.K. balance of payments after the war. Case Study 15-3 pro-
vides a simple test of the relative PPP theory. More formal and rigorous tests are discussed
in the next subsection.
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■ CASE STUDY 15-3 Relative Purchasing-Power Parity in the Real World

Figure 15.2 shows the relationship between changes
in relative national price levels and changes in
exchange rates for 18 industrial nations from 1973
to 2011 (the period of flexible exchange rates). The
horizontal axis measures the average inflation rate
in each country minus the average inflation rate in
the United States (so that positive values refer to
a higher average inflation rate in the nation than
in the United States). The vertical axis measures
changes in the foreign exchange rate, defined as
the foreign-currency price of the U.S. dollar. Thus,
an increase in the foreign exchange rate refers to a
depreciation of the foreign currency relative to the
U.S. dollar, while a decrease in the exchange rate
refers to an appreciation of the foreign currency.

Depreciation of foreign currency
relative to U.S. dollar 

3

2

1

–1

–1 1 2–2
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FIGURE 15.2. Inflation Differentials and Exchange Rates, 1973–2011.
Positive values along the horizontal axis refer to higher average inflation rates in the nation than in the United States.
Positive values along the vertical axis refer to a depreciating currency relative to the U.S. dollar. Since nations with higher
inflation rates generally experienced depreciating currencies the relative PPP theory seems to be broadly confirmed
in the long run. Since 1999, changes in the exchange rates of EMU countries reflect the changes in the euro/dollar
exchange rate.
Source: International Monetary Fund, International Financial Statistics, various issues.

According to the relative purchasing-power
parity (PPP) theory, nations with higher inflation
rates than in the United States should experience
depreciating currencies, while nations with lower
inflation rates should have appreciating currencies.
The figure shows that this is indeed the case over
the 38-year period examined. That is, countries with
higher inflation rates than the United States expe-
rienced depreciating currencies with respect to the
U.S. dollar, while countries with lower inflation rates
experienced appreciating currencies. For the the-
ory to hold perfectly, however, the plotted points
in Figure 15.2 should fall on a straight line with a
positive slope of 1. Since this is not the case, the
relative PPP theory holds only approximately.
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15.2C Empirical Tests of the Purchasing-Power Parity Theory
The movement to a floating exchange rate system after 1973 stimulated a great resurgence
of interest in the purchasing-power parity theory and led to numerous empirical studies to
test the validity of the theory.

Frenkel (1978) provided empirical evidence on the long-run validity of the PPP theory
during the high-inflation years of the 1920s, and so did Kravis and Lipsey (1978) for the
1950–1970 period, and McKinnon (1979) for the 1953–1977 period. On the other hand,
Frenkel (1981) found that the PPP theory collapsed during the 1970s, especially in the latter
part of the 1970s, and so did Levich (1985) and Dornbusch (1987) for the 1980s.

Frankel (1986 and 1990) has suggested that researchers should utilize data over
many decades to properly test the PPP theory because deviations from purchasing-
power parity die out only very slowly. Utilizing annual data on the dollar/pound exchange
rate over the 1869–1984 period, Frankel showed that it took between four and five years
for one-half of the deviations from PPP to die out and that only about 15 percent of the
deviations from PPP were eliminated per year. Lothian and Taylor (1996), using data
from 1790 to 1990 for the dollar/pound and the franc/pound exchange rates, confirmed
Frankel’s results, as did Frankel and Rose (1995) using annual data for 150 countries from
1948 to 1992, MacDonald (1999) using 1960 to 1996 data, Taylor (2002) using annual
data for 20 countries (the G-7 countries and 13 other countries) over the 1882–1996
period, and by Cashin and McDermott (2002) for 20 industrial countries over the
1973–2002 period. Taylor and Taylor (2004) review this empirical evidence and support
the above results and conclusions. Cashin and McDermott (2006) extend and confirm
their earlier conclusions for 90 developed and developing countries over the 1973–2002
period.

Why do deviations from PPP die out so slowly? One possible explanation given by
Rogoff (1996 and 1999) is that, despite all the globalization that has occurred during
the past two or three decades, international commodity markets are still much less inte-
grated than national commodity markets. This is due to the existence of transportation
costs, actual or threatened trade protection, information costs, and very limited interna-
tional labor mobility. As a consequence of various adjustment costs, exchange rates can
move a great deal without triggering any immediate and large response in relative domestic
prices.

We can therefore come to the following overall conclusions with regard to the empirical
relevance of the PPP theory. (1) We expect the PPP to work well (i.e., the law of one price
to hold) for highly traded individual commodities, such as wheat or steel of a particular
grade, but less well for all traded goods together, and not so well for all goods (which
include many nontraded commodities). (2) For any level of aggregation, the PPP theory
works reasonably well over very long periods of time (many decades) but not so well over
one or two decades, and not well at all in the short run. (3) PPP works well in cases of
purely monetary disturbances and in very inflationary periods but not so well in periods of
monetary stability, and not well at all in situations of major structural changes.

These conclusions are very important not only for the relevance of the PPP theory itself,
but also because, as we will see in the rest of this chapter, the PPP theory occupies a central
position in the monetary and in the asset market or portfolio balance approaches to the
balance-of-payments and exchange rate determination.
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15.3 Monetary Approach to the Balance of Payments
and Exchange Rates

In this section we examine the monetary approach to the balance of payments. This approach
was started toward the end of the 1960s by Robert Mundell and Harry Johnson and became
fully developed during the 1970s. The monetary approach represents an extension of domes-
tic monetarism (stemming from the Chicago school) to the international economy in that
it views the balance of payments as an essentially monetary phenomenon . That is, money
plays the crucial role in the long run both as a disturbance and as an adjustment in the
nation’s balance of payments. In Section 15.3a we examine the monetary approach under
fixed exchange rates, in Section 15.3b we look at the monetary approach under flexible
exchange rates, in Section 15.3c we show how exchange rates are determined according
to the monetary approach, and in Section 15.3d we discuss the effect of expectations on
exchange rates.

15.3A Monetary Approach under Fixed Exchange Rates
The monetary approach begins by postulating that the demand for nominal money balances
is positively related to the level of nominal national income and is stable in the long run.
Thus, the equation for the demand for money can be written as:

Md = kPY (15-3)

where Md = quantity demanded of nominal money balances
k = desired ratio of nominal money balances to nominal national income
P = domestic price level
Y = real output

In Equation (15-3), PY is the nominal national income or output (GDP). This is
assumed to be at or to tend toward full employment in the long run. The sym-
bol k is the desired ratio of nominal money balances to nominal national income; k is also
equal to 1/V , where V is the velocity of circulation of money or the number of times
a dollar turns over in the economy during a year. With V (and thus k ) depending on
institutional factors and assumed to be constant, Md is a stable and positive function of the
domestic price level and real national income.

For example, if GDP = PY = $1 billion and V = 5 (so that k = 1/V = 1/5), then
Md = (1/5)PY = (1/5)($1 billion) = $200 million. Although not included in Equation (15-3),
the demand for money is also related, but inversely, to the interest rate (i ) or opportunity
cost of holding inactive money balances rather than interest-bearing securities. Thus, Md
is directly related to PY and inversely related to i . (This more complete money demand
function is formally presented in the appendix to this chapter.) To simplify the analysis,
however, we assume for now that Md is related only to PY , or the nation’s nominal GDP,
and will work with Equation (15-3).

On the other hand, the nation’s supply of money is given by

Ms = m(D + F ) (15-4)
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where Ms = the nation’s total money supply
m = money multiplier
D = domestic component of the nation’s monetary base
F = international or foreign component of the nation’s monetary base

The domestic component of the nation’s monetary base (D) is the domestic credit created
by the nation’s monetary authorities or the domestic assets backing the nation’s money
supply. The international or foreign component of the nation’s money supply (F) refers
to the international reserves of the nation, which can be increased or decreased through
balance-of-payments surpluses or deficits, respectively. D + F is called the monetary base
of the nation, or high-powered money . Under a fractional-reserve banking system (such as
we have today), each new dollar of D or F deposited in any commercial bank results in an
increase in the nation’s money supply by a multiple of $1. This is the money multiplier, m ,
in Equation (15-4).

For example, a new deposit of $1 in a commercial bank allows the bank to lend (i.e., to
create demand deposits for borrowers) $0.80, if the legal reserve requirement (LRR) is 20
percent. The $0.80 lent by the first bank is usually used by the borrower to make a payment
and ends up as a deposit in another bank of the system, which proceeds to lend 80 percent
of it ($0.64), while retaining 20 percent ($0.16) as reserve. The process continues until the
original $1 deposit has become the reserve base of a total of $1.00 + $0.80 + $0.64 + . . .

= $5 in demand deposits (which are part of the nation’s total money supply). The figure
of $5 is obtained by dividing the original deposit of $1 by the legal reserve requirement of
20 percent, or 0.2. That is, $1/0.2 = 5 = m . However, due to excess reserves and leakages,
the real-world multiplier is likely to be smaller. In what follows, we assume for simplicity
that the money multiplier (m) is constant over time.

Starting from a condition of equilibrium where Md = Ms , an increase in the demand for
money (resulting, say, from a once-and-for-all increase in the nation’s GDP) can be satisfied
either by an increase in the nation’s domestic monetary base (D) or by an inflow of interna-
tional reserves, or balance-of-payments surplus (F). If the nation’s monetary authorities do
not increase D , the excess demand for money will be satisfied by an increase in F . On the
other hand, an increase in the domestic component of the nation’s monetary base (D) and
money supply (Ms), in the face of unchanged money demand (Md ), flows out of the nation
and leads to a fall in F (a deficit in the nation’s balance of payments). Thus, a surplus in
the nation’s balance of payments results from an excess in the stock of money demanded
that is not satisfied by an increase in the domestic component of the nation’s monetary base,
while a deficit in the nation’s balance of payments results from an excess in the stock of
the money supply of the nation that is not eliminated by the nation’s monetary authorities
but is corrected by an outflow of reserves.

For example, an increase in the nation’s GNP from $1 billion to $1.1 billion increases
Md from $200 million (1/5 of $1 billion) to $220 million (1/5 of $1.1 billion). If the
nation’s monetary authorities keep D constant, F will ultimately have to increase (a surplus
in the nation’s balance of payments) by $4 million, so that the nation’s money supply also
increases by $20 million (the $4 million increase in F times the money multiplier of m =
5). Such a balance-of-payments surplus could be generated from a surplus in the current
account or the capital account of the nation. How this surplus arises is not important at this
time, except to note that the excess demand for money will lead to a balance-of-payments
surplus that increases Ms by the same amount. On the other hand, an excess in the stock of

(c) ketabton.com: The Digital Library



Salvatore c15.tex V2 - 10/18/2012 12:45 A.M. Page 473

15.3 Monetary Approach to the Balance of Payments and Exchange Rates 473

money supplied will lead to an outflow of reserves (a balance-of-payments deficit) sufficient
to eliminate the excess supply of money in the nation.

The nation, therefore, has no control over its money supply under a fixed exchange
rate system in the long run. That is, the size of the nation’s money supply will be the
one that is consistent with equilibrium in its balance of payments in the long run. Only a
reserve-currency country, such as the United States, retains control over its money supply in
the long run under a fixed exchange rate system because foreigners willingly hold dollars.

To summarize, a surplus in the nation’s balance of payments results from an excess in
the stock of money demanded that is not satisfied by domestic monetary authorities. On the
other hand, a deficit in the nation’s balance of payments results from an excess in the stock of
money supplied that is not eliminated or corrected by the nation’s monetary authorities. The
nation’s balance-of-payments surplus or deficit is temporary and self-correcting in the long
run; that is, after the excess demand for or supply of money is eliminated through an inflow or
outflow of funds, the balance-of-payments surplus or deficit is corrected and the international
flow of money dries up and comes to an end. Thus, except for a currency-reserve country,
such as the United States, the nation has no control over its money supply in the long run
under a fixed exchange rate system.

15.3B Monetary Approach under Flexible Exchange Rates
Under a flexible exchange rate system, balance-of-payments disequilibria are immediately
corrected by automatic changes in exchange rates without any international flow of money
or reserves. Thus, under a flexible exchange rate system, the nation retains dominant control
over its money supply and monetary policy. Adjustment takes place as a result of the change
in domestic prices that accompanies the change in the exchange rate. For example, a deficit
in the balance of payments (resulting from an excess money supply) leads to an automatic
depreciation of the nation’s currency, which causes prices and therefore the demand for
money to rise sufficiently to absorb the excess supply of money and automatically eliminate
the balance-of-payments deficit.

On the other hand, a surplus in the balance of payments (resulting from an excess
demand for money) automatically leads to an appreciation of the nation’s currency, which
tends to reduce domestic prices, thus eliminating the excess demand for money and the
balance-of-payments surplus. Whereas under fixed exchange rates, a balance-of-payments
disequilibrium is defined as and results from an international flow of money or reserves
(so that the nation has no control over its money supply in the long run), under a flexible
exchange rate system, a balance-of-payments disequilibrium is immediately corrected by
an automatic change in exchange rates and without any international flow of money or
reserves (so that the nation retains dominant control over its money supply and domestic
monetary policy).

The actual exchange value of a nation’s currency in terms of the currencies of other
nations is determined by the rate of growth of the money supply and real income in the
nation relative to the growth of the money supply and real income in the other nations.
For example, assuming zero growth in real income and the demand for money, as well as
in the supply of money, in the rest of the world, the growth in the nation’s money supply
in excess of the growth in its real income and demand for money leads to an increase in
prices and in the exchange rate (a depreciation of the currency) of the nation. Conversely,
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FIGURE 15.3. Relative Money Supplies and Exchange Rates.
Line OC shows the relationship between the money supply in the United States relative to the money
supply in the European Monetary Union (EMU) [S = Ms(U.S.)/Ms(EMU)] and the dollar-euro exchange rate
(R = $/¤). Line OC thus shows that a change from S1 to S2 causes a proportional change in R from R1 to R2.

an increase in the nation’s money supply that falls short of the increase in its real income
and demand for money tends to reduce prices and the exchange rate (an appreciation of the
currency) of the nation. (The actual process by which exchange rates are determined under
the monetary approach is examined in the next section.)

Thus, according to the monetary approach, a currency depreciation results from excessive
money growth in the nation over time, while a currency appreciation results from inadequate
money growth in the nation. Put differently, a nation facing greater inflationary pressure
than other nations (resulting from more rapid growth of its money supply in relation to
the growth in its real income and demand for money) will find its exchange rate rising
(its currency depreciating—see Figure 15.3). On the other hand, a nation facing lower
inflationary pressure than the rest of the world will find its exchange rate falling (its currency
appreciating). According to global monetarists , the depreciation of the U.S. dollar and the
appreciation of the German mark during the 1970s were due to excessive money growth and
inflationary pressure in the United States, and to the much smaller rate of money growth
and inflationary pressure in Germany than in the rest of the world.

With flexible exchange rates, the rest of the world is to some extent shielded from
the monetary excesses of some nations. The nations with excessive money growth and
depreciating currencies will now transmit inflationary pressures to the rest of the world
primarily through their increased imports rather than directly through the export of money
or reserves. This will take some time to occur and will depend on how much slack exists
in the world economy and on structural conditions abroad.

Under a managed floating exchange rate system of the type in operation today, the
nation’s monetary authorities intervene in foreign exchange markets and either lose or
accumulate international reserves to prevent an “excessive” depreciation or appreciation of
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the nation’s currency, respectively. Under such a system, part of a balance-of-payments
deficit is automatically corrected by a depreciation of the nation’s currency, and part is
corrected by a loss of international reserves (refer to Figure 14.2). As a result, the nation’s
money supply is affected by the balance-of-payments deficit, and domestic monetary policy
loses some of its effectiveness. Under a managed float, the nation’s money supply is similarly
affected by excessive or inadequate growth of the money supply in other nations, although
to a smaller extent than under a fixed exchange rate system. The operation of the present
floating exchange rate system is discussed in detail in Chapters 20 and 21.

15.3C Monetary Approach to Exchange Rate Determination
In Section 14.3a, we defined the exchange rate as the domestic currency price of a unit of
the foreign currency. With the dollar ($) as the domestic currency and the euro (¤) as the
foreign currency, the exchange rate (R) was defined as the number of dollars per euro, or R
= $/¤. For example, if R = $1/¤1, this means that one dollar is required to purchase one
euro, or if R = $1.20/¤1, it would take $1.20 to get one euro.

If markets are competitive and if there are no tariffs, transportation costs, or other
obstructions to international trade, then according to the law of one price postulated by
the purchasing-power parity (PPP) theory, the price of a commodity must be the same in
the United States as in the European Monetary Union (EMU). That is, PX ($) = RPX (¤). For
example, if the price of a unit of commodity X is PX = ¤1 in the EMU and R = $1.20/¤1,
then PX = $1.20 in the United States. The same is true for every other traded commodity
and for all commodities together (price indices). That is,

P = RP∗

and

R = P

P∗ (15-1)

where R is the exchange rate of the dollar, P is the index of dollar prices in the United
States, and P∗ is the index of euro prices in the EMU.

We can show how the exchange rate between the dollar and the euro is determined
according to the monetary approach by starting with the nominal demand-for-money function
of the United States (Md , from Equation (15-3)) and for the EMU (M∗

d ):

Md = kPY and M ∗
d = k∗P∗Y ∗

where k is the desired ratio of nominal money balances to nominal national income in the
United States, P is the price level in the United States, and Y is real output in the United
States, while the asterisked symbols have the same meaning for the EMU.

In equilibrium, the quantity of money demanded is equal to the quantity of money
supplied. That is, Md = Ms and M∗

d = M∗
s . Substituting Ms for Md and M∗

s for M∗
d in

Equation (15-3), and dividing the resulting EMU function by the U.S. function, we get

M ∗
s

Ms
= k∗P∗Y ∗

kPY
(15-5)
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By then dividing both sides of Equation (15-5) by P∗/P and M∗
s /Ms we get

P

P∗ = Ms k∗Y ∗

M ∗
s kY

(15-6)

■ CASE STUDY 15-4 Monetary Growth and Inflation

Table 15.2 gives the percentage growth of the
money supply (M1 ) and consumer prices for
the G-7 (leading industrial countries) over the
periods 1973–1985, 1986–1998, and 1999–2011.
Although prices depend on many other factors in
the real world, according to the monetary approach,
prices and money supplies should move together
in the long run. From the table, we see that

■ TABLE 15.2. Money Supply and Consumer Prices, 1973–2011 (percentage increase)

1973–1985 1986–1998 1999–2011 1973–2011

United States
Growth of money supply 80.4 40.9 61.3 171.1
Inflation rate 83.0 39.2 27.6 134.4

Japan
Growth of money supply 75.3 74.3 72.9 174.8
Inflation rate 74.0 15.2 −3.4 83.9

Germany∗

Growth of money supply 76.5 96.3 83.4 189.9
Inflation rate 50.3 26.4 22.4 93.9

United Kingdom
Growth of money supply 92.2 100.9 79.9 185.4
Inflation rate 119.8 50.0 47.3 170.9

France∗

Growth of money supply 102.5 35.9 83.4 183.1
Inflation rate 107.1 27.4 23.1 142.9

Italy∗

Growth of money supply 146.1 51.5 65.1 185.0
Inflation rate 139.9 53.1 27.3 177.0

Canada
Growth of money supply 106.2 76.0 97.2 209.3
Inflation rate 91.1 32.7 25.8 136.6

Average of all above countries
Growth of money supply 97.0 68.0 80.2 188.1
Inflation rate 95.0 34.9 24.3 134.2

∗The growth of the money supply reflects the growth in the supply of euros for 1999–2011.
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, various issues).

the percentage growth of the money supply and
the inflation rate were very similar for the United
States, Japan, France, and Italy in the first sub-
period (1973–1985), and similar for the United
States, France, and Italy in the second subperiod
(1986–1998). The money supply varied greatly
from the rate of inflation for all countries during the
third and less inflationary subperiod (1999–2011).
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But since R = P /P∗ (from Equation (15-1)), we have

R = Ms k∗Y ∗

M ∗
s kY

(15-7)

Since k∗ and Y∗ in the EMU and k and Y in the United States are assumed to be constant,
R is constant as long as Ms and M∗

s remain unchanged. For example, if k∗Y∗/kY = 0.3 and
Ms /M∗

s = 4, then R = $1.20/¤1. In addition, changes in R are proportional to changes in
Ms and inversely proportional to changes in M∗

s . For example, if Ms increases by 10 percent
in relation to M∗

s , R will increase (i.e., the dollar will depreciate) by 10 percent, and so on.
Several important things need to be noted with respect to Equation (15-7). First, it depends

on the purchasing-power parity (PPP) theory and the law of one price (Equation (15-1)).
Second, Equation (15-7) was derived from the demand for nominal money balances in
the form of Equation (15-3), which does not include the interest rate. The relationship
between interest rates and the exchange rate is examined in Section 15.3d, which deals
with expectations. Third, the exchange rate adjusts to clear money markets in each country
without any flow or change in reserves. Thus, for a small country (one that does not affect
world prices by its trading), the PPP theory determines the price level under fixed exchange
rates and the exchange rate under flexible rates. Case Study 15-4 shows the relationship
between increases in the money supply and inflation rates (Equation (15-6)), while Case
Study 15-5 shows the relationship between the nominal and the real exchange rate and
provides a further test of the monetary approach under flexible exchange rates.

■ CASE STUDY 15-5 Nominal and Real Exchange Rates, and the Monetary Approach

Figure 15.4 shows the nominal and the real
exchange rate index (with 1973 = 100) between
the U.S. dollar ($) and the German mark (DM) from
1973 to 2011. The nominal exchange rate is defined
as DM/$. (From the beginning of 1999, the fluc-
tuation of the mark reflects the fluctuation of the
euro with respect to the dollar.) The real exchange
rate is the nominal exchange rate divided by the
ratio of the consumer price index in Germany to the
consumer price index in the United States. That is,
(DM/$)/(PGerm/PUS) = (DM/$)(PUS/PGerm).

If the nominal exchange rate reflected changes
in relative prices in the United States and Germany
(as postulated by the PPP theory), then the real

exchange rate should be the same as or remain in
the same proportion to the nominal exchange rate.
The figure shows, however, that while the nom-
inal and real exchange rates did move together
over time, they became increasingly different
from 1973 to 1985, from 1995 to 2001, and in
2004–2006. Thus, this crucial element of the mon-
etary approach (i.e., the PPP theory) did not seem
to hold from 1973 to 1985, from 1995 to 2001,
and in 2004–2006. From 1986 to 1994, 2002 to
2003, and 2007–2011, however, the nominal and
real exchange rates (even as they remained widely
different) did move pretty much together (see the
figure).

(continued )
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■ CASE STUDY 15-5 Continued

Index 
1973 = 100
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FIGURE 15.4. Nominal and Real Exchange Rate Indices between the Dollar and the Mark, 1973–2011.
The figure shows the nominal and the real exchange rate indices (with 1973 = 100) between the dollar ($) and the
German mark (DM) from 1973 to 2011. The nominal exchange rate is defined as DM/$. The real exchange rate is
(DM/$)(PUS/PGerm). Since the nominal and real exchange rates became increasingly different from 1973 to 1985, 1995
to 2001, and 2004–2006, the PPP theory, as a crucial element of the monetary approach, did not seem to hold for these
years. The two exchange rates did, however, move together from 1986 to 1994, 2002 to 2003, and 2007–2011.
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, various issues).

15.3D Expectations, Interest Differentials, and Exchange Rates
Exchange rates depend not only on the relative growth of the money supply and real income
in various nations but also on inflation expectations and expected changes in exchange rates.
If suddenly the rate of inflation is expected to be 10 percent higher in the United States than
in the European Monetary Union than previously anticipated, the dollar will immediately
depreciate by 10 percent with respect to the euro in order to keep prices equal in the United
States and in the European Monetary Union, as required by the PPP theory and the law
of one price. Thus, an increase in the expected rate of inflation in a nation leads to an
immediate equal depreciation of the nation’s currency.

An expected change in the exchange rate will also lead to an immediate actual change in
the exchange rate by an equal percentage. To see why this is so, we go back to the theory
of uncovered interest arbitrage (UIA) discussed in Section 14.6a. Since monetarists assume
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that domestic and foreign bonds are perfect substitutes (so that there is no additional risk in
holding the foreign bond with respect to holding the domestic bond), the interest differential
between two countries will always equal the expected change in the exchange rate between
the two currencies. That is,

i − i ∗ = EA (15-8)

where i is the interest rate in the home country (say, the United States), i∗ is the interest
rate in the foreign country (say, the European Monetary Union), and EA is the expected
percentage appreciation per year of the foreign currency (the ¤) with respect to the home
country’s currency (the $).

For example, if i = 6% and i∗ = 5%, then the expectation must be that the euro will
appreciate by 1 percent at an annual basis in order to make the returns on investing in the
European Monetary Union equal to the return on investing in the United States and thus be
at uncovered interest parity . That is, the one percentage point per year by which the interest
rate is lower in the European Monetary Union than in the United States is just made up
by the one percentage point expected appreciation of the euro at an annual basis, thus
equalizing the returns on U.S. and EMU investments, as required by uncovered interest
parity.

If, for whatever reason, the expected appreciation of the euro (depreciation of the dollar)
increased from 1 percent to 2 percent at an annual basis, this would make the return on
investing in the European Monetary Union 7 percent per year (5 percent in interest and
2 percent from the expected appreciation of the euro at an annual basis) as compared to
6 percent return on the U.S. investment. This would lead to an immediate capital outflow
from the United States to the European Monetary Union and actual appreciation of the euro
by 1 percent per year, so as to go back to the expectation that the euro will appreciate
by only 1 percent per year in the future and to uncovered interest parity. The foregoing
conclusion assumes that the interest differential in favor of the United States remains at
2 percent per year. If the interest differential changes, then the new expected appreciation
of the euro will also be different, but it will always have to equal, at an annual basis,
the interest differential so as to satisfy the uncovered interest arbitrage condition given by
Equation (15-8).

If i < i ∗ so that returns on investments are lower in the United States than in the European
Monetary Union, then the euro will be expected to depreciate (and the dollar to appreciate)
by the specific percentage per year required for the condition of uncovered interest parity to
hold. Furthermore, any change in the expected depreciation of the euro (appreciation of the
dollar) will have to be matched by an equal actual depreciation of the euro (appreciation of
the dollar), at an annual basis, so as to satisfy the condition for uncovered interest parity.
Like the purchasing-power parity (PPP) theory and the law of one price, the uncovered
interest arbitrage condition is an integral part of the monetary approach and exchange rate
determination. Case Study 15-6 provides an empirical test of the uncovered interest arbitrage
condition.
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■ CASE STUDY 15-6 Interest Differentials, Exchange Rates, and the Monetary Approach

Figure 15.5 shows the nominal exchange rate index
between the U.S. dollar and the German mark
(defined as DM/$, as in Figure 15.4) and the nom-
inal interest rate differential between the United
States and Germany from 1973 to 2011. The nom-
inal interest rate differential (in percentage points)
is defined as the U.S. treasury bill rate minus the
German treasury bill rate. According to the mon-
etary approach, an increase in the U.S. interest
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FIGURE 15.5. Nominal Interest Rate Differentials and Exchange Rate Movements, 1973–2011.
As predicted by the monetary approach, the U.S. dollar depreciated with respect to the German mark (the euro since
1999) when interest rates rose in the United States relative to Germany’s (the two curves moved in opposite directions)
in 24 out of the 38 years of the period examined.
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, various issues).

rate relative to the interest rate in Germany should
lead to a depreciation of the dollar relative to the
mark, while a decrease in the interest differential in
favor of the United States should lead to an appre-
ciation of the dollar (i.e., the two curves should
move in opposite directions). The figure shows
that this is true in 24 years of the 38-year period
(1973–1982, 1985, 1987–1989, 1991, 1994–1995,
1998, 2000–2003, 2005–2006, 2008).

15.4 Portfolio Balance Model and Exchange Rates
In this section, we present the portfolio balance approach to the balance of payments
and exchange rate determination. Section 15.4a shows a simple portfolio balance model.
Section 15.4b presents an extended portfolio balance model that also includes expected
exchange rate changes and risk. Section 15.4c then utilizes the model to examine portfolio
adjustments.
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15.4A Portfolio Balance Model
Until now, we have presented the monetary approach and have concentrated on the domestic
demand for and supply of money. We have seen that when the quantity supplied of domestic
money exceeds the quantity demanded by the nation’s residents, there will be an outflow
of domestic money (a deficit in the nation’s balance of payments) under a fixed exchange
rate system or a depreciation of the nation’s currency under flexible exchange rates. On
the other hand, when the quantity demanded of domestic money by the nation’s residents
exceeds the quantity supplied, there will be a capital inflow (a balance-of-payments surplus)
under fixed exchange rates or an appreciation of the domestic currency under flexible rates.
The monetary approach assumes that domestic and foreign bonds are perfect substitutes.

The portfolio balance approach (also called the asset market approach) differs from the
monetary approach in that domestic and foreign bonds are assumed to be imperfect substi-
tutes , and by postulating that the exchange rate is determined in the process of equilibrating
or balancing the stock or total demand and supply of financial assets (of which money
is only one) in each country. Thus, the portfolio balance approach can be regarded as a
more realistic and satisfactory version of the monetary approach. The portfolio balance
approach was developed since the mid-1970s, and many variants of the basic model have
been introduced.

In the simplest asset market model, individuals and firms hold their financial wealth in
some combination of domestic money, a domestic bond, and a foreign bond denominated
in the foreign currency. The incentive to hold bonds (domestic and foreign) results from
the yield or interest that they provide. However, they also carry the risk of default and
the risk arising from the variability of their market value over time. Domestic and foreign
bonds are not perfect substitutes, and foreign bonds pose some additional risk with respect
to domestic bonds. Holding domestic money, on the other hand, is riskless but provides no
yield or interest.

Thus, the opportunity cost of holding domestic money is the yield forgone on holding
bonds. The higher the yield or interest on bonds, the smaller is the quantity of money that
individuals and firms will want to hold. At any particular point in time, an individual will
want to hold part of his or her financial wealth in money and part in bonds, depending on
his or her particular set of preferences and degree of risk aversion. Individuals and firms do
want to hold a portion of their wealth in the form of money (rather than bonds) in order
to make business payments (the transaction demand for money). But the higher the interest
on bonds, the smaller is the amount of money that they will want to hold (i.e., they will
economize on the use of money).

The choice, however, is not only between holding domestic money, on the one hand,
and bonds in general, on the other, but among holding domestic money, the domestic bond,
and the foreign bond. The foreign bond denominated in the foreign currency carries the
additional risk that the foreign currency may depreciate, thereby imposing a capital loss in
terms of the holder’s domestic currency. But holding foreign bonds also allows the individual
to spread his or her risks because disturbances that lower returns in one country are not
likely to occur at the same time in other countries (see Section 12.3a). Thus, a financial
portfolio is likely to hold domestic money (to carry out business transactions), the domestic
bond (for the return it yields), and the foreign bond (for the return and for the spreading
of risks it provides). Given the holder’s tastes and preferences, his or her wealth, the level
of domestic and foreign interest rates, his or her expectations as to the future value of the
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foreign currency, rates of inflation at home and abroad, and so on, he or she will choose
the portfolio that maximizes his or her satisfaction (i.e., that best fits his or her tastes).

A change in any of the underlying factors (i.e., the holder’s preferences, his or her
wealth, domestic and foreign interest rates, expectations, and so on) will prompt the holder
to reshuffle his or her portfolio until he or she achieves the new desired (equilibrium)
portfolio. For example, an increase in the domestic interest rate raises the demand for the
domestic bond but reduces the demand for money and the foreign bond. As investors sell
the foreign bond and exchange the foreign currency for the domestic currency in order
to acquire more of the domestic bond, the exchange rate falls (i.e., the domestic currency
appreciates with respect to the foreign currency). On the other hand, an increase in the
foreign interest rate raises the demand for the foreign bond but reduces the demand for
money and the domestic bond. As investors buy the foreign currency in order to acquire
more of the foreign bond, the exchange rate rises (i.e., the domestic currency depreciates).
Finally, an increase in wealth increases the demand for money, for the domestic bond, and
for the foreign bond. But as investors buy the foreign currency to acquire more of the
foreign bond, the exchange rate also rises (i.e., the domestic currency depreciates).

According to the portfolio balance approach, equilibrium in each financial market occurs
when the quantity demanded of each financial asset equals its supply. It is because investors
hold diversified and balanced (from their individual point of view) portfolios of financial
assets that this model is called the portfolio balance approach. If investors demand more of
the foreign bond either because the foreign interest rate rose relative to the domestic interest
rate or because their wealth increased, the demand for the foreign currency increases and
this causes an increase in the exchange rate (i.e., depreciation of the domestic currency). On
the other hand, if investors sell foreign bonds either because of a reduction in the interest
rate abroad relative to the domestic interest rate or because of a reduction in their wealth,
the supply of the foreign currency increases and this causes a decrease in the exchange
rate (i.e., appreciation of the domestic currency). Thus, we see that the exchange rate is
determined in the process of reaching equilibrium in each financial market. A more formal
presentation of this portfolio balance approach and exchange rate determination is presented
in Section A15.2 of the appendix.

15.4B Extended Portfolio Balance Model
In this section, we extend the simple portfolio balance model just presented by specifying
a more complete set of variables that determines the demand for money (M), the demand
for the domestic bond (D), and the demand for the foreign bond (F) of residents of the
home country. From our simple portfolio balance model presented previously we already
know that M, D , and F depend on the domestic and the foreign interest rates (i and i∗).
The additional variables on which M, D , and F depend that are now introduced are the
expected change in the spot rate (in the form of the expected appreciation of the foreign
currency or EA), the risk premium (RP) required to compensate domestic residents for the
additional risk involved in holding the foreign bond, the level of real income or output (Y),
the domestic price level (P), and the wealth (W) of the nation’s residents.

We know from the uncovered interest parity condition (Equation (15-8)) discussed in
Section 15.3c in connection with the monetary approach that

i − i ∗ = EA (15-8)
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That is, the positive interest differential in favor of the home country (the United States)
over the foreign country (the EMU) is equal to the expected appreciation (expressed on
an annual percentage basis) of the foreign currency (¤) in relation to the home-country
currency ($). EA is now also included as an additional explanatory variable in the demand
function for M, D , and F in the asset market model.

In addition, since the domestic and the foreign bond are now assumed to be imperfect
substitutes, there is an extra risk in holding the foreign bond with respect to holding the
domestic bond. This extra risk arises from unexpected changes in the exchange rate (currency
risks) and/or limitations that foreign nations might impose on transferring earnings back
home (country risks). The uncovered interest parity condition of Equation (15-8) must,
therefore, be extended to include the risk premium (RP) that is required to compensate
home-country residents for the extra risk involved in holding the foreign bond.

Thus, the condition for uncovered interest parity becomes

i − i ∗ = EA − RP

so that

i = i ∗ + EA − RP (15-9)

Equation (15-9) postulates that the interest rate in the home country (i ) must be equal to
the interest rate in the foreign country (i∗) plus the expected appreciation of the foreign
currency (EA) minus the risk premium on holding the foreign bond (RP).

For example, if i = 4%, i∗ = 5%, and EA = 1%, then RP on the foreign bond must equal
2 percent in order to be at uncovered interest parity (i.e., 4% = 5% + 1% −2%). If the RP
were only 1 percent, it would pay for home-country residents to buy more foreign bonds
until the interest parity condition is satisfied, as explained in the next section. Of course, if
the domestic bond is more risky than the foreign bond, RP is entered with a positive sign
in Equation (15-9).

The extended portfolio balance model also includes the real income or output of the
nation (GDP), the price level (P), and the wealth (W) of the nation, as in the monetary
approach. The extended demand functions for M, D , and F are thus given by Equations
(15-10) to (15-12), with the sign on top of each variable referring to the postulated direct (+)
or inverse (−) relationship between the independent or explanatory variables shown on the
right-hand side of each equation and the dependent or left-hand variable in each equation.

M = f (
−
i ,

−
i ∗,

−
EA,

+
RP ,

+
Y ,

+
P ,

+
W ) (15-10)

D = f (
+
i ,

−
i ∗,

−
EA,

+
RP ,

−
Y ,

−
P ,

+
W ) (15-11)

F = f (
−
i ,

+
i ∗,

+
EA,

−
RP ,

−
Y ,

−
P ,

+
W ) (15-12)

Equation (15-10) postulates that the demand for (domestic) money by home-country
residents (M ) is inversely related to the interest rate in the home country (i), the interest
rate in the foreign country (i∗), and the expected appreciation of the foreign currency (EA).
That is, the higher i , i∗, and EA, the lower will be M . Higher domestic or foreign interest
rates increase the opportunity cost of holding money balances, and so home-country residents
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will demand a smaller quantity of money. Similarly, the greater the expected appreciation of
the foreign currency, the greater the opportunity cost of holding money (since the expected
return on the foreign bond, which is denominated in foreign currency, increases), and so M
is also inversely related to EA. On the other hand, M is directly related to the risk premium
required by home-country residents on holding the foreign bond (RP), the home-country
real income (Y), prices (P), and wealth (W). That is, the greater the risk premium is on
the foreign bond and the greater the real income, prices, and wealth are in the nation, the
greater the demand is for money balances by the nation’s residents.

Equation (15-11) postulates that the demand for the domestic bond (D) is directly related
to i , RP , and W . That is, the greater the return on the domestic bond, the greater the demand
for it. Similarly, the greater the risk premium on foreign bonds, the more home-country
residents will hold domestic instead of foreign bonds. Furthermore, the greater the wealth
of home-country residents, the more of the domestic and foreign bonds as well as money
balances they will want to hold. On the other hand, D is inversely related to i∗, EA, Y ,
and P . That is, the higher i∗ is, the more of the foreign instead of the domestic bond
home-country residents will want to hold. Similarly, the higher Y and P are, the more
home-country residents demand money balances instead of D and F . Finally, the greater
the wealth of home-country residents is, the higher M, D , and F are.

Equation (15-12) postulates that F is inversely related to i , RP , Y , and P and positively
related to i∗, EA, and W . That is, the higher i is, the less home-country residents will want
to hold the foreign bond. A higher risk premium on the foreign bond will lead home-country
residents to demand less of the foreign bond. A higher Y and P will lead home-country
residents to demand more money balances and less of the foreign (and the domestic) bond.
On the other hand, home-country residents will demand more of the foreign bond, the
higher is the interest on the foreign bond, the greater the expected appreciation of the
foreign currency, and the greater their wealth.

Setting the demand for money balances (M), the domestic bond (D), and the foreign bond
(F) equal to their respective supplies, which are assumed to be exogenous (i.e., determined
outside the model), we get the equilibrium quantity of money balances, domestic bonds,
and foreign bonds, as well as the equilibrium rates of interest in the home and in the foreign
nations, and the exchange rate between their currencies. All of these equilibrium values
are obtained simultaneously. Furthermore, since all three assets (domestic money, domestic
bonds, and foreign bonds) are substitutes for one another, any change in the value of any
of the variables of the model will affect every other variable of the model. For example,
any switch to or from money balances and/or domestic bonds into or from foreign bonds
affects the exchange rate because they involve an exchange of currencies.

15.4C Portfolio Adjustments and Exchange Rates
In this section, we examine some portfolio adjustments to show how the extended portfolio
balance model operates. Suppose that the home nation’s monetary authorities engage in open
market sales of government securities (bonds). This reduces the money supply (as people
pay for the bonds with money balances), depresses the bond price, and increases the interest
rate in the nation (i). The rise in i leads to a reduction in M and F and an increase in D (see
the sign of i in Equations (15-10) to (15-12)). That is, domestic residents buy more of the
domestic bond at the expense of domestic money balances and the foreign bond. Foreign
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residents (whose demand functions were not shown in the preceding model) also buy more
of the nation’s bond at the expense of their own bond and currency. The reduced demand
for the foreign bond lowers its price and increases the foreign interest rate (i∗). The inflow
of funds to the home country also moderates the increase in the interest rate in the nation
(i). Furthermore, the sale of the foreign bond (F) and the purchase of the domestic bond
(D) by domestic and foreign residents involve the sale of the foreign currency and purchase
of the domestic currency, thus leading to an appreciation of the domestic currency and
depreciation of the foreign currency under flexible exchange rates (a balance-of-payments
surplus for the nation under fixed exchange rates).

The increase in i and i∗, as well as the appreciation of the domestic currency (depreciation
of the foreign currency), may also lead to a larger expected future appreciation of the foreign
currency (EA) and reduction in the risk premium on holding the foreign bond (RP), now
that less of the foreign bond is held. In the end, however, when equilibrium is reestablished
in all markets simultaneously, the uncovered interest parity condition (Equation (15-9)) will
once again have to hold. The level of real GDP, prices, and wealth in the nation (i.e., Y, P ,
and W ) and abroad (Y∗, P∗, and W∗) are also likely to be affected by the change in i , i∗, EA,
and RD , and these, in turn, will have further repercussions on all the other variables of the
model. As we can see, tracing all the effects and repercussions of the original increase in the
domestic interest rate can be extremely complicated. In the real world, the final equilibrium
value of each variable of the model is usually obtained through computer simulations of the
models of the domestic economy and the rest of the world. The usefulness of the model for
us now is that it shows the relationship among all of the variables of the model and forces
us to take an overall or comprehensive view of the economy as a whole in determining
equilibrium exchange rates.

As another example of an exogenous change, suppose that the foreign currency is
expected to appreciate (EA) more than previously believed in the future. The primary effect
of this is to reduce M and D and increase F (see the sign of EA in Equations (15-10) to (15-
12)). The reduction in M and D tends to reduce the interest rate in the nation (i), but the out-
flow of funds resulting from domestic residents purchasing more of the foreign bond moder-
ates the reduction of i and reduces i∗ (the foreign interest rate). The increase in F by domestic
residents also increases the demand for the foreign currency and leads to an appreciation of
the foreign currency (depreciation of the domestic currency), which moderates the expected
appreciation of the foreign currency (EA). These changes are likely to affect the other vari-
ables and equations of the model for both domestic and foreign residents in the process of
returning to equilibrium in all markets simultaneously. If instead of an increase in EA we had
started with an increase in the risk premium (RP), the effects would have been the opposite
of those discussed earlier (see the sign of the RP variable in Equations (15-10) to (15-12)).

Finally, consider the effect of an autonomous increase in the real income or GDP (Y)
in the nation. From Equations (15-10) to (15-12), we see that the immediate effect of
this would be to increase M and reduce D and F . The reduction in F will lead to an
appreciation of the domestic currency (depreciation of the foreign currency) under flexible
exchange rates or a balance-of-payments surplus for the nation under fixed exchange rates.
These changes, in turn, will have further effects on all the other variables of the model until
equilibrium is reestablished in all markets simultaneously. Once equilibrium is reestablished,
the exchange rate will stop changing and/or the balance-of-payments disequilibrium will
be eliminated. That is, according to the portfolio balance approach, an exogenous change
in any of the variables of the model will bring about only temporary changes in exchange
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rates or in balance-of-payments disequilibria. Exchange rate changes or balance-of-payments
disequilibria over long periods of time can only mean that either adjustments to disequilibria
are very slow or that continuous exogenous changes are taking place.

15.5 Exchange Rate Dynamics
In this section, we examine exchange rate dynamics, or the change in the exchange rate
over time as it moves toward a new equilibrium level after an exogenous change. We will
examine exchange rate dynamics at an intuitive level in Section 15.5a and more formally
with a figure in Section 15.5b.

15.5A Exchange Rate Overshooting
We have seen previously that changes in interest rates, expectations, wealth, and so on disturb
equilibrium and lead investors to reallocate financial assets to achieve a new equilibrium or
balanced portfolio. The adjustment involves a change in the stock of the various financial
assets in the portfolio. Having been accumulated over a long period of time, the total stock
of financial assets in investors’ portfolios in the economy is very large in relation to the
yearly flows (additions to the stock) through usual savings and investments. Not only is the
total stock of financial assets in investors’ portfolios very large at any point in time, but any
changes in interest rates, expectations, or other forces that affect the benefits and costs of
holding the various financial assets are likely to lead to an immediate or very rapid change
in their stock as investors attempt to quickly reestablish equilibrium in their portfolios.

For example, an unanticipated increase in the nation’s money supply leads to an imme-
diate decline in the nation’s interest rate. If all markets were originally in equilibrium, the
decline in the nation’s interest rate would lead investors to shift from domestic bonds to
money balances and foreign bonds, as explained earlier. This stock adjustment can be very
large and usually occurs immediately or over a very short time. This is to be contrasted
to a change in the flow of merchandise trade that results from, say, a depreciation of the
nation’s currency and that takes place only gradually and over a longer period of time.
(Previous contracts have to be honored, and new orders may take many months to fill.)
Thus, stock adjustments in financial assets are usually much larger and quicker to occur
than adjustments in trade flows .

The differences in the size and quickness of stock adjustments in financial assets as
opposed to adjustments in trade flows have very important implications for the process by
which exchange rates are determined and change (their dynamics) over time. For example,
an unexpected increase in the nations’ money supply and decline in domestic interest rates
are likely to lead to a large and quick increase in the demand for the foreign currency as
investors increase their stock of the foreign bond. This, in turn, leads to an immediate and
large depreciation of the domestic currency, which is likely to swamp the smaller and more
gradual changes in exchange rates resulting from changes in real markets, such as changes
in trade flows. (Of course, the opposite would occur if the money supply increased and
the interest rate declined abroad.) To be sure, in the long run, the effect on exchange rates
of changes in real markets will prevail, but in the short or very short run (i.e., during the
period of a day, week, or month), changes in exchange rates are likely to reflect mostly the
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effect of stock adjustments in financial assets and expectations. If the real sector responded
immediately, as financial sectors do, there would be no exchange rate overshooting.

The preceding analysis can also help explain why, in the short run, exchange rates
tend to overshoot or bypass their long-run equilibrium level as they move toward long-run
equilibrium. Since adjustments in trade flows occur only gradually over time, most of the
burden of adjustment in exchange rates must come from financial markets in the very short
and short runs. Thus, the exchange rate must overshoot or bypass its long-run equilibrium
level for equilibrium to be quickly reestablished in financial markets. Over time, as the
cumulative contribution to adjustment coming from the real (e.g., trade) sector is felt, the
exchange rate reverses its movement and the overshooting is eliminated. Exactly how this
takes place is shown next.

15.5B Time Path to a New Equilibrium Exchange Rate
The model that examines the precise sequence of events that leads the exchange rate in the
short run to overshoot its long-run equilibrium was introduced by Rudi Dornbusch in 1976
and can be visualized with Figure 15.6. Panel (a) shows that at time t0 the Fed unexpectedly
increases the U.S. money supply by 10 percent, from $100 billion to $110 billion, and keeps
it at that higher level. Panel (b) shows that the 10 percent unanticipated increase in the U.S.
money supply leads to an immediate decline in the U.S. interest rate—say, from 10 percent
to 9 percent at time t0. Panel (c) shows that the 10 percent increase in the U.S. money supply
will have no immediate effect on U.S. prices. We assume that U.S. prices are “sticky” and
rise only gradually over time until they are 10 percent higher than originally in the long run
(from the price index of 100 to 110).

Finally, panel (d) shows that as investors shift from domestic bonds and money balances
to foreign bonds and increase their demand of the foreign currency (to purchase more foreign
bonds), the exchange rate (R) increases (i.e., the dollar depreciates). The dollar immediately
depreciates by more than the 10 percent that is expected in the long run (because of the 10
percent increase in the domestic money supply). Panel (d) shows that R immediately rises
(the dollar depreciates) by 16 percent, from $1/¤1 to $1.16/¤1 at time t0. The question is
why does the dollar immediately depreciate by more than 10 percent when, according to the
PPP theory, we expect it to depreciate only by 10 percent (the same percentage by which
the U.S. money supply has increased) in the long run?

To explain this we must go back to the uncovered interest parity (UIP) condition given
by Equation (15-8). This postulates that the domestic interest rate (i ) is equal to the foreign
interest rate (i∗) plus the expected appreciation of the foreign currency (EA). Since we
assume (as in the monetary approach) that domestic and foreign bonds are perfect substitutes,
there is no risk premium. If we further assume for simplicity that EA equals zero, then the
uncovered interest parity condition means that i = i∗ before the increase in the U.S. money
supply. But the unanticipated increase in the U.S. money supply leads to a reduction in
the U.S. interest rate. Thus, the U.S. interest rate (i) now exceeds the foreign interest rate
(i∗), and this must be balanced by the expectation of a future depreciation of the foreign
currency (¤) and appreciation of the dollar in order for the condition of uncovered interest
parity to be once again satisfied.

The only way that we can expect the dollar to appreciate in the future and still end up
with a net depreciation of 10 percent in the long run (to match the 10 percent increase in

(c) ketabton.com: The Digital Library



Salvatore c15.tex V2 - 10/18/2012 12:45 A.M. Page 488

488 Exchange Rate Determination

t0

100

0

110

Time

(a)
M(Bill. $)

M

P R

t0

9

0

10

Time

(b)

(c) (d)

i (%)

i

t0

100

0

110

Time

P(Index)

t0

1.00

0

1.10

1.16

Time

R($/   )

FIGURE 15.6. Exchange Rate Overshooting.
Panel (a) shows that the U.S. money supply unexpectedly increases by 10 percent from $100 to $110 billion at time
t0. In panel (b) the increase in the U.S. money supply immediately leads to a decline in the U.S. interest rate from 10
percent to 9 percent. Panel (c) shows that the U.S. price index rises by 10 percent from 100 to 110 only gradually over
the long run. Panel (d) shows that the exchange rate of the dollar (R) immediately rises (the dollar depreciates) by 16
percent, from $1/¤1 to $1.16/¤1, thus overshooting its long-run equilibrium level of $1.10/¤1, toward which it will then
gradually move by appreciating (R falling) in the long run. As U.S. prices rise, the U.S. interest rate also gradually
rises back to its original level of 10 percent in the long run.

the U.S. money supply and prices) is for the dollar to immediately depreciate by more than
10 percent. Panel (d) shows that the dollar immediately depreciates (R rises) by 16 percent
at time t0 and then gradually appreciates (R falls) by 6 percent (measured from the original
base of $1.00) over time (thus removing the overshooting), so as to end up with a net
depreciation of only 10 percent in the long run. In other words, after the initial excessive
depreciation, the dollar appreciates in order to eliminate its undervaluation. Note also from
panel (b) that over time, as U.S. prices rise by 10 percent, the U.S. nominal interest will
also gradually rise until it reaches its original level of 10 percent in the long run.
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It may seem to be a contradiction that the dollar appreciates by 6 percent over time (after
its sudden 16 percent depreciation at time t0) at the same time that prices are rising in the
United States. But, as shown in panel (d), the dollar appreciation occurs only to remove
the excessive depreciation at time t0. Another way to look at this, which also brings trade
into the picture, is to realize that the immediate depreciation of the dollar will lead to a
gradual increase in the nation’s exports and reduction in the nation’s imports, which will
result (everything else being equal) in an appreciation of the dollar over time. Since we
know from the PPP theory that the dollar must depreciate by 10 percent in the long run,
the only way to also expect that the dollar will appreciate in the future is for the dollar to
immediately depreciate by more than 10 percent as a result of the unexpected 10 percent
increase in the U.S. money supply.

Of course, if other disturbances occur before the exchange rate reaches its long-run equi-
librium level, the exchange rate will be continually fluctuating, always moving toward its
long-run equilibrium level but never quite reaching it. This seems to conform well with the
recent real-world experience with exchange rates. Specifically, since 1971, and especially
since 1973, exchange rates have been characterized by a great deal of volatility, overshoot-
ing, and subsequent correction, but always fluctuating in value (see Case Study 15-7).

15.6 Empirical Tests of the Monetary and Portfolio
Balance Models and Exchange Rate Forecasting

In an influential paper Frenkel (1976) presented strong evidence in support of the mone-
tary model during the German hyperinflation of the 1920s, and so did Bilson (1978) and
Dornbusch (1979) for the inflationary period of the 1970s. From the late 1970s, however,
empirical tests have rejected the monetary model. For example, Frankel (1993) showed that
an increase in the German money supply led to an appreciation of the mark, rather than
a depreciation, as predicted by the monetary model. Using more sophisticated estimating
techniques, MacDonald and Taylor (1993), MacDonald (1999), and Rapach and Wohar
(2002), however, did find some support for the monetary model (i.e., exchange rates do
seem to converge toward their equilibrium level) in the long run.

Much less empirical work has been carried out on the portfolio balance model because
of inadequate data, and the tests that have been conducted do not provide much empirical
support for this model either. Two such tests were carried out by Branson, Halttunen, and
Masson (1977) and Frankel (1984). Frankel estimated an equation for the exchange rate
of the dollar with respect to the German mark, Japanese yen, French franc, and British
pound for the 1973–1979 period and found that the effect (sign) of most of the explanatory
variables of the model was the opposite of that postulated or predicted by the theory.

Another way of testing empirically the monetary and the portfolio balance models is to
examine the ability of these models to accurately predict or forecast future exchange rates.
In a landmark study, Meese and Rogoff (1983a) found that none of the exchange rate models
outperforms the forecasting ability of the forward rate or the random walk model . The latter
postulates that the best prediction or forecast of the exchange rate in the next period (say,
in the next quarter) is given by the exchange rate in this quarter! Indeed, of the six tests
conducted for the mark/dollar and the yen/dollar exchange rates, the random walk was the
best predictor in four tests, the forward rate in two, and the monetary and asset market
or portfolio balance models in none. Further work by the same authors (1983b), however,
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■ CASE STUDY 15-7 Exchange Rate Overshooting of the U.S. Dollar

Figure 15.7 shows the volatility and overshooting
of the U.S. dollar with respect to the Deutsche mark
and the Japanese yen from 1961 to April 2012. The
figure shows percentage changes from the previous
month in units of the foreign currency per U.S. dol-
lar. (Since the beginning of 1999, the fluctuation of
the dollar/Deutsche mark exchange rate reflects the

2005 201020121961 1973 1980 1985 1990 1995 20001967

2005 201020121961 1973 1980 1985 1990 1995 20001967

15

10

–10

–15

5

–5

0

15

10

–10

–15

5

–5

0

Deutsche mark (in Euros since 1999) per U.S. dollar

Japanese yen per U.S. dollar

FIGURE 15.7. Overshooting of the Dollar Exchange Rates.
The wild fluctuations of the dollar exchange rate with respect to the Deutsche mark (DM) and the Japanese yen after
1973 are taken as an indication of exchange rate overshooting during the present managed exchange rate system.
Since the beginning of 1999, the fluctuation of the DM/$ reflects the fluctuation of the euro with respect to the dollar.
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, various issues).

fluctuation of the euro with respect to the dollar.)
Compare the small variation in the dollar exchange
rates from 1961 to 1971 during the fixed exchange
rate period with the wild fluctuations and over-
shooting since 1973 under the present flexible or
managed exchange rate system.
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indicated that the monetary and asset market or portfolio balance models did outperform
the simple random walk model for horizons beyond 12 months.

In a more recent study, Mark (1995) tested the monetary model used by Meese and
Rogoff (1983), modified to include exchange rate overshooting, for the exchange rate of the
U.S. dollar with respect to the Canadian dollar, mark, yen, and Swiss franc, for one-quarter,
one-year, and three-year horizons, over the 1981–1991 period. Mark found that the mod-
ified model had the same size forecasting error as the simple random walk model for all
four exchange rates for the one-quarter horizon. The modified model outperformed (i.e.,
it had a smaller forecasting error than) the random walk model for the dollar/yen and the
dollar/Swiss franc exchange rates, but not for the other two exchange rates over a one-year
horizon, and outperformed the random walk model for the three-year horizon for three of
the four exchange rates (the only exception being the U.S. dollar/Canadian dollar exchange
rate). Similar results were obtained by Rapach and Wohar (2002). Frankel and Rose (1995),
Lewis (1995), Rogoff (1999), Neely and Sarno (2002), and Engle and West (2004), how-
ever, remain skeptical. In 2005, Evans and Lyons introduced a microbased model utilizing
nonpublic information that seems to outperform the random walk and other models over
horizons from one day to one month.

There are basically two reasons for the poor forecasting ability of our exchange rate mod-
els. First, exchange rates are strongly affected by new information or “news,” which cannot
be predicted (Dornbusch , 1980). Second, the expectations of exchange market participants
often become self-reinforcing and self-fulfilling, at least for a while, thus leading to so-called
speculative bubbles . That is, sometimes a movement of the exchange rate in a given direc-
tion leads to expectations that it will continue to move in the same direction regardless of the
fundamentals. Eventually, however, the bubble will burst and the exchange rate movement
will reverse itself, with the exchange rate overcompensating in the opposite direction and
overshooting its long-run equilibrium level and subsequent large depreciation. An example
of an exchange rate bubble was the sharp overvaluation of the dollar in the first half of the
1980s. Unpredictable news and bandwagon effects make exchange rates almost completely
impossible to forecast over short (less than one-year) horizons. This was clearly the case
for the euro/dollar exchange rate since its creation in January 1999 (see Case Study 15-8).

■ CASE STUDY 15-8 The Euro Exchange Rate Defies Forecasts

The euro (the currency of 17 of the 27 member
countries of the European Union or EU—see Case
Study 14-2) was introduced on January 1, 1999, at
the value of $1.17; however, defying almost all
predictions (that it would appreciate to between
$1.25 to $1.30 by the end of the year), it declined
almost continuously to the low of $0.82 at the
end of October 2000 (see Figure 15.8). The euro
then appreciated to $0.95 at the beginning of 2001,
only to fall again to below $0.85 at the begin-
ning of July 2001, despite higher interest rates

in the European Monetary Union (EMU) or Euro-
zone, the recession in the United States, and the
terrorist attacks on the World Trade Center in New
York and the Pentagon in September 2001—again
defying most experts’ forecasts. Starting in Febru-
ary 2002, however, the euro appreciated almost
continuously, reaching parity with the dollar in
mid-2002, $1.36 at the end of 2004, the all-time
high of $1.58 in July 2008, and it was $1.32
in March 2012. Only afterwards could experts
“explain” the reasons for its movement.

(continued )
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■ CASE STUDY 15-9 Continued
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FIGURE 15.8. The Euro/U.S. Dollar Exchange Rate Since the Introduction of the Euro.
The euro depreciated almost continuously from the time of its introduction at the beginning of 1999 until October 2000
and remained below parity until the middle of 2002—defying most experts’ forecasts. The euro reached the high of
$1.36 in December 2004, $1.58 in July 2008, and it was $1.32 in March 2012.
Source: International Monetary Fund, International Financial Statistics (Washington, D.C., IMF, 2012).

More recently, Engle, Mark, and West (2007), Wang and Wu (2009), Della Corte, Sarno,
and Tsiakas (2009), Rime, Sarno, and Sojli (2010), and Evans (2011) have shown that
emphasizing the Taylor monetary rule and its effect on expectations seems to be able to
account for some exchange rate volatility and reduce forecast intervals, but success in
correctly forecasting exchange rates remains, for the most part, elusive.

Thus, we can conclude that in contrast to the exciting advances in the theoretical modeling
of exchange rates, empirical results do not provide much support for these theories, except
in the long run. This does not mean that these theories are wrong or that they are not useful.
It simply means that they provide incomplete explanations of exchange rate determination.
On an intuitive level, we do expect exchange rates to gravitate toward their PPP level in the
long run, and we do expect uncovered interest arbitrage to hold when extended to include
the expectation of exchange rate changes and risk premia. What is still needed, however,
is better modeling of expectations and a greater synthesis and integration of monetary and
real exchange rate theories. These topics are examined in Chapters 16 and 17.
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S U M M A R Y

1. Modern exchange rate theories are based on the
monetary and the asset market or portfolio balance
approaches to the balance of payments and view the
exchange rates, for the most part, as a purely finan-
cial phenomenon. Traditional exchange rate theories,
on the other hand, are based on trade flows and con-
tribute to the explanation of exchange rate movements
in the long run. With financial flows now dwarfing
trade flows, interest has shifted to modern exchange
rate theories, but traditional theories remain important
and complement modern theories in the long run.

2. The absolute purchasing-power parity (PPP) theory
postulates that the exchange rate between two cur-
rencies is equal to the ratio of the price level in the
two countries so that a given commodity has the same
price in both countries when expressed in terms of the
same currency (the law of one price). The more refined
relative PPP theory postulates that the change in the
exchange rate should be proportional to the change in
relative prices in the two nations. The theory has rel-
evance only in very long-run or in highly inflationary
periods. The existence of nontraded goods and struc-
tural changes usually leads the theory astray. This has
been particularly true since the late 1970s.

3. According to the monetary approach, the nominal
demand for money is stable in the long run and posi-
tively related to the level of nominal national income
but inversely related to the interest rate. The nation’s
money supply is equal to its monetary base times
the money multiplier. The nation’s monetary base
is equal to the domestic credit created by its mon-
etary authorities plus its international reserves. Unless
satisfied domestically, an excess supply of money
in the nation results in an outflow of reserves, or
a balance-of-payments deficit under fixed exchange
rates and a depreciation of the nation’s currency (with-
out any international flow of reserves) under flexi-
ble exchange rates. The opposite takes place with an
excess demand for money in the nation. Thus, except
for a currency-reserve country, such as the United
States, the nation has no control over its money supply
in the long run under fixed exchange rates but retains
control under flexible exchange rates. An increase
in the expected rate of inflation in a nation will

immediately result in an equal percentage deprecia-
tion of the nation’s currency. The monetary approach
also assumes that the interest differential in favor of
the home nation equals the expected percentage appre-
ciation of the foreign country’s currency (uncovered
interest arbitrage).

4. In the portfolio balance model, individuals and firms
hold their financial wealth in some combination of
domestic money, a domestic bond, and a foreign bond
denominated in the foreign currency. The incentive to
hold bonds (domestic and foreign) results from the
yield or interest that they provide. But they also carry
the risk of default and variability of their market value
over time. In addition, foreign bonds carry currency
and country risks. Holding domestic money, on the
other hand, is riskless but provides no yield or inter-
est. The demand for money balances (M), the domestic
bond (D), and the foreign bond (F) are functions of
or depend on the interest rate at home and abroad
(i and i∗), the expected appreciation of the foreign
currency (EA), the risk premium on holding the for-
eign bond (RP), as well as real GDP (Y), prices (P),
and wealth (W) in the nation. Setting M, D , and F
equal to their respective supplies, we get the equi-
librium quantity of money balances, domestic bonds,
and foreign bonds, as well as the equilibrium rates of
interest in the home and in the foreign nations, and the
exchange rate between their currencies. Any change
in the value of any of the variables of the model will
affect every other variable of the model. The exchange
rate is determined in the process of reaching equilib-
rium in each financial market simultaneously.

5. Having been accumulated over a long period of time,
the total stock of financial assets in investors’ port-
folios is very large. Any change in interest rates,
expectations, or other forces that affect the benefits
and costs of holding the various financial assets are
likely to lead to an immediate or very rapid change in
their stock as investors attempt to quickly reestablish
equilibrium in their portfolios. Since adjustments in
the real sector (trade flows) occur only gradually over
time, most of the burden of adjustment in exchange
rates must come from financial markets in the very
short and short runs. Thus, the exchange rate must
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overshoot or bypass its long-run equilibrium level for
equilibrium to be quickly reestablished in financial
markets. Over time, as the cumulative contribution to
adjustment coming from the real (trade) sector is felt,
the exchange rate reverses its movement and the over-
shooting is eliminated. Since underlying conditions in
financial markets are in constant flux, exchange rates
are very volatile.

6. Empirical tests do not provide much support for the
monetary and the portfolio balance models, except in

the long run. Short-run exchange rates have defied
all attempts at accurate forecasting. One reason for
this is the importance of news, which cannot be pre-
dicted. Another reason is the existence or development
of speculative bubbles, which often move exchange
rates away from fundamentals. This does not mean
that these theories are wrong or that they are not
useful. It simply means that they provide incomplete
explanations of exchange rate determination.

A L O O K A H E A D

This chapter concludes Part Three, which deals with
the balance of payments, foreign exchange markets, and
exchange rate determination. Part Four examines the rela-
tionship between the external sector and the rest of the
national economy, as well as the operation of the inter-
national monetary system. Part Four begins with Chapter
16, which discusses how the exchange rate affects the
nation’s current account and how trade flows help to

determine exchange rates in the long run. Chapter 17
focuses on how international trade and the current account
affect and are in turn affected by changes in the level of
national income. Chapters 18 and 19 then deal with macro-
economic policies in open economies, and Chapters 20
and 21 look at the operation and future of the international
monetary system.

K E Y T E R M S

Absolute
purchasing-power
parity theory,
p. 464

Balassa–Samuelson
effect, p. 465

Demand for money,
p. 471

Exchange rate
overshooting,
p. 487

Expected change in
the spot rate,
p. 482

Law of one price,
p. 464

Monetary approach
to the balance of
payments,
p. 471

Monetary base,
p. 472

Portfolio balance
approach, p. 481

Purchasing-power
parity (PPP)
theory, p. 464

Real exchange rate,
p. 477

Relative
purchasing-power

parity theory,
p. 465

Risk premium (RP ),
p. 483

Supply of money,
p. 471

Q U E S T I O N S F O R R E V I E W

1. Which are the modern and the traditional exchange
rate theories? What distinguishes them? What is the
relevance of each? What is the relationship between
them?

2. What is the purchasing-power parity theory? What
are its uses? What is the absolute purchasing-power
parity theory? Why is this not acceptable?

3. What is the relative purchasing-power parity the-
ory? Do empirical tests confirm or reject the relative
purchasing-power parity theory?

4. What is demand for money according to the mone-
tary approach to the balance of payments? What is
the supply of money of the nation? What is meant
by the monetary base of the nation? the money mul-
tiplier?

5. How does a deficit or a surplus in the nation’s bal-
ance of payments arise according to the monetary
approach? Why do nations lose control over their
money supply in the long run under fixed exchange
rates?
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6. How does the monetary approach explain the pro-
cess by which a balance-of-payments disequilib-
rium is corrected under a flexible exchange rate
system? How does this differ from the case of fixed
exchange rates?

7. What determines the value of the exchange rate
and its change under a flexible exchange rate sys-
tem according to the monetary approach? How does
a managed floating exchange rate system compare
with a flexible and fixed exchange rate system from
the point of view of the monetary approach?

8. What is the role of expectations and uncovered
interest arbitrage in the monetary approach to the
balance of payments?

9. What is meant by the asset market or portfolio bal-
ance approach? In what ways does it differ from
the monetary approach?

10. What is the relative importance of stock adjust-
ments in financial assets as compared with ad-

justments in trade flows for exchange rate changes
in the short run and in the long run according to
the portfolio approach?

11. What is the role of expectations and the risk pre-
mium in the asset market or portfolio balance
approach? Why was there no risk premium in the
monetary approach?

12. How do the monetary and the asset market or port-
folio balance approaches explain the over–shooting
in exchange rates that is often observed in foreign
exchange markets today?

13. Do empirical tests support or reject the monetary
and portfolio approaches?

14. What additional theoretical and empirical work
needs to be done? What is likely to be the
outcome of this additional work in the foreseeable
future?

P R O B L E M S

1. In 1973, the GDP deflator was 15.6 in the United
Kingdom and 34.3 in the United States (with 1995
= 100). In 2001, it was 116.1 in the United King-
dom and 112.1 in the United States. The exchange
rate was £0.4078 to the dollar in 1973 and £0.6944
to the dollar in 1998.

(a) Calculate the rate of inflation in the United
Kingdom minus the rate of inflation in the United
States from 1973 to 2001 and compare it with
the rate of depreciation of the British pound with
respect to the U.S. dollar over the same time
period.

(b) Did the relative purchasing-power parity
(PPP) theory hold between the United Kingdom
and the United States between 1973 and 2001?
Why?

2. In 1973, the GDP deflator was 45.0 in Switzer-
land and 34.3 in the United States (with 1995 =
100). In 2001, it was 103.2 in Switzerland and
112.1 in the United States. The exchange rate of
the Swiss franc was SF3.1648 per dollar in 1973
and SF1.6876 in 2001. Did the relative PPP theory

hold between Switzerland and the United States
between 1973 and 2001? Why?

3. Suppose that the velocity of circulation of money
is V = 5 and the nominal GDP of the nation is
$200 billion.

(a) What is the quantity of money demanded by
the nation?

(b) By how much will the quantity of money
demanded rise if the nation’s nominal GDP rises
to $220 billion?

(c) What happens to the nation’s demand
for money if its nominal GDP increases by
10 percent each year?

4. Suppose that the domestic credit created by the
nation’s monetary authorities is $8 billion and the
nation’s international reserves are $2 billion, and
that the legal reserve requirement for the nation’s
commercial banking system is 25 percent.

(a) How much is the monetary base of the
nation?

(b) What is the value of the money multiplier?
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(c) What is the value of the total supply of
money of the nation?

5. Assuming fixed exchange rates, find the size of
the deficit or surplus in the balance of payments
of the nation described in

(a) Problems 3a and 4a.

(b) Problems 3b and 4b.

(c) Problems 3c and 4c.

6. Explain how the balance-of-payments disequilib-
rium is corrected if monetary authorities do not
change the domestic component of the nation’s
monetary base:

(a) In Problem 5b.

(b) In Problem 5c.

(c) What happens if monetary authorities com-
pletely sterilize, or neutralize, the balance-of-
payments disequilibrium with a change in the
domestic component of the nation’s monetary
base? How long can this go on?

*7. Suppose that a nation’s nominal GDP = 100, V
= 4, and Ms = 30. Explain why this nation has a
deficit in its balance of payments.

8. Under the law of one price, the price of an inter-
nationally traded commodity in one nation in a
two-nation world is equal to the exchange rate
times the price of the same commodity in the other
nation. Assuming that such a law holds, explain
why, if the first nation would otherwise face no
inflation at home, it will not be able to maintain
in the long run both constant prices and a constant
exchange rate in the face of inflation in the other
nation.

*9. Suppose that the interest rate is i = 10% in
New York and i∗ = 6% in Frankfurt, the spot

*= Answer provided at www.wiley.com/college/
salvatore.

rate is SR = $1/¤1 today and is expected to be
$1.01/¤1 in three months.

(a) Indicate why the condition for uncovered
interest parity (UIP) is satisfied.

(b) Explain what would happen if there was a
change in expectations so that the spot rate in
three months became $1.02/¤ and the interest rate
differential remained unchanged.

10. sfasfd(a) What is the difference between the expected
change in the exchange rate and the forward dis-
count or forward premium on the foreign cur-
rency?

(b) When would the expected change in the
exchange rate equal the forward discount or for-
ward premium on the foreign currency?

11. Suppose that individuals and firms in a nation are
holding the desired proportion of their wealth in
foreign bonds to begin with. Suppose that there is
then a once-and-for-all decrease in the exchange
rate (i.e., the domestic currency appreciates and
the foreign currency depreciates). What is the
adjustment that the simple portfolio balance model
presented in Section 15.4a postulates?

*12. Discuss the portfolio adjustment for an increase
in expected domestic inflation under flexible
exchange rates using the extended or portfolio bal-
ance model presented in Section 15.4b.

13. Using the extended asset market or portfolio bal-
ance model presented in Section 15.4b examine
the portfolio adjustment resulting from an increase
in the supply of the foreign bond because of the
foreign government budget deficit.

14. Explain the exchange rate dynamics of the dol-
lar resulting from an unanticipated increase in the
money supply by the EMU central bank.

APPENDIX
In this appendix we present a formal model of the monetary and portfolio balance approach
to the balance of payments and the exchange rate.
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A15.1 Formal Monetary Approach Model
This appendix presents a formal mathematical model of the monetary approach to the
balance of payments, which summarizes the more descriptive analysis presented in the
chapter.

We begin by assuming that the complete demand function for money takes the following
form:

Md = (PaY bu)/(i c) (15A-1)

where Md = quantity demanded of nominal money balances
P = domestic price level
Y = real income or output
i = interest rate
a = price elasticity of demand for money
b = income elasticity of demand for money
c = interest elasticity of demand for money
u = error term

Equation (15A-1) shows Md to be directly related to PY, or GDP, and inversely related
to i , as explained in Section 15.3a.

On the other hand, the nation’s supply of money is assumed to be

Ms = m(D + F ) (15A-2)

where Ms = the nation’s total money supply
m = money multiplier
D = domestic component of the nation’s monetary base
F = international or foreign component of the nation’s monetary base

The amount of D is determined by the nation’s monetary authorities, and the sum D +
F represents the nation’s total monetary base, or high-powered money.

In equilibrium, the quantity of money demanded is equal to the quantity of money
supplied:

Md = Ms (15A-3)

Substituting Equation (15A-1) for Md and Equation (15A-2) for Ms into Equation
(15A-3), we get

(PaY bu)/(i c) = m(D + F ) (15A-4)

Taking the natural logarithm (ln) of both sides of Equation (15A-4), we have

a ln P + b ln Y + ln u − c ln i = ln m + ln(D + F ) (15A-5)

Differentiating Equation (15A-5) with respect to time (t), we get

a(1/P)(dp/dt) + b(1/Y )(dY /dt) + (1/u)(du/dt) − c(1/i )(di/dt)

= (1/m)(dm/dt) + [D/(D + F )](1/D)(dD/dt)

+ [F/(D + F )](1/F )(dF/dt) (15A-6)
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Simplifying the notation by letting D + F = H , (1/P )(dP /dt) = gP , (1/Y )(dY /dt) =
gY, and so on (where g is the rate of growth), we have

agP + bgY + gu − cgi = gm + (D/H )gD + (F/H )gF (15A-7)

Rearranging Equation (15A-7) to make the last term on the right-hand side the dependent
variable on the left-hand side, we get the general form of the equation usually used in
empirical tests of the monetary approach to the balance of payments:

(F/H )gF − agP + bgY + gu − cgi − gm − (D/H )gD (15A-8)

According to Equation (15A-8), the weighted growth rate of the nation’s international
reserves [(F/H )gF ] is equal to the negative weighted growth rate of the domestic component
of the nation’s monetary base [(D/H )gD] if the rate of growth of prices, real income, interest
rate, and money multiplier are all zero.

What this means is that, other things being equal, when the nation’s monetary authorities
change D , an equal and opposite change automatically occurs in F. Thus, the nation’s
monetary authorities can only determine the composition of the nation’s monetary base (i.e.,
H = D + F ) but not the size of the monetary base itself. That is, under fixed exchange
rates, the nation has no control over its money supply and monetary policy.

On the other hand, growth in Y , with constant P, i , and m , must be met either by an
increase in D or F or by a combination of both. If the nation’s monetary authorities do not
increase D , there will be an excess demand for money in the nation that will be satisfied by
an inflow of money or reserves from abroad (a surplus in the nation’s balance of payments)
under fixed exchange rates. Equation (15A-8) can similarly be used to determine the effect of
a change in any other variable included in the equation on the nation’s balance of payments.

Empirical tests along the lines of Equation (15A-8) seem to lend only mixed and incon-
clusive support to the monetary approach to the balance of payments. However, more
empirical tests are needed and more theoretical work is required to try to reconcile the
monetary approach with the traditional approaches.

Problem Suppose that the values obtained by estimating Equation (15A-8) for a particular
nation over a specified period of time are a = b = c = 1 and gu = gi = gm = 0. Suppose
also that at the beginning of the period of the analysis, D = 100 and F = 20 in this nation
and during the period of the analysis gP = 10% and gY = 4% and the nation’s monetary
authorities increase D from 100 to 110. Estimate the value of this nation’s international
reserves (F ) at the end of the period under fixed exchange rates.

A15.2 Formal Portfolio Balance Model and Exchange Rates
In this section we present a simple one-country formal portfolio balance model in which
individuals and firms hold their financial wealth in some combination of domestic money,
a domestic bond, and a foreign bond denominated in the foreign currency.

The basic equations of the model can be written as follows:

M = a(i , i ∗)W (15A-9)

D = b(i , i ∗)W (15A-10)
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RF = c(i , i ∗)W (15A-11)

W = M + D + RF (15A-12)

where M is the quantity demanded of nominal money balances by domestic residents, D is
the demand for the domestic bond, R is the exchange rate (defined as the domestic currency
price of a unit of the foreign currency), RF is the demand for the foreign bond in terms of
the domestic currency, W is wealth, i is the interest rate at home, and i∗ is the interest rate
abroad.

The first three equations postulate that the quantity demanded of domestic money bal-
ances, the domestic bond, and the foreign bond by the nation’s residents are functions of,
or depend on, the domestic interest rate and the foreign interest rate, and are equal to a
particular proportion of wealth. The sum a + b + c = 1. That is, the total wealth of the
nation (W) equals M + D + RF (Equation (15A-12)).

Specifically, the foregoing model postulates that M, D , and RF are fixed proportions of
W . In addition, M is inversely related to i and i∗. D is directly related to i and inversely
related to i∗. RF is inversely related to i and directly related to i∗. An increase in i raises
D but reduces M and RF . An increase in i∗ raises RF but reduces M and D . Through
savings, W increases over time, and an increase in W increases M, D , and F .

According to the portfolio balance approach, equilibrium in each financial market
occurs only when the quantity demanded of each financial asset equals its supply.
Assuming that each financial market is in equilibrium to begin with and solving for RF in
Equation (15A-12), we get

RF = W − M − D (15A-13)

Substituting Equation (15A-9) for M and Equation (15A-10) into Equation (15A-13), we
get

RF = W − a(i , i ∗)W − b(i , i ∗)W
RF = (1 − a − b)W

(15A-14)

Equation (15A-14) can be rewritten as

RF = (1 − a − b)W − f (i , i ∗)W (15A-15)

Thus,

R = f (i , i ∗)W /F (15A-16)

From Equation (15A-16) we can postulate that the exchange rate is directly related to
i∗ and W and inversely related to i and F . That is, an increase in wealth resulting from
an increase in savings increases the demand for all three financial assets, but as the nation
exchanges the domestic currency for the foreign currency to purchase more of the foreign
bond, the exchange rate will rise (i.e., the domestic currency will depreciate). Similarly,
when the interest rate rises abroad, domestic residents purchase more of the foreign bond
and R rises. On the other hand, an increase in the supply of F will lower its price and reduce
the wealth of domestic residents. When this occurs, they will reduce their holdings of all
financial assets, including the foreign bond. But as foreign bonds (which are denominated in
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the foreign currency) are sold and the foreign currency exchanged for the domestic currency
on the exchange market, the exchange rate falls (i.e., the domestic currency appreciates).
The same is true if the domestic interest rate rises.

Problem Using the portfolio balance model presented earlier, examine the effect on the
exchange rate of (a) an increase in the domestic money supply and (b) a once-and-for-all
depreciation of the domestic currency.

S E L E C T E D B I B L I O G R A P H Y

The purchasing-power parity theory is presented and tested
empirically in:

■ G. Cassel, Money and Foreign Exchange after 1914 (New

York: Columbia University Press, 1928).

■ B. Balassa, “The Purchasing Power Parity Doctrine: A Reap-

praisal,” Journal of Political Economy , December 1964,

pp. 584–596.

■ P. Samuelson, “Theoretical Notes on Trade Problems,”

Review of Economics and Statistics , May 1964, pp. 145–154.

■ J. A. Frenkel, “Purchasing Power Parity: Doctrinal Perspec-

tive and Evidence from the 1920s,” Journal of International

Economics , May 1978, pp. 161–191.

■ I. B. Kravis and R. E. Lipsey, “Price Behavior in the Light

of Balance of Payments Theories,” Journal of International

Economics , May 1978, pp. 193–246.

■ R. I. McKinnon, Money in International Exchange (New

York: Oxford University Press, 1979).

■ J. A. Frankel, “The Collapse of Purchasing Power Par-

ity in the 1970’s,” European Economic Review , May 1981,

pp. 145–165.

■ R. M. Levich, “Empirical Studies of Exchange Rates: Price

Behavior, Rate Determination and Market Efficiency,” in

R. W. Jones and P. B. Kenen, eds., Handbook of Interna-

tional Economics , Vol. II (Amsterdam: North-Holland, 1985),

pp. 979–1040.

■ R. Dornbusch, “Purchasing Power of Money,” in The New

Palgrave (New York: Stockton Press, 1987), pp. 1075–1085.

■ J. A. Frankel, “International Capital Mobility and Crowding-

Out in the U.S. Economy: Imperfect Integration of Financial

Markets or Goods Markets?” in R. W. Hafer, ed., How Open

Is the U.S. Economy? (Lexington, Mass.: Lexington Books,

1986, pp. 33–67.

■ J. A. Frankel, “Zen and the Art of Modern Macroeconomics:

A Commentary,” in W. S. Haraf and T. D. Willet, eds.,

Monetary Policy for a Volatile Global Economy (Washing-

ton, D.C.: American Enterprise Institute for Public Policy

Research, 1990), pp. 117–123.

■ J. A. Frankel and A. K. Rose, “Empirical Research on Nomi-

nal Exchange Rates,” in G. Grossman and K. Rogoff, eds., The

Handbook of International Economics , Vol. III (Amsterdam:

North-Holland, 1995), pp. 1689–1729.

■ K. O. Froot and K. Rogoff, “Perspectives on PPP and

Long-Run Real Exchange Rates,” in G. Grossman and

K. Rogoff, eds., The Handbook of International Economics ,

Vol. III (Amsterdam: North-Holland, 1995), pp. 1647–1688.

■ K. Rogoff, “The Purchasing Power Parity Puzzle,” Journal of

Economic Literature, June 1996, pp. 647–668.

■ J. R. Lothian and M. P. Taylor, “Real Exchange Rate Behav-

ior: The Recent Float from the Perspective of the Past Two

Centuries,” Journal of Political Economy , September 1996,

pp. 488–509.

■ R. MacDonald, “Exchange Rate Behavior: Are Fundamen-

tals Important?” The Economic Journal , November 1999,

pp. 673–691.

■ K. Rogoff, “Monetary Models of Dollar/Yen/Euro Nominal

Exchange Rates: Dead or Alive?” The Economic Journal ,

November 1999, pp. 655–659.

■ A. M. Taylor, “A Century of Purchasing Power Par-

ity,” Review of Economics and Statistics , February 2002,

pp. 139–150.

■ L. Sarno and M. P. Taylor, “Purchasing-Power Parity and

the Real Exchange Rate,” IMF Staff Papers , No. 1, 2002,

pp. 65–105.

■ P. Cashin and C. J. McDermott, “An Unbiased Appraisal of

Purchasing Power Parity,” IMF Staff Papers , Vol. 50, No. 3,

2003, pp. 321–351.

■ M. R. Pakko and P. S. Pollard, “Burgernomics: A Big Mac

Guide to Purchasing Power Parity,” Federal Reserve Bank of

St. Louis Review , December 2003, pp. 9–28.

(c) ketabton.com: The Digital Library



Salvatore c15.tex V2 - 10/18/2012 12:45 A.M. Page 501

Selected Bibliography 501

■ A. M. Taylor and M. P. Taylor, “The Purchasing Power Par-
ity Debate,” Journal of Economic Perspectives , Fall 2004,
pp. 135–158

■ E. U. Choundri and M. S. Khan, “Real Exchange Rates
in Developing Countries: Are Balassa Samuelson Effects
Present?” IMF Staff Papers , Vol. 52, No. 3, 2005,
pp. 387–409.

■ P. Cashin and C. J. McDermott, “Parity Reversion in Real
Exchange Rates: Fast, Slow, or Not at All?,” IMF Staff
Papers , Vol. 53, No. 1, 2006, pp. 89–119.

The monetary approach to the balance of payments originated
with:

■ R. Mundell, International Economics (New York: Macmillan,
1968), chs. 9, 11, and 15.

■ R. Mundell, Monetary Theory: Inflation, Interest and Growth
in the World Economy (Pacific Palisades, Calif.: Goodyear,
1971).

■ H. Johnson, “The Monetary Approach to the Balance of Pay-
ments Theory,” Journal of Financial and Quantitative Analy-
sis , March 1972, pp. 1555–1572.

■ R. Dunn, “Does the Big Mac Predict Exchange Rates?” Chal-
lenge, May–June 2007, pp. 113–122.

Other works on the monetary approach are:

■ R. Dornbusch, “Currency Depreciation, Hoarding and Rela-
tive Prices,” Journal of Political Economy , July–August 1973,
pp. 893–915.

■ M. Mussa, “A Monetary Approach to the Balance of Payments
Analysis,” Journal of Money, Credit and Banking , August
1974, pp. 333–351. Reprinted in J. Frenkel and H. Johnson,
The Monetary Approach to the Balance of Payments (London:
Allen & Unwin, 1975, and Toronto: University of Toronto
Press, 1976), pp. 187–221.

■ D. Kemp, “A Monetary View of the Balance of Payments,”
Federal Reserve of St. Louis Review , April 1975, pp. 14–22.

■ J. Frenkel and H. Johnson, The Monetary Approach to the
Balance of Payments (London: Allen & Unwin, 1975).

■ J. A. Frenkel and M. Mussa, “Asset Markets, Exchange Rates,
and the Balance of Payments,” in W. R. Jones and P. B.
Kenen, eds., Handbook of International Economics , Vol. II
(Amsterdam: North-Holland, 1985), pp. 679–747.

The most important references for the portfolio balance approach
are:

■ W. H. Branson, “Stocks and Flows in International Mone-
tary Analysis,” in A. Ando, R. Herring, and R. Martson, eds.,
International Aspects of Stabilization Policies (Boston: Fed-
eral Reserve Bank of Boston, 1975), pp. 27–50.

■ W. H. Branson, “Portfolio Equilibrium and Monetary Pol-

icy with Foreign and Nontrade Assets,” in E. Classen and

P. Salin, eds., Recent Issues in International Monetary Eco-

nomics (Amsterdam: North-Holland, 1976), pp. 239–250.

■ P. R. Allen and P. B. Kenen, Asset Markets, Exchange Rates,

and Economic Integration (London: Cambridge University

Press, 1980).

■ W. H. Branson and D. W. Henderson, “The Specification and

Influence of Asset Markets,” in W. R. Jones and P. B. Kenen,

eds., Handbook of International Economics , Vol. II (Amster-

dam: North-Holland, 1985), pp. 749–805.

For exchange rate dynamics and overshooting, see:

■ R. Dornbusch, “Expectations and Exchange Rate Dynam-

ics,” Journal of Political Economy , December 1976,

pp. 1161–1176.

■ J. A. Frenkel, “Flexible Exchange Rates, Prices, and the Role

of ‘News’: Lessons from the 1970s,” Journal of Political

Economy , August 1981, pp. 665–705.

■ R. M. Levich, Overshooting in the Foreign Exchange Market,

Occasional Paper, No. 5 (New York: Group of Thirty, 1981).

■ J. F. O. Bilson, “Exchange Rate Dynamics,” in J. F. O. Bil-

son and R. Marston, eds., Exchange Rate Theory and Practice

(Chicago: University of Chicago Press, 1984).

■ M. Mussa, “The Theory of Exchange Rate Determination,”

in J. F. O. Bilson and R. C. Marston, eds., Exchange Rate

Theory and Practice (Chicago: University of Chicago Press,

1984), pp. 13–78.

■ International Monetary Fund, Exchange Rate Volatility and

World Trade, Occasional Paper 28 (Washington, D.C.: IMF,

July 1984).

■ M. Obstfeld and A. C. Stockman, “Exchange Rate Dynamics,”

in R. W. Jones and P. B. Kenen, eds., Handbook of Interna-

tional Economics , Vol. II (Amsterdam: North-Holland, 1985),

pp. 917–977.

■ K. Rogoff, “Monetary Models of Dollar/Yen/Euro Nominal

Exchange Rates: Dead or Alive?” The Economic Journal ,

November 1999, pp. 655–659.

■ K. Rogoff, “Dornbusch’s Overshooting Model after

Twenty-Five Years,” IMF Staff Papers , Vol. 49, 2002,

pp. 1–34.

■ M. E. E. Evans, Exchange Rate Dynamics (Princeton, N.J.:

Princeton University Press, 2011).

Evaluations and empirical testing of the monetary and portfolio
balance approaches are found in:

(c) ketabton.com: The Digital Library



Salvatore c15.tex V2 - 10/18/2012 12:45 A.M. Page 502

502 Exchange Rate Determination

■ J. A. Frenkel, “A Monetary Approach to the Exchange Rate:

Doctrinal Aspects and Empirical Evidence,” Scandinavian

Journal of Economics , March 1976, pp. 200–224.

■ W. H. Branson, H. Halttunen, and P. Mason, “Exchange Rates

in the Short-Run: The Dollar–Deutschemark Rate,” European

Economic Review , December 1977, pp. 303–324.

■ J. F. O. Bilson, “The Monetary Approach to Exchange

Rate: Some Empirical Evidence,” IMF Staff Papers , 1978,

pp. 48–75.

■ R. Dornbusch, “Monetary Policy under Exchange-Rate Flex-

ibility,” in Managed Exchange-Rate Flexibility: The Recent

Experience, Federal Reserve Bank of Boston, Conference

Series No. 20 (Boston, 1979), pp. 90–122.

■ R. Dornbusch, “Exchange Rate Economics: Where Do We

Stand?” Brookings Papers on Economic Activity , No. 1, 1980,

pp. 143–186.

■ J. A. Frenkel, “Exchange Rates, Prices, and Money:

Lessons from the 1920s,” American Economic Review , 1980,

pp. 235–242.

■ R. Meese and K. Rogoff, “Empirical Exchange Rate Mod-

els of the Seventies: How Well Do They Fit Out of Sam-

ple?” Journal of International Economics , February 1983a,

pp. 3–24.

■ R. Meese and K. Rogoff, “The Out-of-Sample Failure of

Empirical Exchange Rate Models: Sampling Error or Mis-

specification?” in J. A. Frenkel, ed., Exchange Rates and Inter-

national Macroeconomics (Chicago: University of Chicago

Press, 1983b), pp. 67–105.

■ J. A. Frankel, “Tests of Monetary and Portfolio Balance Mod-

els of Exchange Rate Determination,” in J. F. O. Bilson

and R. C. Marston, eds., Exchange Rate Theory and Practice

(Chicago: University of Chicago Press, 1984), pp. 239–260.

■ J. F. O. Bilson and R. M. Martson, eds., Exchange Rate Theory

and Practice (Chicago: University of Chicago Press, 1984).

■ D. Salvatore, “Petroleum Prices, Exchange Rate Changes,

and Domestic Inflation in Developing Nations,” Weltwirt

schaftliches Archiv , No. 119, 1984, pp. 580–589.

■ D. Salvatore, “Oil Import Costs and Domestic Inflation in

Industrial Countries,” Weltwirtschaftliches Archiv , No. 122,

1986, pp. 281–291.

■ J. A. Frankel and A. T. MacArthur, “Political vs. Currency

Premia in International Real Interest Differentials,” European

Economic Review , June 1988, pp. 1083–1121.

■ M. Mussa, Exchange Rates in Theory and Practice, Prince-

ton Essay in International Finance No. 179, Princeton, N.J.:

Princeton University Press, December 1990.

■ J. A. Frankel, “Monetary and Portfolio Balance Models of

the Determination of Exchange Rates,” in J. A. Frankel, ed.,

On Exchange Rates (Cambridge, Mass.: MIT Press, 1993),

pp. 95–116.

■ R. MacDonald and M. P. Taylor, “The Monetary Approach to

the Exchange Rate: Rational Expectations, Long-Run Equi-

librium, and Forecasting,” IMF Staff Papers , March 1993,

pp. 89–107.

■ N. C. Mark, “Exchange Rates and Fundamentals: Evidence on

Long-Horizon Predictability,” American Economic Review ,

March 1995, pp. 201–218.

■ J. A. Frankel and A. K. Rose, “Empirical Research on Nomi-

nal Exchange Rates,” in G. Grossman and K. Rogoff, eds., The

Handbook of International Economics , Vol. III (Amsterdam:

North-Holland, 1995), pp. 1689–1729.

■ K. K. Lewis, “Puzzles in International Financial Markets,” in

G. Grossman and K. Rogoff, eds., The Handbook of Inter-

national Economics , Vol. III (Amsterdam: North-Holland,

1995), pp. 1913–1971.

■ R. MacDonald, “Exchange Rate Behavior: Are Fundamen-

tals Important?” The Economic Journal , November 1999,

pp. 673–691.

■ K. Rogoff, “Monetary Models of Dollar/Yen/Euro Nominal

Exchange Rates: Dead or Alive?” The Economic Journal ,

November 1999, pp. 655–659.

■ C. J. Neely and L. Sarno, “How Well Do Monetary Funda-

mentals Forecast Exchange Rates?” Federal Reserve Bank of

St. Louis Review , September/October 2002, pp. 51–74.

■ D. E. Rapach and M. E. Wohar, “Testing the Monetary

Model of Exchange Rate Determination: New Evidence from

a Century of Data,” Journal of International Economics , April

2002, pp. 359–385.

■ C. Engle, J. H. Rogers, and A. K. Rose, “Empirical Exchange

Rate Models,” Editors, Special Issue, Journal of International

Economics , May 2003.

■ P. De Grauwe, Exchange Rate Economics: Where Do We

Stand? (Cambridge, Mass.: MIT Press, 2003).

■ C. Engle and K. West, “Accounting for Exchange

Rate Variability,” American Economic Review , May 2004,

pp. 405–414.

■ M. D. Evans and R. K. Lyons, “Messe-Rogoff Redux:

Micro-Based Exchange-Rate Forecasting,” American Eco-

nomic Review , May 2005, pp. 405–414.

■ C. M. Engle, N. C. Mark, and K. D. West, “Exchange Rate

Models are Not as Bad as You Think,” NBER Working Paper

No. W13318 , August 2007.

(c) ketabton.com: The Digital Library



Salvatore c15.tex V2 - 10/18/2012 12:45 A.M. Page 503

INTERNet 503

■ J. Wang and J. Wu, “The Taylor Rule and Interval Forecast
for Exchange Rates,” FRB International Finance Discussion
Paper No. 963, January 2, 2009.

■ Della Corte, P. L. Sarno, and I. Tsiakas, “An Economic
Evaluation of Empirical Exchange Rate Models,” Review of
Financial Studies , Vol. 22, No. 9, 2009, pp. 3,481–3,530.

■ D. L. Rime, L. Sarno, and E. Sojli, “Exchange Rate Forecast-
ing, Order Flow and Macroeconomic Information,” Journal
of International Economics , January 2010 pp. 72–88.

■ M. E. E. Evans, Exchange Rate Dynamics (Princeton, N.J.:
Princeton University Press, 2011).

For the Euro/dollar exchange rate, see:

■ D. Salvatore ed., “The Euro, the Dollar, and the International
Monetary System,” Special Issue, Journal of Policy Model-

ing , June 2000, June 2005, and September 2011, with articles
by P. DeGrauwe, B. Eichengreen, M. Feldstein, J. Frankel,
H. Grubel, O. Issing, P. Kenen, R. McKinnon, R. Mundell,
M. Mussa, K. Rogoff, D. Salvatore, and T. Willet.

Also see the references at the end of Chapter 21.

I N T E R N e t

Data on the exchange rate of the dollar, and interest rates,
money supply, and inflation rate in the United States
are found on the Federal Reserve Bank of St. Louis
web site at:

http://www.research.stlouisfed.org/fred

Data on the exchange rates, interest rates, money sup-
ply, and inflation rates for most countries are found
by following the links to the various countries’ central

banks on the web site of the Bank for International Settle-
ment at:

http://www.bis.org

For a wide variety of global financial indexes on exchange
rates, interest rates, inflation rates, and nominal and real
GDP, see the MIT web site at:

http://eh.net/hmit
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Open-Economy
Macroeconomics and the
International Monetary System

part

Part Four (Chapters 16–21) deals with open-economy macroeconomics.
Chapter 16 examines how the exchange rate affects the nation’s current
account. Chapter 17 shows how the current account affects and is, in turn,
affected by changes in the level of national income at home and abroad.
Chapters 18 and 19 then deal with monetary and fiscal policies in open
economies. Thus, Chapters 16–19 progressively build a complete model
of the open economy. Specifically, Chapter 16 examines the partial equi-
librium effect of exchange rate changes on the nation’s current account.
Chapter 17 extends the analysis of the goods market to the economy as a
whole. Chapter 18 adds the money market and international capital flows
and examines fiscal and monetary policies. Chapter 19 completes the model
by dealing with prices and inflation. Finally, Chapters 20 and 21 examine
the operation and future of the international monetary system.
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The Price Adjustment
Mechanism with Flexible
and Fixed Exchange Rates

chapter

LEARNING GOALS:
After reading this chapter, you should be able to:

• Understand the effect of a change in the exchange rate
on the nation’s current account

• Understand the meaning and importance of the
‘‘stability of the foreign exchange market’’

• Understand the meaning and importance of the
exchange rate ‘‘pass-through’’

• Explain how the gold standard operated

16.1 Introduction
In this chapter, we examine how a nation’s current account is affected by price
changes under flexible and fixed exchange rate systems. How the nation’s current
account is affected by income changes in the nation and abroad is examined in
Chapter 17. Chapter 17 also presents a synthesis of the joint effect of price and
income changes on the nation’s current account and level of national income.

For simplicity, in this chapter we assume that there are no autonomous interna-
tional private capital flows. That is, international private capital flows take place
only as passive responses to cover (i.e., to pay for) temporary trade imbalances. We
also assume that the nation wants to correct a deficit in its current account (and bal-
ance of payments) by exchange rate changes. (The correction of a current account
and balance-of-payments surplus would generally require the opposite techniques.)
Since this traditional exchange rate model is based on trade flows and the speed of
adjustment depends on how responsive (elastic) imports and exports are to price
(exchange rate) changes, it is called the trade or elasticity approach.

As we have seen in Chapter 15, international private capital flows are much
larger than trade flows today, and so exchange rates reflect mostly financial rather
than trade flows, especially in the short run. Trade flows, however, do have a strong
effect on exchange rates in the long run. It is to isolate and identify the effect of
trade flows on exchange rates and the effect of exchange rate changes on trade
flows that we make the simplifying assumption of no autonomous international

507
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private capital flows in this chapter. Of course, in the real world both international financial
and trade flows jointly determine exchange rates, but a fully acceptable theory of exchange
rate determination that incorporates both financial and trade flows has not yet been devel-
oped. The closest we come to such a general theory is the portfolio balance model examined
in Section 15.4.

In this chapter, Section 16.2 examines how the nation’s current account is affected by
exchange rate changes. Section 16.3 looks at the effect of exchange rate changes on domestic
prices (the rate or inflation) in the country. Section 16.4 deals with the closely related
topic of the stability of foreign exchange markets. Section 16.5 presents estimates of trade
elasticities and explains why the current account usually responds with a time lag and
only partially to a change in the nation’s exchange rate. Finally, Section 16.6 describes the
adjustment mechanism under the gold standard (the so-called price-specie-flow mechanism).
In the appendix, we illustrate graphically the effect of a change in the exchange rate on
domestic prices, derive mathematically the Marshall–Lerner condition for stability in foreign
exchange markets, and show graphically how the gold points and international gold flows
were determined under the gold standard.

16.2 Adjustment with Flexible Exchange Rates
In this section, we examine the method of correcting a deficit in a nation’s current account
or balance of payments by a depreciation or a devaluation of the nation’s currency. A
depreciation implies a flexible exchange rate system. A devaluation, on the other hand,
refers to the deliberate (policy) increase in the exchange rate by the nation’s monetary
authorities from one fixed or pegged level to another. However, since both a depreciation
and a devaluation operate on prices to bring about adjustment in the nation’s current account
and the balance of payments, they are both referred to as the price adjustment mechanism
and are discussed together here. This is to be distinguished from the income adjustment
mechanism , which relies on income changes in the nation and abroad and will be examined
in the next chapter. We begin by examining the process of adjustment itself, and then show
how the demand and supply schedules of foreign exchange are derived.

16.2A Balance-of-Payments Adjustments with Exchange Rate
Changes

The process of correcting a deficit in a nation’s balance of payments by a depreciation or
devaluation of its currency is shown in Figure 16.1. In the figure, it is assumed that the
United States and the European Monetary Union are the only two economies in the world
and that there are no international capital flows, so that the U.S. demand and supply curves
for euros reflect only trade in goods and services. The figure shows that at the exchange
rate of R = $1/¤1, the quantity of euros demanded by the United States is ¤12 billion per
year, while the quantity supplied is ¤8 billion. As a result, the United States has a deficit
of ¤4 billion (AB ) in its balance of payments.

If the U.S. demand and supply curves for euros were given by D¤ and S¤, a 20 percent
devaluation or depreciation of the dollar, from R = $1/¤1 to R = $1.20/¤1, would com-
pletely eliminate the U.S. deficit. That is, at R = $1.20/¤1, the quantity of euros demanded
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FIGURE 16.1. Balance-of-Payments Adjustments with Exchange Rate Changes.
At R = $1/¤1, the quantity of euros demanded by the United States is ¤12 billion per year, while the
quantity supplied is ¤8 billion, so that the United States has a deficit of ¤4 billion (AB) in its balance of
payments. With D¤ and S¤, a 20 percent depreciation or devaluation of the dollar would completely

eliminate the deficit (point E). With D∗
¤ and S∗

¤, a 100 percent depreciation or devaluation would be

required to eliminate the deficit (point E∗).

and the quantity supplied would be equal at ¤10 billion per year (point E in the figure), and
the U.S. balance of payments would be in equilibrium. If, however, the U.S. demand and
supply curves for euros were less elastic (steeper), as indicated by D∗

¤ and S∗
¤, the same

20 percent devaluation would only reduce the U.S. deficit to ¤3 billion (CF in the figure),
and a 100 percent devaluation or depreciation of the dollar, from R = $1/¤1 to R = $2/¤1,
would be required to completely eliminate the deficit (point E ∗ in the figure). Such a huge
devaluation or depreciation of the dollar might not be feasible (for reasons examined later).

Thus, it is very important to know how elastic the U.S. demand and supply curves for
euros are. In some cases, the shape of the deficit nation’s demand and supply curves for
foreign exchange may be such that a devaluation or depreciation would actually increase,
rather than reduce or eliminate, the deficit in its balance of payments. These crucial questions
are examined next by showing how a nation’s demand and supply schedules for foreign
exchange are derived.

16.2B Derivation of the Demand Curve for Foreign Exchange
The U.S. demand curve for euros (D¤) shown in Figure 16.1 is derived from the demand
and supply curves of U.S. imports in terms of euros (shown in the left panel of Figure 16.2).
On the other hand, the U.S. supply curve for euros (S¤) shown in Figure 16.1 is derived
from the demand and supply curves of U.S. exports in terms of euros (shown in the right
panel of Figure 16.2). Let us start with the derivation of the U.S. demand curve for euros
(D¤).
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FIGURE 16.2. Derivation of the U.S. Demand and Supply Curves for Foreign Exchange.
With DM (at R = $1/¤1) and SM in the left panel, PM = ¤1 and QM = 12 billion units per year, so that the
quantity of euros demanded by the United States is ¤12 billion (point B ′). This corresponds to point B in
Figure 16.1. With a 20 percent depreciation of the dollar, DM shifts down to D ′

M . Then PM = ¤0.9 and QM =
11 billion units, so that the quantity of euros demanded by the United States falls to ¤9.9 billion (point E ′ in
the left panel). This corresponds to point E (with ¤9.9 billion rounded to ¤10 billion) in Figure 16.1.

With DX and SX (at R = $1/¤1) in the right panel, PX = ¤2 and QX = 4 billion, so that the quantity of
euros supplied to the United States is ¤8 billion (point A ′). This corresponds to point A in Figure 16.1. With
a 20 percent depreciation or devaluation of the dollar, SX shifts down to S ′

X . Then PX = ¤1.8 and QX = 5.5
billion units, so that the quantity of euros supplied to the United States rises to ¤9.9 billion (point E ′). This
corresponds to point E in Figure 16.1.

In the left panel of Figure 16.2, DM is the U.S. demand for imports from the European
Monetary Union in terms of euros at R = $1/¤1, while SM is the EMU supply of imports
to the United States. With DM and SM, the euro price of U.S. imports is PM = ¤1, and the
quantity of U.S. imports is QM = 12 billion units per year, so that the quantity of euros
demanded by the United States is ¤12 billion (point B ′ in the left panel of Figure 16.2).
This corresponds to point B on the U.S. D¤ in Figure 16.1.

When the dollar depreciates by 20 percent to R = $1.20/¤1, SM remains unchanged, but
DM shifts down by 20 percent to D ′

M (see the left panel of Figure 16.2). The reason is that for
the United States to continue to demand 12 billion units of imports (as at point B ′ on DM ),
the euro price of U.S. imports would have to fall from PM = ¤1 to PM = ¤0.8, or by the
full 20 percent of the depreciation of the dollar, in order to leave the dollar price of imports
unchanged (point H on D ′

M ). However, at euro prices below PM = ¤1, the European
Monetary Union will supply smaller quantities of imports to the United States (i.e., the
European Monetary Union will move down along SM ), while the United States will demand
smaller quantities of imports at euro prices above PM = ¤0.8 (i.e., the United States will
move up along), until a compromise on price at the new equilibrium point E ′ is reached (see
the left panel of Figure 16.2). The student should reread this paragraph and the previous one,
and carefully study the left panel of Figure 16.2 and its relationship to Figure 16.1 because
this is a rather important topic and one of the most challenging in international finance.

Note that D ′
M is not parallel to DM because the shift is of a constant percentage. Thus, a

20 percent downward shift from point B ′(¤1.00) is only ¤0.20, while the same 20 percent
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downward shift from point G (¤1.25) is ¤0.25. With D ′
M and SM , PM = ¤0.9 and QM =

11 billion, so that the quantity of euros demanded by the United States falls to ¤9.9 billion
(point E ′ in the left panel of Figure 16.2). This corresponds to point E (with ¤9.9 billion
rounded to ¤10 billion) on D¤ in Figure 16.1. Thus, the quantity of euros demanded by
the United States falls from ¤12 billion (given by point B ′ in the left panel of Figure 16.2)
at R = $1/¤1 to ¤10 billion (given by point E ′) at R = $1.20/¤1. This corresponds to a
movement from point B to point E along D¤ in Figure 16.1.

Only in the unusual case when DM has zero elasticity (is vertical) will the U.S. quantity
demanded of euros remain exactly the same after the devaluation or depreciation of the dollar
as it was before, because in that case the downward shift in DM leaves DM unchanged (this
is assigned as an end-of-chapter problem). Thus, aside from the unusual case where DM is
vertical, a devaluation or depreciation of the dollar always leads to a reduction in the U.S.
quantity demanded of euros, so that D¤ (in Figure 16.1) is always negatively sloped. The
reduction in the U.S. quantity demanded of euros when the dollar is devalued or is allowed
to depreciate results because both the euro price of U.S. imports and the quantity of U.S.
imports fall (see the left panel of Figure 16.2).

Furthermore, given SM , the less elastic (steeper) is DM , the smaller is the reduction in
the U.S. quantity demanded of euros and the less elastic (steeper) is the U.S. demand curve
for euros. (This is assigned as another end-of-chapter problem.) In that case, a 20 percent
devaluation of the dollar might be represented by a movement from point B to point F
along D∗

¤ rather than by a movement from point B to point E along D¤ in Figure 16.1.

16.2C Derivation of the Supply Curve for Foreign Exchange
In the right panel of Figure 16.2, DX is the EMU demand for U.S. exports in terms of euros,
and SX is the U.S. supply of exports to the European Monetary Union at R = $1/¤1. With
DX and SX , the euro price of U.S. exports is PX = ¤2, and the quantity of U.S. exports is QX
= 4 billion units, so that the U.S. quantity of euros earned or supplied is ¤8 billion (point
A′ in the right panel of Figure 16.2). This corresponds to point A on S¤ in Figure 16.1.

When the dollar is devalued or is allowed to depreciate by 20 percent to R = $1.20/¤1,
DX remains unchanged, but SX shifts down by 20 percent to S ′

X (see the right panel of
Figure 16.2). The reason is that the United States would now be willing to export 4 billion
units (the same as at point A′ on SX ) at the euro price of PX = ¤1.6, or 20 percent lower
than before the depreciation of the dollar, because each euro is now worth 20 percent more
in terms of dollars (point K on S ′

X in the figure). However, at euro prices below PX =
¤2, the European Monetary Union will demand greater quantities of U.S. exports (i.e., the
European Monetary Union will move down along DX ), while the United States will supply
greater quantities of exports at euro prices above PX = ¤1.6 (i.e., the United States will
move up along S ′

X ), until the new equilibrium point E ′ is reached (see the right panel of
Figure 16.2).

Note that S ′
X is not parallel to SX because the shift is of a constant percentage. With DX

and S ′
X , PX = ¤1.8 and QX = 5.5 billion units, so that the quantity of euros supplied to

the United States increases to ¤9.9 billion (1.8 times 5.5). This is given by point E ′ in the
right panel of Figure 16.2 and corresponds to point E (with ¤9.9 billion rounded to ¤10
billion) on S¤ in Figure 16.1. Thus, the quantity of euros supplied to the United States rises
from ¤8 billion (given by point A′ in the right panel of Figure 16.2) at R = $1/¤1 to ¤10
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billion (given by point E ′) at R = $1.20/¤1. This corresponds to a movement from point A
to point E along S¤ in Figure 16.1.

Devaluation of the dollar reduces the euro price but increases the quantity of U.S. exports
(compare point E ′ to point A′ in the right panel of Figure 16.2). What happens to the quantity
of euros supplied to the United States then depends on the price elasticity of DX between
points A′ and E ′. Since in this case the percentage increase in QX exceeds the percentage
reduction in PX , DX is price elastic, and the quantity of euros supplied to the United States
increases. If DX in the right panel of Figure 16.2 had been less elastic (steeper), the same
20 percent devaluation might have resulted in a movement from point A to point C along
S∗

¤ in Figure 16.1 rather than from point A to point E along S¤. Thus, the less elastic is
DX , the less elastic is the derived U.S. supply curve for euros (S¤).

If DX had been unitary elastic, the devaluation or depreciation of the dollar would have
left the U.S. quantity supplied of euros completely unchanged, so that the U.S. supply curve
of euros would have been vertical, or have zero elasticity. (The same would be true if SX
were vertical, so that a depreciation or devaluation of the dollar would leave SX unchanged.)
Finally, if DX had been price inelastic, a devaluation or depreciation of the dollar would have
actually reduced the U.S. quantity supplied of euros, so that the U.S. supply curve of euros
would have been negatively sloped. (These are assigned as end-of-chapter problems.) Thus,
while the U.S. demand curve for euros is almost always negatively sloped, the U.S. supply
curve of euros could be positively sloped, vertical, or even negatively sloped, depending on
whether DX is elastic, unitary elastic, or inelastic, respectively. In Section 16.4, we will see
that this is crucial in determining the stability of the foreign exchange market.

16.3 Effect of Exchange Rate Changes on Domestic
Prices and the Terms of Trade

Up to now, we have discussed the demand and supply curves of U.S. imports and exports
in terms of the foreign currency (the euro) because we were interested in the effect of a
devaluation or depreciation of the dollar on the U.S. balance of payments. However, a
devaluation or depreciation of the dollar also has very important effects on U.S. prices
in terms of dollars . That is, the depreciation or devaluation of the dollar stimulates the
production of U.S. import substitutes and exports and will lead to a rise in prices in the
United States. Thus, while a devaluation or depreciation of the dollar reduces the euro price
of U.S. imports and exports (see Figure 16.2), it increases the dollar price of U.S. import
substitutes and exports and is inflationary. This is illustrated graphically in Section A16.1
in the appendix for the more advanced or eager student.

The greater the devaluation or depreciation of the dollar, the greater is its inflationary
impact on the U.S. economy and the less feasible is the increase of the exchange rate as
a method of correcting the deficit in the U.S. balance of payments. Note that the increase
in the dollar price of import substitutes and exports in the United States is a necessary
incentive to U.S. producers to shift resources from the production of nontraded or purely
domestic goods to the production of import substitutes and exports. But this also reduces
the price advantage conferred on the United States by the devaluation or depreciation of the
dollar. This is even more so for developing countries (see Case Study 16-1).
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■ CASE STUDY 16-1 Currency Depreciation and Inflation in Developing Countries during the 1997–1998
East Asian Crisis

Table 16.1 gives the percentage of the currency
depreciation and resulting inflation in four Asian
countries (Thailand, Korea, Malaysia, and Indone-
sia) that faced serious financial and economic
crises, including steep depreciation of their cur-
rencies, from the middle of 1997 to the fall of
1999 (refer to Case Study 11-1). These are some
of the countries that grew so fast up to 1997 that
they were called the “Asian Tigers.” The table
also provides data for three Latin American coun-
tries (Brazil, Chile, and Mexico) that also faced
large currency depreciation and inflationary pres-
sures during the same period of time (the second
quarter of 1997 to the third quarter of 1999).

Table 16.1 shows that, except for Indonesia,
the inflation rate in the Asian countries considered

■ TABLE 16.1. Currency Depreciation and Inflation, Selected Asian and Latin
American Countries (in percentages, 1997:II to 1999:III)

Asian Countries Currency Depreciation Inflation

Indonesia 67.6 49.0
Malaysia 40.0 8.6
Korea 25.4 8.1
Thailand 32.1 9.3

Latin American Countries

Brazil 42.6 8.3
Chile 19.4 8.9
Mexico 15.5 27.7

Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, 2000).

was less than one-third of the rate of depreciation
of their currencies. In other words, about one-third
of the price advantage that these nations received
from currency depreciation was wiped out by the
resulting inflation. In Indonesia, the rate was 72.5
percent (49.0/67.6). In Latin America, it was about
20 percent for Brazil and 46 percent for Chile. In
Mexico, the rate of inflation was almost double the
rate of depreciation of its currency. As we will see
in Chapters 18 and 19, inflation does not depend
only on the rate of depreciation of the nation’s cur-
rency, but also on structural conditions and other
forces at work in the nation.

A depreciation or devaluation is also likely to affect the nation’s terms of trade. In
Section 4.6, we defined the terms of trade of a nation as the ratio of the price of its
export commodity to the price of its import commodity. Export and import prices must
both be measured in terms of either the domestic or the foreign currency. Since the prices
of both the nation’s exports and imports rise in terms of the domestic currency as a result
of its depreciation or devaluation, the terms of trade of the nation can rise, fall, or remain
unchanged, depending on whether the price of exports rises by more than, less than, or the
same percentages as the price of imports.
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From Figure 16.2 we already know the exact change in the euro prices of U.S. exports
and imports as a result of the 20 percent depreciation or devaluation of the dollar and we can
use these prices to measure the change in the U.S. terms of trade. Before the depreciation
or devaluation of the dollar, PX = ¤2 (see point A′ in the right panel of Figure 16.2) and
PM = ¤1 (point B ′ in the left panel), so that PX /PM = 2/1 = 2, or 200 percent. After the
20 percent depreciation or devaluation of the dollar, PX = ¤1.8 (point E ′ in the right panel)
and PM = ¤0.9 (point E ′ in the left panel), so that PX /PM = 1.8/0.9 = 2, or 200 percent.
Therefore, the U.S. terms of trade in this case remain unchanged. The conclusion would be
the same if we used the dollar prices of U.S. exports and imports to measure the change
in the U.S. terms of trade (see Figure 16.7 in the appendix). In general, however, we can
expect the terms of trade of a nation to change (as discussed at the end of Section A16.2
in the appendix) when its currency is devalued or allowed to depreciate.

An interesting situation arises when an industrial nation begins to exploit a domestic
natural resource that it previously imported. An example of this is provided by Great Britain
when it started to extract substantial quantities of petroleum from the North Sea in 1976,
thus eliminating the need to import it. The nation’s exchange rate might then appreciate so
much as to cause the nation to lose international competitiveness in its traditional industrial
sector and even face deindustrialization. This is known as the Dutch disease. The name is
derived from the Netherlands’ loss of relative competitiveness in its traditional industrial
sector as a result of the appreciation of the Dutch florin after the development of the Dutch
natural gas industry, which eliminated the need for the Netherlands to import natural gas.

16.4 Stability of Foreign Exchange Markets
In this section, we examine the meanings of and the conditions for stability of the foreign
exchange market. We have a stable foreign exchange market when a disturbance from
the equilibrium exchange rate gives rise to automatic forces that push the exchange rate
back toward the equilibrium level. We have an unstable foreign exchange market when a
disturbance from equilibrium pushes the exchange rate further away from equilibrium.

16.4A Stable and Unstable Foreign Exchange Markets
A foreign exchange market is stable when the supply curve of foreign exchange is positively
sloped or, if negatively sloped, is less elastic (steeper) than the demand curve of foreign
exchange. A foreign exchange market is unstable if the supply curve is negatively sloped
and more elastic (flatter) than the demand curve of foreign exchange. These conditions are
illustrated in Figure 16.3.

The left panel of Figure 16.3 repeats D¤ and S¤ from Figure 16.1. With D¤ and S¤,
the equilibrium exchange rate is R = $1.20/¤1, at which the quantity of euros demanded
and the quantity supplied are equal at ¤10 billion per year (point E in the left panel of
Figure 16.3). If, for whatever reason, the exchange rate fell to R = $1/¤1, there would
be an excess demand for euros (a deficit in the U.S. balance of payments) of ¤4 billion
(AB), which would automatically push the exchange rate back up toward the equilibrium
rate of R = $1.20/¤1. On the other hand, if the exchange rate rose to R = $1.40/¤1, there
would be an excess quantity supplied of euros (a surplus in the U.S. balance of payments)
of ¤3 billion (NR), which would automatically drive the exchange rate back down toward
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FIGURE 16.3. Stable and Unstable Foreign Exchange Markets.
In all three panels, the equilibrium exchange rate is R = $1.20/¤1, at which ¤10 billion are demanded and
supplied per year. If, for whatever reason, the equilibrium is disturbed and the exchange rate falls, say to
R = $1/¤1, the excess demand for foreign exchange in the left and center panels will push the exchange
rate back up toward the equilibrium rate, but the excess supply of foreign exchange in the right panel
will cause the exchange rate to fall even lower. Similarly, at R = $1.40/¤1, the excess supply in the left and
center panels will drive the exchange rate down toward R = $1.20/¤1, but the excess demand in the right
panel will push the exchange rate even higher. Thus, the left and center panels depict stable markets,
while the right panel depicts an unstable market.

the equilibrium rate of R = $1.20/¤1. Thus, the foreign exchange market shown in the left
panel of Figure 16.3 is stable.

The center panel of Figure 16.3 shows the same D¤ as in the left panel, but S¤ is now
negatively sloped but steeper (less elastic) than D¤. Once again, the equilibrium exchange
rate is R = $1.20/¤1 (point E ). At the lower than equilibrium exchange rate R = $1/¤1,
there is an excess demand for euros (a deficit in the U.S. balance of payments) equal to ¤1.5
billion (UB), which automatically pushes the exchange rate back up toward the equilibrium
rate of R = $1.20/¤1. At the higher than equilibrium exchange rate of R = $1.40/¤1, there
is an excess supply of euros (a surplus in the U.S. balance of payments) of ¤1 billion (NT),
which automatically pushes the exchange rate back down toward the equilibrium rate of
R = $1.20/¤1. In this case also, the foreign exchange market is stable.

The right panel of Figure 16.3 looks the same as the center panel, but the labels of
the demand and supply curves are reversed, so that now S¤ is negatively sloped and flatter
(more elastic) than D¤. The equilibrium exchange rate is still R = $1.20/¤1 (point E ). Now,
however, at any exchange rate lower than equilibrium, there is an excess quantity supplied
of euros, which automatically drives the exchange rate even lower and farther away from the
equilibrium rate. For example, at R = $1/¤1, there is an excess quantity supplied of euros
of ¤1.5 billion (U′B′), which pushes the exchange rate even lower and farther away from
R = $1.20/¤1. On the other hand, at R = $1.40/¤1, there is an excess quantity demanded
for euros of ¤1 billion (N′T′), which automatically pushes the exchange rate even higher
and farther away from the equilibrium rate. Thus, the foreign exchange market in the right
panel is unstable.

When the foreign exchange market is unstable, a flexible exchange rate system increases
rather than reduces a balance-of-payments disequilibrium. Then a revaluation or an appre-
ciation rather than a devaluation of the deficit nation’s currency is required to eliminate or
reduce a deficit, while a devaluation would be necessary to correct a surplus. These policies
are just the opposite of those required under a stable foreign exchange market. Determining
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whether the foreign exchange market is stable or unstable is, therefore, crucial. Only after
the foreign exchange market has been determined to be stable will the elasticity of D¤
and S¤ (and thus the feasibility of correcting a balance-of-payments disequilibrium with a
depreciation or devaluation of the deficit nation’s currency) become important.

16.4B The Marshall–Lerner Condition
If we knew the exact shape of the demand and supply curves of foreign exchange in the
real world, it would be rather easy (as indicated above) to determine whether the foreign
exchange market in a particular case was stable or unstable and, if stable, the size of
the depreciation or devaluation required to correct a deficit in the balance of payments.
Unfortunately, this is not the case. As a result, we can only infer whether the foreign
exchange market is stable or unstable and the elasticity of the demand and supply of foreign
exchange from the demand for and supply of the nation’s imports and exports.

The condition that tells us whether the foreign exchange market is stable or unstable is
the Marshall–Lerner condition. The general formulation of the Marshall–Lerner condition
is very complex and is presented in Section A16.2 in the appendix. Here we present and
discuss the simplified version that is generally used. This is valid when the supply curves
of imports and exports (i.e., SM and SX ) are both infinitely elastic, or horizontal. Then the
Marshall–Lerner condition indicates a stable foreign exchange market if the sum of the price
elasticities of the demand for imports (DM) and the demand for exports (DX), in absolute
terms, is greater than 1. If the sum of the price elasticities of DM and DX is less than 1,
the foreign exchange market is unstable, and if the sum of these two demand elasticities is
equal to 1, a change in the exchange rate will leave the balance of payments unchanged.

For example, from the left panel of Figure 16.2 we can visualize that if DM were vertical
and SM horizontal, a depreciation or devaluation of the dollar would leave the U.S. demand
for imports and thus the quantity of euros demanded by the United States completely
unchanged. By itself, this would leave the U.S. balance of payments unchanged. From the
right panel of Figure 16.2, we can visualize that given a horizontal SX that shifts down
by the percentage depreciation or devaluation of the dollar, the quantity of euros supplied
to the United States rises, remains unchanged, or falls, depending on whether DX is price
elastic, unitary elastic, or inelastic, respectively. Thus, the sum of the price elasticities of
DM and DX is equal to the price elasticity of DX (because we have here assumed DM to
have zero price elasticity), and the U.S. balance of payments improves if the elasticity of
DX is greater than 1.

If DM is negatively sloped so that it falls or shifts down by the amount of the depreciation
of the dollar, the quantity of euros demanded by the United States falls, and this, by itself,
improves the U.S. balance of payments. The reduction in the quantity of euros demanded
by the United States is greater the larger is the price elasticity of DM . Now, even if the
price elasticity of DX is less than 1 so that the quantity of euros supplied falls as a result
of the depreciation of the dollar, the U.S. balance of payments will still improve as long
as the reduction in the quantity of euros demanded by the United States is greater than the
reduction in the quantity of euros supplied to the United States . For this to be the case, the
sum of the elasticities of DM and DX must be greater than 1. The greater the amount by
which the sum of these two elasticities exceeds 1, the greater is the improvement in the
U.S. balance of payments for a given depreciation or devaluation of the dollar.
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16.5 Elasticities in the Real World
In this section, we examine how the price elasticity of demand for imports and exports is
measured and present some real-world estimates, discuss the J-curve effect, and examine
the “pass-through” of exchange rate changes to domestic prices.

16.5A Elasticity Estimates
The Marshall–Lerner condition postulates a stable foreign exchange market if the sum of the
price elasticities of the demand for imports and the demand for exports exceeds 1 in absolute
value. However, the sum of these two elasticities will have to be substantially greater than
1 for the nation’s demand and supply curves of foreign exchange to be sufficiently elastic to
make a depreciation or devaluation feasible (i.e., not excessively inflationary) as a method
of correcting a deficit in the nation’s balance of payments. Thus, it is very important to
determine the real-world value of the price elasticity of the demand for imports and exports.

Before World War II, it was widely believed not only that the foreign exchange market
was stable but that the demand for and the supply of foreign exchange were very elastic.
Marshall , among others, advanced this view in his Money, Credit and Commerce, published
in 1923, but offered no empirical support for his belief.

During the 1940s, a number of econometric studies were undertaken to measure price
elasticities in international trade. Two representative studies were undertaken by Chang , one
in 1945 to measure the price elasticity of the demand for imports in 21 nations for which
data existed from 1924 to 1938, and the other in 1948 to measure the price elasticity of the
demand for exports of 22 nations over the same period. Chang found that the sum of the
demand elasticities on the average barely exceeded 1, so that while the foreign exchange
market was stable, the demand and supply curves of foreign exchange were probably fairly
steep and inelastic (i.e., as D∗

¤ and S ∗
¤ rather than as D¤ and S¤ in Figure 16.1). Other

studies reached similar conclusions, confirming that the sum of the elasticities of the demand
for imports and the demand for exports was either below or very close to 1 in absolute value.
Thus, the prewar elasticity optimism was replaced by postwar elasticity pessimism.

However, writing in 1950, Orcutt provided some convincing reasons for the view that
the regression technique used to estimate elasticities led to gross underestimation of the
true elasticities in international trade. In short, it was likely that Marshall had been broadly
correct, while the new econometric estimates, though seemingly more precise, were in fact
likely to be far off the mark.

One reason advanced by Orcutt for the belief that the early econometric studies of the
1940s grossly underestimated the price elasticity of the demand for imports and exports
results from the identification problem in estimation. This is explained with the aid of
Figure 16.4. This figure is similar to the right panel of Figure 16.2 in that it shows the
effect of a depreciation or devaluation of the dollar on the U.S. export market when the
foreign demand curve and the U.S. supply curve of exports are expressed in terms of the
foreign currency (euros). Suppose that points E and E ∗ are, respectively, the equilibrium
points actually observed before and after the United States devalues its currency or allows
it to depreciate (with none of the curves in Figure 16.4 being observed). The downward
shift from SX to S ∗

X in Figure 16.4 is due to the depreciation or devaluation of the dollar
(as in the right panel of Figure 16.2). The depreciation or devaluation of the dollar does not
affect the foreign demand for U.S. exports.
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If no other change (such as a change in tastes for U.S. exports) occurs, then the estimated
foreign demand curve of U.S. exports is inelastic, as shown by DX in Figure 16.4. However,
equilibrium points E and E ∗ are also consistent with elastic demand curve D ′

X , which shifts
down to D ′′

X as a result, for example, of reduced foreign tastes for U.S. exports. Regression
analysis will always measure the low elasticity of demand DX even if the true demand is
elastic and given by D ′

X and D ′′
X (i.e., regression techniques fail to identify demand curves

D ′
X and D ′′

X ). Since shifts in demand due to changes in tastes or other unaccounted forces
frequently occur over time, estimated elasticities are likely to greatly underestimate true
elasticities.

The estimated elasticities of the 1940s also measured short-run elasticities in that they
were based on quantity responses to price changes over a period of one year or less. Junz
and Rhomberg (1973) have identified five possible lags in the quantity response to price
changes in international trade. These are the recognition lag before the price change becomes
evident, the decision lag to take advantage of the change in prices, the delivery lag of new
orders placed as a result of price changes, the replacement lag to use up available inventories
before new orders are placed, and finally the production lag to change the output mix as a
result of price changes. Junz and Rhomberg estimated that it takes about three years for 50
percent of the final long-run quantity response to take place and five years for 90 percent
to occur. By measuring the quantity response only during the year of the price change, the
early econometric studies of the 1940s greatly underestimated long-run elasticities.
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FIGURE 16.4. The Identification Problem.
Observed equilibrium points E and E∗ are consistent either with nonshifting inelastic demand curve DX or
with elastic demand curve D ′

X shifting down to D ′′
X . The estimation techniques used in the 1940s ended up

measuring the elasticity of (inelastic) demand curve DX even when the relevant demand curve was elastic
D ′

X .
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16.5B The J-Curve Effect and Revised Elasticity Estimates
Not only are short-run elasticities in international trade likely to be much smaller than
long-run elasticities, but a nation’s trade balance may actually worsen soon after a deval-
uation or depreciation, before improving later on. This is due to the tendency of the
domestic-currency price of imports to rise faster than export prices soon after the deval-
uation or depreciation, with quantities initially not changing very much. Over time, the
quantity of exports rises and the quantity of imports falls, and export prices catch up with
import prices, so that the initial deterioration in the nation’s trade balance is halted and then
reversed. Economists have called this tendency of a nation’s trade balance to first deterio-
rate before improving as a result of a devaluation or depreciation in the nation’s currency
the J-curve effect. The reason is that when the nation’s net trade balance is plotted on the
vertical axis and time is plotted on the horizontal axis, the response of the trade balance
to a devaluation or depreciation looks like the curve of a J (see Figure 16.5). The figure
assumes that the original trade balance was zero.

Empirical studies by Harberger (1957), Houthakker and Magee (1969), Stern, Fran-
cis, and Schumacher (1976), Spitaeller (1980), Artus and Knight (1984) (summarized and
reviewed by Goldstein and Khan , 1985), Marquez (1990), and Hooper , Johnson, and Mar-
quez (1998) attempted to overcome some of the estimation problems raised by Orcutt. These
studies generally confirmed the existence of a J-curve effect but also came up with long-run
elasticities about twice as high as those found in the empirical studies of the 1940s. The
upshot of all of this is that real-world elasticities are likely to be high enough to ensure
stability of the foreign exchange market in the short run and also to result in fairly elastic
demand and supply schedules for foreign exchange in the long run. In the very short run

Time

Trade balance

–

+

0
A

FIGURE 16.5. The J-Curve.
Starting from the origin and a given trade balance, a devaluation or depreciation of the nation’s currency
will first result in a deterioration of the nation’s trade balance before showing a net improvement (after
time A).
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(i.e., during the first six months), however, the so-called impact elasticities are small enough
to result in a deterioration in the current account immediately following a depreciation or a
devaluation and before an improvement occurs (the J-curve effect). Case Studies 16-2 and
16-3 give values of estimated price elasticities for imports and exports for various nations or
groups of nations. Case Studies 16-4 and 16-5 examine the effect of exchange rate changes
on the U.S. current account and trade balances, while Case Study 16-6 examines the effect
of exchange rate changes on the current account of the leading European countries during
the financial crisis of the early 1990s.

■ CASE STUDY 16-2 Estimated Price Elasticities in International Trade

Table 16.2 presents the absolute value of the esti-
mated impact, short-run, and long-run elasticities
for the imports and exports of manufactured goods
of 14 industrial countries. As indicated by the
impact elasticities, the foreign exchange market
seems to be unstable over a six-month adjustment
period or in the very short run, thus confirm-
ing the J-curve effect. For a one-year adjustment
period, the short-run elasticities indicate that the

■ TABLE 16.2. Estimated Price Elasticities of Demand for Imports and Exports of Manufactured
Goods

Imports Exports

Short Long Short Long
Country Impact Run Run Impact Run Run

United States − 1.06 1.06 0.18 0.48 1.67
Japan 0.16 0.72 0.97 0.59 1.01 1.61
Germany 0.57 0.77 0.77 − − 1.41
United Kingdom 0.60 0.75 0.75 − − 0.31
France − 0.49 0.60 0.20 0.48 1.25
Italy 0.94 0.94 0.94 − 0.56 0.64
Canada 0.72 0.72 0.72 0.08 0.40 0.71
Austria 0.03 0.36 0.80 0.39 0.71 1.37
Belgium − − 0.70 0.18 0.59 1.55
Denmark 0.55 0.93 1.14 0.82 1.13 1.13
Netherlands 0.71 1.22 1.22 0.24 0.49 0.89
Norway − 0.01 0.71 0.40 0.74 1.49
Sweden − − 0.94 0.27 0.73 1.59
Switzerland 0.25 0.25 0.25 0.28 0.42 0.73

Source: J. R. Artus and M. D. Knight, Issues in the Assessment of Exchange Rates of Industrial Countries, Occasional Paper 29
(Washington, D.C.: International Monetary Fund, July 1984), Table 4, p. 26. The dashes indicate values that are not available.

Marshall–Lerner condition is met for most coun-
tries, but just barely. In the long run (i.e., over
many years), the unweighted average of the sum
of the import and export price elasticities is 1.92
for the seven largest industrial countries, 2.07 for
the smaller industrial countries, and 2.00 for all 14
countries. This implies fairly elastic demand and
supply curves for foreign exchange.
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■ CASE STUDY 16-3 Other Estimated Price Elasticities in International Trade

Table 16.3 gives the absolute value of the esti-
mated short-run and long-run price elasticity of
demand for imports and exports of goods and ser-
vices of the G-7 countries (United States, Japan,
Germany, the United Kingdom, France, Italy, and
Canada). The elasticities were estimated using
quarterly data from the mid-1950s or early 1960s
(depending on the data availability for the differ-
ent countries) through 1996 or 1997. The results
show that short-run price elasticities are very
small and that the foreign exchange market seems
unstable (i.e., the Marshall–Lerner condition is
not met, thus confirming the J-curve effect) for
all G-7 countries. In the long run (i.e., over
several years), however, the sum of the price

■ TABLE 16.3. Estimated Price Elasticities for Imports and Exports

Imports Exports
Country Short Run Long Run Short Run Long Run

United States 0.1 0.3 0.5 1.5
Japan 0.1 0.3 0.5 1.0
Germany 0.2 0.6 0.1 0.3
United Kingdom 0.0 0.6 0.2 1.6
France 0.1 0.4 0.1 0.2
Italy 0.0 0.4 0.3 0.9
Canada 0.1 0.9 0.5 0.9

Source: P. Hooper, K. Johnson, and J. Marquez, ‘‘Trade Elasticities for the G-7 Countries,’’ Board of Governors of the Federal
Reserve System, International Finance Discussion Papers No. 609, April 2008, pp. 1–20.

elasticity of demand for imports and exports
exceeds 1 (so that the Marshall–Lerner condition is
satisfied) for five of the seven countries (the excep-
tions being Germany and France) and for the group
as a whole (the unweighted average of the sum of
the import and export price elasticities being 1.26).
Estimated price elasticities would have been even
higher if petroleum imports (which have very low
price elasticities) had been excluded from the data.
Other estimates by Chinn (2005), Crane, Crowley,
and Quayyam (2007), Kee, Nicita, and Olarreaga
(2008), and Imbs and Mejean (2009) find price
elasticities in international trade generally higher
than those given in the table below.

(continued)

■ CASE STUDY 16-4 Effective Exchange Rate of the Dollar and U.S. Current
Account Balance

Figure 16.6 plots the effective exchange rate
index of the dollar (defined as the number of
foreign currency units per dollar, with 1995 =
100 on the right scale) and the U.S. current
account balance (in billions of dollars on the left
scale) from 1980 to 2011. The figure shows that
the dollar appreciated by almost 40 percent on a

trade-weighted basis from 1980 to 1985, but the
U.S. current account balance only started to really
deteriorate in 1982. The U.S. current account then
continued to deteriorate until 1987, even though
the dollar started to sharply depreciate in 1985.
Thus, the U.S. current account seemed to respond
with a long lag (about two years) to changes in
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■ CASE STUDY 16-4 Continued

the exchange rate of the dollar. From 1987 to
1991, the U.S. current account improved but then
deteriorated until 1994, even though the exchange
rate did not change very much from 1987 to 1991.
The dollar appreciated from 1995 until 2001
(except in 1999) and the U.S. current account
deteriorated (except in 2001), but deteriorated
even more sharply from 2002 to 2006, even
though the dollar depreciated. In 2009, the dollar
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FIGURE 16.6. Effective Exchange Rate of the Dollar and U.S. Current Account Balance, 1980–2011.
The U.S. current account seems to respond to exchange rate changes with a long lag (improving when the dollar
depreciates and deteriorating when the dollar appreciates), but not always (as in the period from 2002 to 2006 when
the dollar depreciated and the U.S. current account deteriorated sharply).
Sources: International Monetary Fund, International Financial Statistics and U.S. Department of Commerce, Survey of Current
Business, various issues.

appreciated but the current account improved, and
afterwards, the dollar depreciated and the U.S. cur-
rent account. Thus, the U.S. current account seems
to respond with about a two-year lag to changes in
the effective exchange rate of the dollar in some
years and not at all, or even perversely, in other
years. Obviously, other powerful forces (discussed
in the next chapter) also affect the U.S. current
account.
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■ CASE STUDY 16-5 Dollar Depreciation and the U.S. Current Account Balance

Table 16.4 shows the estimated effect of a dollar
depreciation of either 30 percent with respect to
other OECD (industrialized) countries or 22.5 per-
cent with respect to all world currencies on the
U.S. growth rate, inflation rate, trade balance, cur-
rent account balance, and short-term interest rates.
Effects are measured in relation to what would
have been the case in the United States with-
out the dollar depreciation over the 2004–2009
period (base line scenario). The table shows aver-
age yearly effects over the 2004–2009 period and
the outcome at the end of the period (i.e., in 2009)
as compared to the baseline scenario without the
dollar depreciation.

From the table, we see that a 30 percent
depreciation of the dollar with respect to the cur-
rencies of OECD countries (the effects are the same
or very similar if the dollar depreciates by 22.5
percent with respect to all currencies) leaves the
average growth rate of real GDP at 3.3 percent
over the 2004–2009 period. The average inflation
rate would be 2.6 percent per year instead of the
1.3 percent rate assumed in the baseline scenario,
the average trade balance would be −3.4 percent of
GDP instead of −4.7 percent, the average current

■ TABLE 16.4. Effect of a Dollar Depreciation on the U.S. Trade and Current Account Balances,
2004–2009

End Point (2009) Scenario
Yearly Averages: 2004–2009 with Respect to Baseline

Only OECD Only OECD
Baseline Exchange All Exchange Exchange All Exchange
Scenario Rates Adjusta Rates Adjustb Rates Adjust Rates Adjust

Growth of real GDPc 3.3 3.3 3.3 –0.5 –0.3
Rate of inflationc 1.3 2.6 2.2 7.6 5.1
Trade balanced –4.7 –3.4 –3.4 2.0 1.9
Current account balanced –5.1 –4.2 –4.3 1.4 1.3
Short-term interest ratee 3.9 6.9 6.9 3.0 3.0

aEffective depreciation of the dollar of 30% with respect to OECD currencies.
bEffective depreciation of the dollar of 22.5% with respect to all currencies.
cNumbers in the first three columns refer to yearly average rates of change; numbers in the last two columns show the level
in 2009 relative to the baseline.
dPercent of GDP; values in last two columns need not add up to the values in the first two columns.
ePercent.
Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD, June 2004).

account balance would be −4.2 percent of GDP
instead of −5.1 percent, and the average short-term
interest rate would be 6.9 percent instead of 3.9
percent. The directions of these effects are as antic-
ipated; that is, besides improving the trade and
current account balance, a dollar depreciation stim-
ulates U.S. exports and growth, but it is also infla-
tionary, which leads to higher interest rates, which
in turn dampen growth.

The last two columns of the table show the
outcome in 2009 as compared to the baseline sce-
nario; that is, U.S. growth would be only one-half
of 1 percent (rounding errors) lower with respect to
the baseline scenario, the price level would be 7.6
percent higher, the trade balance would improve by
2.0 percentage points (from −4.7 to −3.3 percent
of GDP), the current account balance would also
improve by 1.4 percentage points (from −5.1 to
−4.2 percent of GDP), and short-term interest rates
would be 3 percentage points higher (6.9 instead of
3.9 percent). We could thus conclude that it would
take a large dollar depreciation to result in a mod-
erate improvement in the U.S. trade and current
account balances.
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■ CASE STUDY 16-6 Exchange Rates and Current Account Balances during the European Financial
Crisis of the Early 1990s

Table 16.5 shows that the European financial crisis
of the early 1990s (examined in detail in Chapter
20) resulted in a currency depreciation of 22.1
percent in Italy and 8.0 percent in the United
Kingdom, as contrasted with an appreciation of
the real effective exchange rate of Germany and
France. The table shows that the current account
of all four countries improved between 1992 and
1995, but that of Italy (the country with the largest

■ TABLE 16.5. Real Effective Exchange Rates and Current Account Balances in Italy, Great
Britain, Germany, and France, 1992–1995

Real Effective Exchange Current Account Balance
Country Rate Index (1995 = 100) (in billions of dollars)

1992 1993 1994 1995 1992 1993 1994 1995
Italy 122.1 106.0 107.2 100.0 3.1 32.9 35.4 44.1
United Kingdom 108.0 105.0 103.3 100.0 −22.9 −20.0 −17.0 −18.5
Germany 83.0 87.6 92.5 100.0 28.2 41.2 50.9 65.1
France 88.6 92.2 95.6 100.0 2.4 7.2 7.2 11.0

Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD, December 2000).

depreciation) improved the most. Since the cur-
rent account of Germany and France also improved
(despite the appreciation of their currencies), the
current account of a nation must reflect other forces
at work as well. These will be examined in the
next chapter. Note that most of the improvement
in Italy’s current account occurred within one year
of depreciation of the lira.

16.5C Currency Pass-Through
Not only are there usually lags in the response of a nation’s trade and current account
balances to a depreciation of its currency (and there may even be a perverse response for
a while—the J-curve effect), but also the increase in the domestic price of the imported
commodity may be smaller than the amount of the depreciation—even after lags. That
is, the pass-through from depreciation to domestic prices may be less than complete. For
example, a 10 percent depreciation in the nation’s currency may result in a less than 10
percent increase in the domestic-currency price of the imported commodity in the nation.
The reason is that foreign firms, having struggled to successfully establish and increase their
market share in the nation, may be very reluctant to risk losing it by a large increase in the
price of its exports and are usually willing to absorb at least some of the price increase that
they could charge out of their profits. Specifically, a foreign firm may only increase the price
of its export commodity by 4 percent and accept a 6 percent reduction in its profits when
the other nation’s currency depreciates (and its currency appreciates) by 10 percent for fear
of losing market share. That is, the pass-through is less than 1. The pass-through is higher
in the long run than the short run and higher for industrial goods than for other goods.
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In the United States, the pass-through of a dollar depreciation has been estimated to be
only about 42 percent in the long run. This means that the dollar price of U.S. imports
tends to increase only by about 42 percent of a dollar depreciation after one year, with the
remaining 58 percent being absorbed out of exporters’ profits (see Case Study 16-7). There
is also mounting empirical evidence that the “pass-though” from exchange rate changes
to prices (i.e., firm’s pricing power) declined during the low-inflationary environment of
the past two decades and it is lower for trade in primary commodities than for trade in
manufactured products and in trade with China (see Taylor , 1999; McCarthy , 1999; Chinn ,

■ CASE STUDY 16-7 Exchange Rate Pass-Through to Import Prices in Industrial Countries

Table 16.6 gives the short-run and the long-run
exchange rate pass-through elasticities to import
prices for the G-7 countries and a number of
other countries estimated for the period from 1975
through 2003. From the table, we see that the
short-run exchange rate pass-through elasticities
range from a low of 0.23 in the United States to a
high of 0.79 in the Netherlands, for the unweighted
average of 0.53 for all 14 countries included in
the table. This means that in the short run, a

■ TABLE 16.6. Exchange Rate Pass-Through Elasticities into Import Prices
in Industrial Countries

Country Short-Run Elasticity Long-Run Elasticity

United States 0.23 0.42
Japan 0.43 1.13
Germany 0.55 0.80
United Kingdom 0.36 0.46
France 0.53 0.98
Italy 0.35 0.35
Canada 0.75 0.65

Australia 0.56 0.67
Hungary 0.51 0.77
Netherlands 0.79 0.84
Poland 0.56 0.78
Spain 0.68 0.70
Sweden 0.48 0.38
Switzerland 0.68 0.93

Unweighted Average 0.53 0.70

Source: J. M. Campa and L. S. Goldberg, ‘‘Exchange Rate Pass-Through into Import Prices?’’ The Review
of Economics and Statistics, November 2005, pp. 679–690.

10 percent depreciation of dollar results in a 2.3
percent increase in import prices in the United
States while a 10 percent depreciation of the Dutch
florin leads to an 7.9 percent increase in import
prices in the Netherlands. The long-run exchange
rate pass-through elasticities range from a low of
0.35 for Italy to a high of 1.13 in Japan, for an
unweighted average of 0.70 for all 14 countries
included in the table.

(c) ketabton.com: The Digital Library



Salvatore c16.tex V2 - 10/22/2012 9:19 A.M. Page 526

526 The Price Adjustment Mechanism with Flexible and Fixed Exchange Rates

2005; Ihrig, Marazzi, and Rothenberg , 2006; Marquez and Schindler , 2007; Takhtamanova ,
2008; Mishkin , 2008; Kee, Nicita, and Olarrega , 2008; and Imbs and Mejean , 2009).

Exporters may also be reluctant to increase prices by the full amount of the dollar
depreciation if they are not convinced that the depreciation of the dollar will persist and
not be reversed in the near future. Since it is very costly to plan and build or dismantle
production facilities and enter or leave new markets, they do not want to risk losing their
market by a large increase in the price of their exports. This has been referred to as the
beachhead effect . This effect was clearly evident during the sharp depreciation of the dollar
from 1985 to 1988 when Japanese automakers avoided increasing the dollar price of their
automobile exports to the United States for as long as possible in order to hold on to their
share of the U.S. market and then reluctantly increased prices only by a small amount. In
the process, their profit margins fell sharply, and they even incurred losses—prompting
accusations of dumping on the part of the American competitors. At the same time, U.S.
automakers chose to increase prices in order to rebuild their profit margins instead of holding
the line on prices and recapturing market share from the Japanese (refer to Case Study 9-2).

16.6 Adjustment under the Gold Standard
In this last section of Chapter 16, we examine the operation of the international monetary
system known as the gold standard. The gold standard also relies on an automatic price
mechanism for adjustment but of a different type from the one operating under a flexible
exchange rate system.

16.6A The Gold Standard
The gold standard operated from about 1880 to the outbreak of World War I in 1914. An
attempt was made to reestablish the gold standard after the war, but it failed in 1931 during
the Great Depression. It is highly unlikely that the gold standard will be reestablished in the
near future—if ever. Nevertheless, it is very important to understand the advantages and
disadvantages inherent in the operation of the gold standard, not only for its own sake, but
also because they were (to some extent) also true for the fixed exchange rate system (the
Bretton Woods system, or gold-exchange standard) that operated from the end of World
War II until it collapsed in 1971.

Under the gold standard, each nation defines the gold content of its currency and passively
stands ready to buy or sell any amount of gold at that price. Since the gold content in one
unit of each currency is fixed, exchange rates are also fixed. For example, under the gold
standard, a £1 gold coin in the United Kingdom contained 113.0016 grains of pure gold,
while a $1 gold coin in the United States contained 23.22 grains. This implied that the dollar
price of the pound, or the exchange rate, was R = $/£ = 113.0016/23.22 = 4.87. This is
called the mint parity. (Since the center of the gold standard was London, not Frankfurt,
our discussion is in terms of pounds sterling and dollars, instead of euros and dollars.)

Since the cost of shipping £1 worth of gold between New York and London was about
3 cents, the exchange rate between the dollar and the pound could never fluctuate by more
than 3 cents above or below the mint parity (i.e., the exchange rate could not rise above
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4.90 or fall below 4.84). The reason is that no one would pay more than $4.90 for £1, since
he could always purchase $4.87 worth of gold at the U.S. Treasury (the Federal Reserve
Bank of New York was only established in 1913), ship it to London at a cost of 3 cents, and
exchange it for £1 at the Bank of England (the U.K. central bank). Thus, the U.S. supply
curve of pounds became infinitely elastic (horizontal) at the exchange rate of R = $4.90/£1.
This was the gold export point of the United States.

On the other hand, the exchange rate between the dollar and the pound could not fall
below $4.84. The reason for this is that no one would accept less than $4.84 for each
pound he wanted to convert into dollars because he could always purchase £1 worth of
gold in London, ship it to New York at a cost of 3 cents, and exchange it for $4.87 (thus
receiving $4.84 net). As a result, the U.S. demand curve of pounds became infinitely elastic
(horizontal) at the exchange rate of R = $4.84/£1. This was the gold import point of the
United States.

The exchange rate between the dollar and the pound was determined at the intersection
of the U.S. demand and supply curves of pounds between the gold points and was prevented
from moving outside the gold points by U.S. gold sales or purchases. That is, the tendency
of the dollar to depreciate, or the exchange rate to rise above R = $4.90/£1, was countered
by gold shipments from the United States. These gold outflows measured the size of the
U.S. balance-of-payments deficit. On the other hand, the tendency of the dollar to appreciate,
or the exchange rate to fall below R = $4.84/£1, was countered by gold shipments to the
United States. These gold inflows measured the size of the surplus in the U.S. balance of
payments. (For the interested reader, this process is shown graphically in Section A16.4 in
the appendix.)

Since deficits are settled in gold under this system and nations have limited gold reserves,
deficits cannot go on forever but must soon be corrected. We now turn to the adjustment
mechanism that automatically corrects deficits and surpluses in the balance of payments
under the gold standard.

16.6B The Price-Specie-Flow Mechanism
The automatic adjustment mechanism under the gold standard is the price-specie-flow mech-
anism. This operates as follows to correct balance-of-payments disequilibria. Since each
nation’s money supply under the gold standard consisted of either gold itself or paper cur-
rency backed by gold, the money supply would fall in the deficit nation and rise in the
surplus nation. This caused internal prices to fall in the deficit nation and rise in the surplus
nation. As a result, the exports of the deficit nation would be encouraged and its imports
would be discouraged until the deficit in its balance of payments was eliminated.

The reduction of internal prices in the deficit nation as a result of the gold loss and
reduction of its money supply was based on the quantity theory of money. This can be
explained by using Equation (16-1),

MV = PQ (16-1)

where M is the nation’s money supply, V is the velocity of circulation of money (the num-
ber of times each unit of the domestic currency turns over on the average during one year),
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P is the general price index, and Q is physical output. Classical economists believed that
V depended on institutional factors and was constant. They also believed that, apart from
temporary disturbances, there was built into the economy an automatic tendency toward
full employment without inflation (based on their assumption of perfect and instantaneous
flexibility of all prices, wages, and interests). For example, any tendency toward unem-
ployment in the economy would be automatically corrected by wages falling sufficiently to
ensure full employment. Thus, Q was assumed to be fixed at the full-employment level.
With V and Q constant, a change in M led to a direct and proportional change in P (see
Equation (16-1)).

Thus, as the deficit nation lost gold, its money supply would fall and cause internal
prices to fall proportionately. For example, a deficit in the nation’s balance of payments
and gold loss that reduced M by 10 percent would also reduce P by 10 percent in the
nation. This would encourage the exports of the deficit nation and discourage its imports.
The opposite would take place in the surplus nation. That is, the increase in the surplus
nation’s money supply (due to the inflow of gold) would cause its internal prices to rise.
This would discourage the nation’s exports and encourage its imports. The process would
continue until the deficit and surplus were eliminated.

Note that the adjustment process is automatic; it is triggered as soon as the
balance-of-payments disequilibrium arises and continues to operate until the disequilibrium
is entirely eliminated. Note also that the adjustment relies on a change in internal prices
in the deficit and surplus nations. Thus, while adjustment under a flexible exchange rate
system relies on changing the external value of the national currency, adjustment under
the gold standard relies on changing internal prices in each nation. Adjustment under the
gold standard also relies on high price elasticities of exports and imports in the deficit
and surplus nations, so that the volumes of exports and imports respond readily and
significantly to price changes.

David Hume introduced the price-specie-flow mechanism in 1752 and used it to demon-
strate the futility of the mercantilists’ belief that a nation could continuously accumulate
gold by exporting more than it imported (refer to Section 2.2). Hume pointed out that as a
nation accumulated gold, domestic prices would rise until the nation’s export surplus (which
led to the accumulation of gold in the first place) was eliminated. The example Hume used
to make this point is unsurpassed: That is, it is futile to attempt to raise the water level
(the amount of gold) above its natural level in some compartment (nation) as long as the
compartments are connected with one another (i.e., as long as nations are connected through
international trade).

Passively allowing the nation’s money supply to change for balance-of-payments con-
siderations meant that nations could not use monetary policy for achieving full employment
without inflation. Yet, this created no difficulties for classical economists, since (as pointed
out earlier) they believed that there was an automatic tendency in the economic system
toward full employment without inflation. Note, however, that for the adjustment process
to operate, nations were not supposed to sterilize (i.e., neutralize) the effect on their money
supply of a deficit or surplus in their balance of payments. On the contrary, the rules of the
game of the gold standard required a deficit nation to reinforce the adjustment process by
further restricting credit and a surplus nation to expand credit further. (The actual experience
under the gold standard is discussed in Chapter 21.)
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S U M M A R Y

1. In this chapter, we examined the traditional trade
or elasticity approach to exchange rate determina-
tion. This assumes that there are no autonomous
international private financial flows (i.e., interna-
tional private capital flows take place only as pas-
sive responses to cover or pay for temporary trade
imbalances) and shows how a current account (and
balance-of-payments) deficit can be corrected auto-
matically by a depreciation of the nation’s currency
under flexible exchange rates or by (the policy of)
devaluing the nation’s currency with fixed exchange
rates. The opposite would be the case for a current
account (and balance-of-payments) surplus.

2. A nation can usually correct a deficit in its balance
of payments by devaluing its currency or allowing
it to depreciate. The more elastic are the demand
and supply curves of foreign exchange, the smaller is
the devaluation or depreciation required to correct a
deficit of a given size. The nation’s demand for foreign
exchange is derived from the demand for and supply
of its imports in terms of the foreign currency. The
more elastic is the latter, the more elastic is the former.

3. A devaluation or depreciation of a nation’s currency
increases the domestic currency prices of the nation’s
exports and import substitutes and is inflationary.

4. The foreign exchange market is stable if the sup-
ply curve of foreign exchange is positively sloped
or, if negatively sloped, is steeper (less elastic) than
the demand curve of foreign exchange. According to
the Marshall–Lerner condition, the foreign exchange
market is stable if the (absolute value of the) sum of
the price elasticities of the demands for imports and
exports exceeds 1. This holds when the supply elas-
ticities of imports and exports are infinite. If the sum
of the two demand elasticities equals 1, a change in
the exchange rate will leave the nation’s balance of
payments unchanged. If, on the other hand, the sum of

the two demand elasticities is less than 1, the foreign
exchange market is unstable, and a depreciation will
increase rather than reduce the nation’s deficit.

5. Empirical estimates of elasticities in international
trade conducted during the 1940s found that for-
eign exchange markets were either unstable or barely
stable and led to the so-called elasticity pessimism.
However, these econometric studies seriously under-
estimated true elasticities, especially because of the
problem of identifying shifts in demand and because
they estimated short-run rather than long-run elastic-
ities. More recent empirical studies have shown that
foreign exchange markets are generally stable and that
demand and supply curves of foreign exchange may
be fairly elastic in the long run. Current account dis-
equilibria seem to respond only with a long lag and
not sufficiently to exchange rate changes. A deval-
uation or depreciation may result in a deterioration
in the nation’s trade balance before an improvement
takes place (the J-curve effect). There is usually only
a partial pass-through of a depreciation in a nation’s
currency to the price of its imports.

6. Under the gold standard, each nation defines the gold
content of its currency and passively stands ready to
buy or sell any amount of gold at that price. This
results in a fixed exchange rate called the mint parity.
The exchange rate is determined at the intersection of
the nation’s demand and supply curves of the foreign
currency between the gold points and is prevented
from moving outside the gold points by the nation’s
sales or purchases of gold. The adjustment mechanism
under the gold standard is the price-specie-flow mech-
anism. The loss of gold by the deficit nation reduces
its money supply. This causes domestic prices to fall,
thus stimulating the nation’s exports and discouraging
its imports until the deficit is eliminated. The opposite
process corrects a surplus.

A L O O K A H E A D

In Chapter 17, we examine in detail the automatic income
adjustment mechanism. This relies on induced changes in
the national income of the deficit and surplus nations to

bring about adjustment. The examination of the income
adjustment mechanism requires a review of the con-
cept of the equilibrium level of national income and the
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multiplier. Since the automatic price, income, and mon-
etary adjustment mechanisms operate side-by-side in the
real world, the last two sections of Chapter 17 present a

synthesis of their operation. Chapters 18 and 19 will then
deal with adjustment policies or open-economy macro-
economics.

K E Y T E R M S

Devaluation, p. 508
Dutch disease,

p. 514
Elasticity

pessimism,
p. 517

Gold export point,
p. 527

Gold import point,
p. 527

Gold standard,
p. 526

Identification
problem, p. 517

J-curve effect,
p. 519

Marshall–Lerner
condition,
p. 516

Mint parity, p. 526
Pass-through, p. 524
Price-specie-flow

mechanism,
p. 527

Quantity theory of
money, p. 527

Rules of the game
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Stable foreign
exchange market,
p. 514

Trade or elasticity
approach,
p. 507

Unstable foreign
exchange
market,
p. 514

Q U E S T I O N S F O R R E V I E W

1. How does a depreciation or devaluation of a nation’s
currency operate to eliminate or reduce a deficit in
its current account or balance of payments?

2. Why is a depreciation or devaluation of the nation’s
currency not feasible to eliminate a deficit if the
nation’s demand and supply curves of foreign
exchange are inelastic?

3. How is the nation’s demand curve for foreign
exchange derived? What determines its elasticity?

4. How is the nation’s supply curve of foreign
exchange derived? What determines its elasticity?

5. Why is a devaluation or depreciation inflationary?

6. What shape of the demand and supply curves of
foreign exchange will make the foreign exchange
market stable? unstable?

7. What is the Marshall–Lerner condition for a stable
foreign exchange market? for an unstable market?
for a depreciation to leave the nation’s balance of
payments unchanged?

8. Why will a depreciation of the deficit nation’s
currency increase rather than reduce the balance-
of-payments deficit when the foreign exchange
market is unstable?

9. What is meant by elasticity pessimism? How did it
arise?

10. What is the J-curve effect?

11. Why may elasticity pessimism be unjustified? What
is the prevailing view today as to the stability of
foreign exchange markets and the elasticity of the
demand and supply curves of foreign exchange?

12. What is meant by a currency pass-through? What
is its relevance for international competitiveness?

13. How are exchange rates determined under the gold
standard?

14. How are trade deficits and trade surpluses automat-
ically eliminated under the gold standard?

P R O B L E M S

*1. From the negatively sloped demand curve and the
positively sloped supply curve of a nation’s trade-
able commodity (i.e., a commodity that is pro-
duced at home but is also imported or exported),

derive the nation’s demand curve of imports of the
tradeable commodity for below-equilibrium prices.
(Hint : See Figure 4.1.)
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*2. For the same given as in Problem 1, derive the sup-
ply curve of exports of the tradeable commodity for
above-equilibrium prices.

3. Draw a figure similar to the left-hand panel of
Figure 16.2, but with DM vertical. Explain why D¤
would also be vertical.

4. Draw a figure similar to the right-hand panel of
Figure 16.2, but with SX vertical. Explain why S¤
would also be vertical.

5. Draw a figure similar to the left-hand panel of
Figure 16.2 but with DM steeper (less elastic) than
in Figure 16.2 and explain why D¤ would be
steeper (less elastic) than in Figure 16.1.

6. Draw a figure similar to the right-hand panel of
Figure 16.2 but with SX steeper (less elastic) than in
Figure 16.2 and explain why S¤ would be steeper
(less elastic) than in Figure 16.1 if DX is price elas-
tic in the relevant range.

*7. Explain why SM and DX are horizontal for a small
nation.

8. Explain why the balance of payments of a small
nation always improves with a devaluation or
depreciation of its currency.

*= Answer provided at www.wiley.com/college/
salvatore.

9. Draw a figure similar to Figure 16.2 but referring
to an unstable foreign exchange market.

10. In what way can the United States be said to have
a trade problem with Japan?

11. Since the U.S. trade deficit with Japan has not been
reduced as a result of the sharp depreciation of the
dollar with respect to the yen during the 1990s, can
we conclude that the trade or elasticity approach
to balance-of-payments adjustment does not work?
Explain.

12. Suppose that under the gold standard the price of 1
ounce of gold is set at $35 by U.S. monetary author-
ities and at £14 by the U.K. monetary authorities.
What is the relationship between the dollar and the
pound? What is this called?

13. If to ship any amount of gold between New York
and London costs 1 percent of the value of the gold
shipped, define the U.S. gold export point or upper
limit in the exchange rate between the dollar and
the pound (R = $/£). Why is this so?

14. Define the U.S. gold import point or the lower limit
in the exchange rate (R = $/£). Why is this so?

APPENDIX
In this appendix, Section A16.1 shows graphically the effect of a change in the exchange rate
on the domestic-currency price of traded commodities. Section A16.2 presents the formal
mathematical derivation of the Marshall–Lerner condition for stability in foreign exchange
markets. Finally, Section A16.3 shows graphically how the gold points and international
gold flows are determined under the gold standard.

A16.1 The Effect of Exchange Rate Changes on Domestic Prices
We said in Section 16.3 that a depreciation or devaluation of the dollar stimulates the
production of import substitutes and exports in the United States and leads to a rise in
dollar prices in the United States. This can be shown with Figure 16.7.

In the left panel of Figure 16.7, S ′
M is the EMU supply curve of imports to the United

States expressed in dollars when the exchange rate is R = $1/¤1, and D ′
M is the U.S.

demand curve for imports in dollars. With D ′
M and S ′

M , equilibrium is at point B ′, with
PM = $1 and QM = 12 billion units per year. When the dollar is devalued or allowed to
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FIGURE 16.7. Effect of a Depreciation or Devaluation on Domestic Prices.
In the left panel, D ′

M is the U.S. demand curve of imports in terms of dollars, and S ′
M is the EMU supply

curve of imports to the United States at R = $1/¤1. With D ′
M and S ′

M, PM = $1 and QM = 12 billion units
per year. When the dollar depreciates or is devalued by 20 percent, S ′

M shifts up to S ′′
M, but DM remains

unchanged. With D ′
M and S ′′

M, PM = $1.125 and QM = 11 billion units.
In the right panel, D ′

X is the EMU demand curve of U.S. exports at R = $1/¤1, and S ′
X is the U.S. supply

curve of exports to the EMU, both in terms of dollars. With D ′
X and S ′

X , PX = $2 and QX = 4 billion units
per year. When the dollar depreciates or is devalued by 20 percent to R = $1.20/¤1, D ′

X shifts up to D ′′
X ,

but S ′
X remains unchanged. With D ′

X and S ′
X , PX = $2.25 and QX = 5.5 billion units. Thus, a depreciation or

devaluation increases dollar prices in the United States.

depreciate by 20 percent to R = $1.20/¤1, the EMU supply curve of imports to the United
States in terms of dollars falls (i.e., shifts up) by 20 percent to S ′′

M because each dollar that
EMU exporters earn in the United States is now worth 20 percent less in terms of euros.
This is like a 20 percent-per-unit tax on EMU exporters. Note that S ′′

M is not parallel
to S ′

M because the shift is of a constant percentage, and observe that S ′′
M is used as the

base to calculate the 20 percent upward shift from S ′
M . Also, D ′

M does not change as a
result of the depreciation or devaluation of the dollar. With D ′

M and S ′′
M , PM = $1.125

and QM = 11 billion (point E ). Thus, the dollar price of U.S. imports rises from $1.00
to $1.125, or by 12.5 percent, as a result of the 20 percent depreciation or devaluation of
the dollar.

In the right panel of Figure 16.8, D ′
X is the EMU demand curve for U.S. exports expressed

in dollars at R = $1/¤1, and S ′
X is the U.S. supply curve of exports in terms of dollars.

With D ′
X and S ′

X , equilibrium is at point A′, with PX = $2.00 and QX = 4 billion units.
When the dollar is devalued or allowed to depreciate by 20 percent to R = $1.20/¤1, the
EMU demand curve for U.S. exports in terms of dollars rises (shifts up) by 20 percent to
D ′

X because each euro is now worth 20 percent more in terms of dollars. This is like a
20 percent-per-unit subsidy to EMU buyers of U.S. exports. Note that D ′′

X is not parallel
to D ′

X because the shift is of a constant percentage, and observe that D ′′
X is used as the

base to calculate the 20 percent upward shift from D ′
X . Also, S ′

X does not change as a
result of the depreciation or devaluation of the dollar. With D ′′

X and S ′
X , PX = $2.25 and

(c) ketabton.com: The Digital Library



Salvatore c16.tex V2 - 10/22/2012 9:19 A.M. Page 533

A16.1 The Effect of Exchange Rate Changes on Domestic Prices 533

R = $/£

4.94

0

H
J

E''

K

FCBA

G

E

R

T

E

S'£

S£

D£

D'£

E'

8 10 12 14 16 18 20 22 24 Q£ (Millions)

U.S. gold X point 4.90

4.88
Mint parity 4.87

4.86

U.S. gold M point 4.84

4.80 *

25 26

FIGURE 16.8. Gold Points and Gold Flows.
With D£ and S£ , the equilibrium exchange rate is R = $4.88/£1 (point E) without any international gold
flow, and the U.S. balance of payments is in equilibrium. With D ′

£ and S£ , the exchange rate would be R
= $4.94 under a freely flexible exchange rate system, but would be prevented under the gold standard
from rising above R = $4.90 (the U.S. gold export point) by U.S. exports of £6 million (AB) of its gold. This
represents the U.S. balance-of-payments deficit under the gold standard. With D£ and S ′

£ , the exchange
rate would be R = $4.80 under a freely flexible exchange rate system but would be prevented under
the gold standard from falling below R = $4.84/£1 (the U.S. gold import point) by U.S. gold imports of £6
million (HG). This represents the U.S. balance-of-payments surplus under the gold standard.

QX = 5.5 billion units (point E ′). Thus, the dollar price of U.S. exports rises from $2.00
to $2.25, or by 12.5 percent, as a result of the 20 percent depreciation or devaluation of
the dollar.

The rise in the dollar price of import substitutes and exports is necessary to induce U.S.
producers to shift production from nontraded to traded goods, but it also reduces the price
advantage the United States gained from the depreciation or devaluation. Since the prices
of import substitutes and exportable commodities are part of the U.S. general price index,
and they both rise, the depreciation or devaluation of the dollar is inflationary for the United
States. As a result, the greater the devaluation or depreciation required to correct a deficit
of a given size, the less feasible is depreciation or devaluation as a method of correcting
the deficit. The elasticity of the demand for and supply of the nation’s imports and exports
is simply a short-cut indication of the ease or difficulty of shifting domestic resources from
nontraded to traded commodities as a result of a devaluation or depreciation of the nation’s
currency, and of how inflationary the shift will be.

Problem From Figure 16.7, calculate the U.S. terms of trade before and after the 20 percent
depreciation or devaluation of the dollar. How do your results compare with those obtained
in Section 16.3?
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A16.2 Derivation of the Marshall–Lerner Condition
We now derive mathematically the Marshall–Lerner condition that the sum of the elasticities
of the demand for imports and the demand for exports must exceed 1 for the foreign
exchange market to be stable. This condition holds when the supply curves of imports and
exports are infinitely elastic, or horizontal.

To derive the Marshall–Lerner condition mathematically, let:

PX and PM = foreign currency price of exports and imports, respectively

QX and QM = the quality of exports and imports, respectively

VX and VM = the foreign currency value of exports and imports, respectively

Then the trade balance (B) is

B = VX − VM = QX · PX − PM · QM (16A-1)

For a small devaluation, the change in the trade balance (dB ) is

dB = PX · dQX + QX · dPX − (PM · dQM + QM · dPM ) (16A-2)

This was obtained by the product rule of differentials (duv = v ·du + u·dv ). Since SM
is horizontal, PM does not change (i.e., dPM = 0) with a depreciation or devaluation of the
dollar, so that the last term in Equation (16A-2) drops out. By then rearranging the first and
third terms, we get

dB = dQX · PX + QX · dPx − dQM · PM (16A-3)

We now define Equation (16A-3) in terms of price elasticities. The price elasticity of
the demand for exports (nX ) measures the percentage change in QX for a given percentage
change in PX . That is,

nX = −dQX

QX
÷ dPX

PX
= dQX

QX
÷ k

(
PX

PX

)
= dQX · PX

QX · k · PX
(16A-4)

where k = –dPX /PX (the percentage of depreciation or devaluation of the dollar).
Similarly, the coefficient of price elasticity of the demand for imports (nM ) is

nM = −dQM

QM
− dPM

PM
= dQM · PM

QM · k · PM
(16A-5)

From Equation (16A-4), we get

dQX · PX = nX · QX · PX · k (16A-6)

This is the first term in Equation (16A-3). We can also rewrite the second term in Equation
(16A-3) as

QX · dPX = QX (dPX /PX )PX = QX (−k)PX = −QX · k · PX (16A-7)

Finally, from Equation (16A-5), we get

dQM · PM = −nM · QM · dPM = −nM · QM · PM · k (16A-8)
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where k = dPM /PM . While dPM = 0 in terms of the foreign currency, it is positive in terms
of the domestic currency. Equation (16A-8) is the third term in Equation (16A-3).

Substituting Equations (16A-6), (16A-7), and (16A-8) into Equation (16A-3), we get

dB = nX · QX · PX · k − QX · PX · k − (−nM · QM · PM · k) (16A-9)

Simplifying algebraically, we get

dB = k [QX · PX (nX − 1) + nM · QM · PM ] (16A-10)

If to begin with

B = QX · PX − QM · PM = 0 (16A-11)

then

dB = k [QX · PX (nX + nM − 1)] (16A-12)

and dB > 0 if

nX + nM − 1 > 0 or nX + nM > 1 (16A-13)

where both nX and nM are positive.
If the devaluation or depreciation takes place from the condition of VM > VX , nM should

be given a proportionately greater weight than nX , and the Marshall–Lerner condition for a
stable foreign exchange market becomes more easily satisfied and is given by

nX + (VM /VX )nM > 1 (16A-14)

If the price elasticities of the foreign supply of the United States imports (eM ) and the
United States supply of exports (eX ) are not infinite, then the smaller are eM and eX , the
more likely it is that the foreign exchange market is stable even if

nX + nM < 1 (16A-15)

The Marshall–Lerner condition for stability of the foreign exchange market when eM
and eX are not infinite is given by

eX (nX − 1)

eX + nX
+ nM (eM + 1)

eM + nM
(16A-16)

or combining the two components of the expression over a common denominator:

eM eX (nM + nX − 1) + nM · nX (eM + eX + 1)

(ex + nX )(eM + nM )
(16A-17)

The foreign exchange market is stable, unstable, or remains unchanged as a result of a
depreciation or devaluation to the extent that Equation (16A-16) or (16A-17) is larger than,
smaller than, or equal to 0, respectively. The mathematical derivation of Equation (16A-16)
is given in Stern (1973).
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The condition for a deterioration in the terms of trade of the devaluing nation is also
derived in Stern and is given by

eX · eM > nX · nM (16A-18)

If the direction of the inequality sign in Equation (16A-18) is the reverse, the devaluing
country’s terms of trade improve, and if the two sides are equal, the terms of trade remain
unchanged.

Problem Explain why a depreciation or devaluation of a small country’s national currency
is not likely to affect its terms of trade. (Hint : Refer to the statement of Problem 9.)

A16.3 Derivation of the Gold Points and Gold Flows under the
Gold Standard

Figure 16.8 shows graphically how the gold points and international gold flows are deter-
mined under the gold standard. In the figure, the mint parity is $4.87 = £1 (as defined in
Section 16.6a). The U.S. supply curve of pounds (S£) is given by REABCF and becomes
infinitely elastic, or horizontal, at the U.S. gold export point of $4.90 = £1 (the mint parity
plus the 3 cents cost to ship £1 worth of gold from New York to London). The U.S. demand
curve of pounds (D£) is given by TEGHJK and becomes infinitely elastic, or horizontal, at
the U.S. gold import point of $4.84 = £1 (the mint parity minus the 3 cents cost to ship £1
worth of gold from London to New York). Since S£ and D£ intersect at point E within the
gold points, the equilibrium exchange rate is R = $4.88/£1 without any international gold
flow (i.e., the U.S. balance of payments is in equilibrium).

If subsequently the U.S. demand for pounds increases (shifts up) to D ′
£, there is a

tendency for the exchange rate to rise to R = $4.94/£1 (point E ′ in the figure). However,
because no one would pay more than $4.90 for each pound under the gold standard (i.e.,
the U.S. supply curve of pounds becomes horizontal at R = $4.90/£1), the exchange rate
only rises to R = $4.90/£1, and the United States will be at point B . At point B , the U.S.
quantity demanded of pounds is £18 million, of which £12 million (point A) are supplied
from U.S. exports of goods and services to the United Kingdom and the remaining £6
million (AB ) are supplied by U.S. gold exports to the United Kingdom (and represent the
U.S. balance-of-payments deficit).

If, on the other hand, the U.S. demand curve of pounds does not shift but continues
to be given by D£, while the U.S. supply of pounds increases (shifts to the right) to S ′

£,
equilibrium would be at point E* (at the exchange rate of R = $4.80/£1) under a flexible
exchange rate system. However, since no one would accept less than $4.84/£1 under the
gold standard (i.e., the U.S. demand curve of pounds becomes horizontal at R = $4.84/£1),
the exchange rate falls only to R = $4.84/£1, and the United States will be at point H .
At point H , the U.S. quantity supplied of pounds is £18 million, but the U.S. quantity
demanded of pounds is only £12 million (point G). The excess of £6 million (HG) supplied
to the United States takes the form of gold imports from the United Kingdom and represents
the U.S. balance-of-payments surplus.

The operation of the price-specie-flow mechanism under the gold standard would then
cause D£ and S£ to shift so as to intersect once again within the gold points, thus automat-
ically correcting the balance-of-payments disequilibrium of both nations.
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Problem Determine from Figure 16.8 the exchange rate and the size of the deficit or surplus
in the U.S. balance of payments under the gold standard and under a flexible exchange rate
system if D£ shifts to D ′

£, and S£ shifts to S ′
£ at the same time.
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Trade data to examine the economic impact of a change in
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of the European Monetary Union and Japan are found on
the web sites of their central banks, respectively, at:

http://ecb.int/home/html/index.en.html
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Data for measuring the effect of exchange rate changes on
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http://www.adb.org
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The Income Adjustment
Mechanism and Synthesis
of Automatic Adjustments

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand how the equilibrium level of income is
determined in an open economy

• Understand the meaning of foreign repercussions

• Describe how the absorption approach works

• Understand how all the automatic adjustments work
together in open economies

17.1 Introduction
In this chapter, we begin by examining the operation of the automatic income
adjustment mechanism . This relies on induced changes in the level of national
income of the deficit and the surplus nations to bring about adjustment in the
balance of payments. The automatic income adjustment mechanism represents the
application of Keynesian economics to open economies (i.e., to nations engaging
in international transactions). This is distinguished from the traditional or classical
adjustment mechanism (presented in Chapter 16), which relied on automatic price
changes to bring about adjustment in the balance of payments.

As in Chapter 16, we assume here that the deficit or surplus arises in the current
account of the nation. However, while we implicitly assumed in Chapter 16 that
national income remained constant and adjustment was brought about by automatic
price changes, we now assume that all prices remain constant and we examine how
automatic income changes lead to balance-of-payments adjustment. Specifically, in
order to isolate the automatic income adjustment mechanism, we begin by assuming
that the nation operates under a fixed exchange rate system and that all prices,
wages, and interest rates are constant. We also assume initially that nations operate
at less than full employment. In the real world, balance-of-payments disequilibria
not only affect national incomes but also exert pressure on exchange rates, prices,
wages, and interest rates. Thus, to some extent, all automatic adjustments are likely
to operate simultaneously. Such a synthesis is presented in the last two sections of
this chapter.

541
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In Section 17.2, we review (from principles of economics) the concept and the deter-
mination of the equilibrium national income and the multiplier in a closed economy. In
Section 17.3, we extend the concept and examine the determination of the equilibrium level
of national income and multiplier in a small open economy. Section 17.4 further extends the
presentation to include foreign repercussions that arise when the nations are not small. For-
eign repercussions arise because any change in a large nation’s level of national income and
trade affects the national income and trade of the partner, and these in turn have secondary
effects (repercussions) on the first nation. Indeed, this is how business cycles are trans-
mitted internationally. Section 17.5 examines the price and income adjustment mechanisms
together. Finally, Section 17.6 discusses monetary adjustments and presents a synthesis of
all automatic adjustments, pointing out the disadvantages of each automatic mechanism and
the need for adjustment policies. In the appendix, we present the mathematical derivation of
the foreign trade multipliers with foreign repercussions, and then we examine the transfer
problem (building on the discussion in the appendix to Chapter 12).

17.2 Income Determination in a Closed Economy
In this section, we review the concept and determination of the equilibrium national income
and the multiplier in a closed economy (i.e., an economy in autarky or without international
trade). These concepts were covered in your principles of economics course and represent our
point of departure for examining the equilibrium level of national income and the multiplier
in a small open economy (in Section 17.3). Since in this chapter we examine the op-
eration of the automatic income adjustment mechanism, we do not need to include the
government sector in our model. The government sector will be added to our model in the
next chapter, which deals with fiscal and other policies.

17.2A Determination of the Equilibrium National Income in a
Closed Economy

In a closed economy without a government sector, the equilibrium level of national income
and production (Y) is equal to the desired or planned flow of consumption (C) plus desired
or planned investment expenditures (I), as indicated in Equation (17-1):

Y = C (Y ) + I (17-1)

Desired or planned investment (I) is autonomous, or independent of (i.e., it does not change
with) the level of national income. On the other hand, desired consumption expenditures,
C (Y), are a function of, or depend on, the level of national income. That is, as income
(Y) rises, desired consumption (C ) also rises. The change in consumption (�C ) associated
with a change in income (�Y ) is called the marginal propensity to consume (MPC). Since
consumers save part of their income, the increase in consumption is less than the increase
in income so that MPC < 1. This is illustrated in Figure 17.1.

The top panel of Figure 17.1 measures consumption and investment expenditures along
the vertical axis and national income along the horizontal axis. The consumption function
is shown by line C (Y). Desired consumption equals 100 when income is zero and rises
as income rises. The positive level of consumption when income is zero indicates that the
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FIGURE 17.1. National Income Equilibrium in a Closed Economy.
In the top panel, C(Y) is the consumption function and C(Y ) + I is the total expenditure function obtained
by adding desired investment to the consumption function. The equilibrium level of national income is
at point E, where the C(Y ) + I function crosses the 45◦ line. In the bottom panel, equilibrium is given by
point E, where the saving function S(Y) intersects the horizontal investment function. In both panels, the
equilibrium level of income is 1000. If investment rises to I′ = 250, the new equilibrium level of national
income is 1400, given by point E ′, where broken-line C(Y ) + I′ crosses the 45◦ line or where broken-line I′

crosses S(Y).

nation lives off its past savings, or dissaves. Then as income rises, desired consumption rises
but by less than the rise in income. For example, an increase in income of 600 (from 400 to
1000, given by AB in the top panel) is associated with an increase in consumption of 450
(BC ). Thus, the marginal propensity to consume, or MPC , equals �C /�Y = 450/600 = 3/4,
or 0.75. The equation of this linear consumption function is then C = 100 + 0.75Y, where
100 is the vertical intercept and 0.75 is the slope.
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Adding to the consumption function a hypothetical desired investment expenditure of 150
at every level of income, we get the total expenditure function C (Y ) + I in the figure. The
C (Y ) + I function crosses the 45◦ line at point E . Every point on the 45◦ line measures equal
distances along the vertical and horizontal axes. Thus, at point E , the total of consumption
and investment expenditures of 1000 (measured along the vertical axis) equals the level of
production or income of 1000 (measured along the horizontal axis). YE = 1000 is then the
equilibrium level of national income.

At Y > 1000, desired expenditures fall short of output, firms have an unplanned accu-
mulation of inventories of unsold goods, and they cut production. On the other hand, at
Y < 1000, desired expenditures exceed production, there is an unplanned reduction of inven-
tories, and production is increased. Thus, the equilibrium level of national income YE =
1000 is stable in the sense that at any other level of national income, desired expenditures
either exceed or fall short of the value of output, and the level of national income moves
toward YE = 1000. The equilibrium level of income need not be, and we assume that it is
not, the full-employment level of income (YF ).

In the bottom panel of Figure 17.1, the vertical axis measures the level of saving and
investment, and the horizontal axis measures the level of national income (as in the top
panel). The level of desired investment is autonomous at I = 150 regardless of the level
of income. On the other hand, desired saving is a function of income, so that the saving
function is

S (Y ) = Y − C (Y ) (17-2)

Thus, when Y = 0, C = 100 (see the top panel) and S = −100 (in the bottom panel). At Y
= 400, C = 400 and S = 0 (point A in both panels). At Y = 1000, C = 850 and S = 150.
Note that as income rises, desired saving rises. The change in desired saving (�S ) associated
with a change in income (�Y ) is defined as the marginal propensity to save (MPS). For
example, an increase in income of 600 (from 400 to 1000) is associated with an increase in
saving of 150 in the bottom panel. Thus, the marginal propensity to save, or MPS , equals
�S /�Y = 150/600 = 1/4. Since any change in income (�Y ) always equals the change in
consumption (�C ) plus the change in saving (�S ), MPC + MPS = 1, so that MPS =
1 − MPC . In the above example, MPC + MPS = 3/4 + 1/4 = 1, and MPS = 1 − 3/4 = 1/4.

In the bottom panel, the desired investment of 150 (an injection into the system) equals
desired saving (a leakage out of the system) at Y = 1000. Investment is an injection into the
system because it adds to total expenditures and stimulates production. Saving is a leakage
out of the system because it represents income generated but not spent. The equilibrium
level of income is the one at which

S = I (17-3)

Graphically, the equilibrium level of income is given at the intersection of the saving
function and the investment function at point E . At Y > 1000, the excess of desired saving
over desired investment represents an unintended or unplanned inventory investment. Thus,
production and income fall toward YE = 1000. On the other hand, at Y < 1000, the excess
of desired investment over desired saving represents an unintended or unplanned inventory
disinvestment, and income and production rise toward YE = 1000.

Thus, the equilibrium level of national income is determined either at the intersection of
the C (Y) + I function with the 45◦ line in the top panel or by the intersection of the S(Y)
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and I functions in the bottom panel. In either case, the equilibrium level of national income
is YE = 1000, and we assume that it is smaller than the full-employment level of income.

17.2B Multiplier in a Closed Economy
If, for whatever reason, investment rises by 100 from I = 150 to I ′ = 250, the total
expenditure function shifts up by 100 from C (Y) + I to C (Y) + I ′ (the broken line in the
top panel of Figure 17.1) and defines equilibrium point E ′ at Y ′

E = 1400. Equivalently, an
autonomous increase in investment causes the investment function to shift up from I = 150
to I ′ = 250 (the broken line in the bottom panel) and intersect the saving function at point
E ′, also defining the equilibrium level of national income at Y ′

E = 1400.
Starting from the original equilibrium point E in the bottom panel, as investment increases

from I = 150 to I ′ = 250, I ′ > S and Y rises. The rise in Y induces S to rise. This continues
until Y has risen sufficiently for induced S to equal the new and higher level of I ′. For this
to occur, Y must rise by 400, from YE = 1000 to Y ′

E = 1400, as indicated by the new
equilibrium point of E ′ in the bottom (and top) panel(s).

Thus, an increase in I of 100 results in an increase in Y of 400 in order to induce S to
also rise by 100 and reach another equilibrium point. That is,

�I = �S = MPS × �Y

so that

�Y =
(

1

MPS

)
�I

Therefore, the multiplier (k ) is

k = �Y

�I
= 1

MPS
= 1

1 − MPC
(17-4)

That is, the closed economy Keynesian multiplier (k ) is equal to the inverse, or reciprocal,
of the marginal propensity to save or to the reciprocal of 1 minus the marginal propensity to
consume. Since 0 < MPS < 1, the multiplier is larger than 1. For example, in Figure 17.1,
MPS = 1/4 and k = 4, so that the increase in I of 100 leads to an increase in Y of 400 and
an induced rise in S also equal to 100.

The reason income rises more than investment is as follows. When investment expen-
ditures rise, producers expand production, hire more workers, use more capital and other
factors of production. Since the income generated in the process of production equals the
value of the output produced, increasing investment expenditures by 100 has the immediate
effect of also increasing income by the same amount. But the recipients of this 100 increase
in income will spend 3/4 (the MPC ) of it. Thus, as incomes rise by 100, consumption expendi-
tures rise by 75. This leads to a further expansion of production and generates an additional
income of 75. This new increase in income leads to a further increase in consumption of
56.25 (from 0.75 × 75).

The process continues, with income rising by smaller and smaller amounts at every step,
until the increase in income becomes zero. Thus, income increases by 100 in the first step,
by 75 in the second step, by 56.25 in the third step, and so on, until the sum total of all the
increases in income is 400. When income has risen by 400, from YE = 1000 to Y ′

E = 1400,
induced saving will have risen by 100, and once again S = I ′ = 250, and the process comes
to an end.
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17.3 Income Determination in a Small Open Economy
We now extend the discussion of the equilibrium level of national income and the multiplier
from a closed economy to a small open economy (i.e., an economy whose international
transactions do not perceptibly affect the national income of its trade partner or the rest of
the world). We begin by defining the import function of the nation; then we show how the
equilibrium level of national income is determined algebraically and graphically; finally, we
derive the foreign trade multiplier. In Section 17.4, we will relax the assumption that the
nation is small and extend the discussion to consider foreign repercussions. For simplicity,
we continue to assume that there is no government sector and that the economy operates at
less than full employment.

17.3A Import Function
The import function of a nation, M (Y ), shows the relationship between the nation’s imports
and national income. A hypothetical import function is shown in Figure 17.2. Note that M
= 150 when Y = 0 and rises as Y rises. When income is zero, the nation purchases 150
of imports by borrowing abroad or with its international reserves. Then as income rises,
imports also rise.

The change in imports (�M ) associated with a change in income (�Y ) is called the
marginal propensity to import (MPM). For example, a movement from point G to point H
on the import function in Figure 17.2 involves an increase in imports from M = 300 to M
= 450 for an increase in income from Y = 1000 to Y = 2000. Thus, MPM = �M /�Y =
150/1000 = 0.15. The MPM is equal to the slope of M (Y ) and is constant. On the other hand,
the ratio of imports to income is called the average propensity to import (APM) and falls as

450
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FIGURE 17.2. The Import Function.
Import function M(Y) shows that imports are 150 when income is zero and rise as income rises. The slope of
the import function (the change in imports resulting from a given change in income) is called the marginal
propensity to import (MPM). For the import function shown here, MPM = �M/�Y = 0.15 and remains
constant.
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income rises (if the import function has a positive vertical intercept, as in Figure 17.2). Thus,
at point G , APM = M /Y = 300/1000 = 0.3, while at point H , APM = M /Y = 450/2000 =
0.225. Then MPM/APM is the income elasticity of imports (nY ). Specifically:

nY = percentage change in imports

percentage change in income
= �M /M

�Y /Y
= �M /�Y

M /Y
= MPM

APM
(17-5)

For the movement from point G to point H in Figure 17.2:

nY = 150/1000

300/1000
= 0.15

0.30
= 0.5

Being very large and well endowed with resources, the United States is less dependent
on international trade and thus tends to have a smaller APM and MPM than most other
nations. For example, for the United States, APM = 0.15 and MPM = 0.27, so that nY
= 1.8 in the long run; for Germany, APM = 0.33, MPM = 0.50, so that ny = 1.5; for the
United Kingdom, APM = 0.29, MPM = 0.64, so that ny = 2.2. Only for Japan among
the G-7 countries are the APM and the MPM smaller than in the United States. Case
Study 17-1 demonstrates the income elasticity of imports for the United States and other
countries or groups of countries.

■ CASE STUDY 17-1 Income Elasticity of Imports

Table 17.1 gives the values of the income elas-
ticity of imports of goods and services for
the United States, Japan, Germany, France, the
United Kingdom, Italy, and Canada calculated
from the same data set used to estimate price
elasticities in Table 16.3. From Table 17.1, we
see that the income elasticity of imports ranges
from 1.4 to 1.8 for the United States, Ger-
many, France, Italy, and Canada. It is 2.2
for the United Kingdom and 0.9 for Japan.

■ TABLE 17.1. Income Elasticity of Imports

Country/Group of Countries Elasticities

United States 1.8
Japan 0.9
Germany 1.5
France 1.6
United Kingdom 2.2
Italy 1.4
Canada 1.4

Source: Hooper, Johnson, and Marquez (2008).

The low income elasticity of imports for Japan
means that the MPM is smaller than the APM in
Japan, whereas the opposite is true for the other
industrial countries. This is because Japan imports
proportionately more raw materials and spends pro-
portionately more of the increase in its income on
domestic products rather than on imports as com-
pared with other industrial countries.
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17.3B Determination of the Equilibrium National Income in a
Small Open Economy

The analysis of the determination of the equilibrium national income in a closed economy
can easily be extended to include foreign trade. In an open economy, exports, just like
investment, are an injection into the nation’s income stream, while imports, just like saving,
represent a leakage out of the income stream. Specifically, exports as well as investment
stimulate domestic production, while imports as well as saving constitute income earned
but not spent on domestic output.

For a small open economy, exports are also taken to be autonomous or independent of
the level of income of the nation (just like investment). Thus, the export function is also
horizontal when plotted against income. That is, the exports of the nation are the imports of
the trade partner or the rest of the world and, as such, depend not on the exporting nation’s
level of income but on the level of income of the trade partner or the rest of the world.
On the other hand, imports (like saving) are a function of the nation’s income. With this
in mind, we can now proceed to specify the condition for the equilibrium level of national
income for a small open economy.

In a small open economy, the equilibrium condition relating injections and leakages in
the income stream is

I + X = S + M (17-6)

Note that this condition for the equilibrium level of national income does not imply that
the balance of trade (and payments) is in equilibrium. Only if S = I will X = M, and the
balance of trade will also be in equilibrium.

By rearranging the terms of Equation (17-6), we can restate the condition for the equi-
librium level of national income as

X − M = S − I (17-7)

This points out that at the equilibrium level of national income, the nation could have a
surplus in its trade balance (a net injection from abroad) equal to the excess of saving over
domestic investment (a net domestic leakage). On the other hand, a deficit in the nation’s
trade balance must be accompanied by an equal excess of domestic investment over saving
at the equilibrium level of national income.

By transposing I from the right to the left side of Equation (17-7), we get still another
useful and equivalent form of the equilibrium condition:

I + (X − M ) = S (17-8)

The expression (X − M ) in Equation (17-8) refers to net foreign investment, since an
export surplus represents an accumulation of foreign assets. Thus, Equation (17-8) indi-
cates that at the equilibrium level of national income, domestic investment plus net foreign
investment equals domestic saving (see Case Study 17-2). If imports exceed exports, the
term (X − M ) is negative so that domestic investment exceeds domestic saving by the
amount of net foreign disinvestment (i.e., the amount by which foreigners are investing in
the nation).
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■ CASE STUDY 17-2 Private Sector and Current Account Balances

Table 17.2 shows the average private-sector bal-
ance (S-I) and the trade or current account balance
(X-M) as a percentage of gross domestic prod-
uct (GDP) of the leading (G-7) industrial coun-
tries over the 1996–2000 period and their values
in 2001. The table shows that, as a percentage
of GDP, the United States had the largest private

■ TABLE 17.2. Private Sector and Current Account Balances in the G-7 Countries,
1996–2001

Private Sector Balances: Current Account Balances:
1996–2000 1996–2000

Country Average 2001 Average 2001

United States −2.7 −4.7 −2.7 −4.1
Japan 7.9 8.5 2.3 2.1
Germany 1.2 1.8 −0.6 −0.7
United Kingdom −0.6 −2.9 −1.2 −1.8
France 4.7 3.0 2.2 1.6
Italy 4.6 1.5 1.6 0.1
Canada −0.4 0.9 0.1 3.7

Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD,
December 2001), p. 134.

sector and current account deficits, while Japan had
the largest private sector and current account sur-
pluses (only Canada in 2001 had a higher current
account surplus than Japan). The equilibrium con-
dition in Equation (17-7) (X – M = S – I) does
not hold because of the missing government sector
(discussed in the next chapter).

17.3C Graphical Determination of the Equilibrium
National Income

The above algebraic statement of the equilibrium level of national income in a small open
economy is shown graphically and clarified in Figure 17.3. The top panel of Figure 17.3
represents the determination of the equilibrium level of national income in terms of
Equation (17-6), while the bottom panel determines the equilibrium level of national
income in terms of Equation (17-7). Exports are autonomous and are assumed to be equal
to 300, and YE = 1000 in both panels. Specifically, the top panel measures investment
plus exports and saving plus imports on the vertical axis, and national income along the
horizontal axis. With investment of I = 150 (as in Figure 17.1) and exports of X = 300,
the investment plus exports function is I + X = 150 + 300 = 450. The saving plus
imports function, S (Y) + M (Y), is obtained by the vertical addition of the import function
of Figure 17.2 to the saving function of Figure 17.1. For example, at Y = 0, S = −100
and M = 150, so that S + M = −100 + 150 = + 50. At Y = 1000, S + M = 150 +
300 = 450. Note that the slope of the saving plus imports function is equal to the MPS
(the slope of the saving function) plus the MPM (the slope of the import function). That
is, the slope of S (Y) + M (Y) = MPS + MPM = 0.25 + 0.15 = 0.40.
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FIGURE 17.3. National Income Determination in a Small Open Economy.
The top panel measures saving plus imports and investment plus exports on the vertical axis
and national income along the horizontal axis. The equilibrium level of national income is
YE = 1000 and is determined at point E, where the I + X function crosses the S(Y) + M(Y) function.
At YE = 1000, S = I = 150 so that X = M = 300. The bottom panel measures (X − M) and (S − I) on the vertical
axis and Y on the horizontal axis. The X − M(Y) function falls because we subtract rising M from a constant
X as Y rises. The S(Y) − I function rises because we subtract a constant I from rising S as Y rises. YE = 1000
and is determined at point E, where the X − M(Y) function crosses the S(Y) − I function and X − M = S − I
= 0. An autonomous increase in X of 200 (broken-line I + X ′ in the top panel and X ′ − M(Y) in the bottom
panel) results in YE ′ = 1500 and X ′ − M = 125 and S − I = 125.
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The equilibrium level of national income is YE = 1000 and is determined where the
(I + X) function crosses the S (Y) + M(Y) function (point E in the top panel). That is,
equilibrium is determined where

INJECTIONS = LEAKAGES

I + X = S + M

150 + 300 = 150 + 300

450 = 450

Note that in this case, I = S = 150 so that X = M = 300 (EJ in the figure). Thus, the
trade balance is also in equilibrium at the equilibrium level of national income of YE =
1000. YE is also stable in the sense that if injections did not equal leakages, the economy
would automatically gravitate toward YE .

The bottom panel of Figure 17.3 measures (X − M) and (S − I) on the vertical axis, and
Y along the horizontal axis. Since X = 300 and M = 150 at Y = 0, X − M = 300 − 150
= 150 at Y = 0. The X − M (Y) function declines because we subtract rising M from a
constant X as Y rises. That is, the balance of trade deteriorates as Y rises. On the other
hand, since S = − 100 at Y = 0 and I = 150, S − I = − 100 − 150 = −250 at Y = 0.
The S (Y) − I function rises because we subtract a constant I from rising S as Y rises. The
equilibrium level of national income is YE = 1000 (as in the top panel) and is determined
where the X − M (Y) function crosses the S (Y) − I function (point E in the bottom panel).

The advantage of using the bottom panel (and Equation (17-7)) is that the trade balance
can be read directly from the figure. Since the X − M (Y) function crosses the S (Y) − I
function on the horizontal axis, X − M = S − I = 0 at YE = 1000. That is, the trade
balance happens to be in equilibrium at the equilibrium level of national income. This is a
convenient point of departure to analyze how a disturbance (such as an autonomous change
in exports or investment) affects the nation’s equilibrium level of income and the operation
of the automatic income adjustment mechanism.

17.3D Foreign Trade Multiplier
Starting from the equilibrium point E in the top and bottom panels of Figure 17.3, an
autonomous change in exports or investment (the left side of Equation (17-6)) disturbs the
nation’s equilibrium level of income. The change in the equilibrium level of national income
then induces changes in the amount of saving and imports (the right side of Equation (17-6))
until the sum of the induced changes in saving and imports equals the sum of the autonomous
changes in investment and exports. That is, another equilibrium level of national income is
determined where

�I + �X = �S + �M (17-9)

The induced changes in saving and imports when income changes are given by

�S = (MPS )(�Y )

�M = (MPM )(�Y )
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Substituting these for �S and �M in Equation (17-9), we get

�I + �X = (MPS )(�Y ) + (MPM )(�Y )

�I + �X = (MPS + MPM )(�Y )

�Y = 1

MPS + MPM
(�I + �X )

where the foreign trade multiplier (k ′) is

k ′ = 1

MPS + MPM
(17-10)

For example, starting from equilibrium point E in Figure 17.3, if exports rise
autonomously by 200 from X = 300 to X ′ = 500,

k ′ = 1

MPS + MPM
= 1

0.25 + 0.15
= 1

0.40
= 2.5

�Y = (�X )(k ′) = (200)(2.5) = 500

YE ′ = YE + �Y = 1000 + 500 = 1500

�S = (MPS )(�Y ) = (0.25)(500) = 125

�M = (MPM )(�Y ) = (0.15)(500) = 75

Therefore, at YE ′ ,

CHANGE IN INJECTIONS = CHANGE IN LEAKAGES

�I + �X = �S + �M

0 + 200 = 125 + 75

200 = 200

At the new equilibrium level of national income of YE ′ = 1500, exports exceed imports
by 125 per period. That is, the automatic change in income induces imports to rise by
less than the autonomous increase in exports, so that the adjustment in the balance of
payments is incomplete. The foreign trade multiplier k ′ = 2.5 found above is smaller than
the corresponding closed economy multiplier k = 4 found in Section 17.2b because in an
open economy, domestic income leaks into both saving and imports. This is a fundamental
result of open-economy macroeconomics.

In the top panel of Figure 17.3, the new higher (broken-line) I + X ′ function crosses
the unchanged S (Y) + M (Y) function at point E ′. At YE ′ = 1500, X ′ = 500(E ′L) and M
= 375(E ′K) so that X ′ − M = 125(KL). The same outcome is shown in the bottom panel
of Figure 17.3 by point E ′, where the new and higher (broken-line) X ′ − M (Y) function
crosses the unchanged S (Y) − I function at YE ′ = 1500 and defines the trade surplus of
X ′ − M = 125.

Note that the smaller MPS + MPM is, the flatter is the S (Y) + M (Y) function in the top
panel of Figure 17.3, and the larger would be the foreign trade multiplier and the increase
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■ CASE STUDY 17-3 Growth in the United States and the World and U.S. Current Account Deficits

Table 17.3 shows the growth of real GDP in the
United States and in the world as a whole, and their
effect on the U.S. current account (CA) balance and
on the ratio of the U.S. current account balance to
the U.S. GDP (i.e., CA/GDP) from 1994 to 2011.
Because we are interested in the sustainability of
the U.S. current account deficit over time, we will
concentrate on changes in the value of CA/GDP
rather than the absolute value of the U.S. current
account deficits.

The table shows that the U.S. CA/GDP wors-
ened from 2004 to 2006 and from 2010 to 2011
as U.S. growth declined (the opposite of what
we would expect), but (as expected) it improved
from 2007 to 2009 as U.S. growth declined. This
only points to the fact that the U.S. CA/GDP
depends on the interaction of many economic

■ TABLE 17.3. Growth in the United States and the World and the U.S. Current Account Balance,
1994–2011

Average
1994–2003 2004 2005 2006 2007 2008 2009 2010 2011

Growth of US
Real GDP (%) 3.3 3.5 3.1 2.7 1.9 −0.3 −3.5 3.0 1.7

Growth of World
Real GDP (%) 3.4 4.9 4.5 5.2 5.4 2.8 −0.6 5.3 3.9

CA Balance of U.S.
(billions of dollars) −279 −630 −748 −803 −718 −669 −378 −470 −473

CA/GDP of U.S. −3.1 −5.3 −5.9 −6.0 −5.1 −4.7 −2.7 −3.2 −3.1

Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, 2012).

forces (such as growth in the rest of the world,
changes in the dollar exchange rate, relative infla-
tion rates, and not just on U.S. growth), which often
pull in opposite directions (as examined in the rest
of this chapter and in Chapter 18). Since U.S. cur-
rent accounts deficits are financed by capital or
financial inflows from abroad, the question arises
as to the sustainability of the U.S. current accounts
deficits over time. A sudden withdrawal or dry-
ing up of financial inflows could lead to a sharp
depreciation of the dollar and a big increase in
U.S. interest rates, which could plunge the United
States into a deep recession. Thus, it is important
for the United States to reduce and keep its cur-
rent account deficits to sustainable levels (say in
the range of 2 to 3 percent of GDP).

in income for a given autonomous increase in investment and exports. Also to be noted is
that Y rises as a result of the autonomous increase in X , and I remains unchanged (i.e.,
�I = 0).

If I instead of X rises by 200,

�I + �X = �S + �M

200 + 0 = 125 + 75

and the nation faces a continuous trade deficit of 75, equal to the increase in imports. This
could be shown graphically by a downward shift in the S (Y ) − I function by 200 so as to
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■ CASE STUDY 17-4 Growth and Current Account Balance in Developing Economies

Table 17.4 shows the growth of real GDP and the
current account balance as a percentage of GDP in
some of the most important and dynamic devel-
oping economies from 2006 to 2011. From the
table, we see the very high average growth rate
of China, India, Argentina, Singapore, and Indone-
sia from 2006 to 2011. The table also shows that
there seems to be little relationship between the
growth of the economy and the nation’s current
account balance. Some countries, such as China,
experienced high growth and a large surplus in

■ TABLE 17.4. Growth and Current Account Balances in Some Developing Economies,
2006–2011

Current Account Balance
Growth of Real GDP as % of GDP

Average Average
Economy 2006–2010 2011 2006–2010 2011

Asia
China 11.2 9.2 7.6 2.8
Hong Kong SAR 4.0 5.0 10.6 4.1
India 8.5 7.2 −1.8 −2.8

Korea 3.8 3.6 2.1 2.4
Singapore 6.5 4.9 21.6 21.9
Taiwan, P.C. 4.2 4.0 8.7 8.8

Indonesia 5.7 6.5 1.7 0.2
Malaysia 4.5 5.1 15.6 11.5
Thailand 3.6 0.1 4.2 3.4

Latin America
Argentina 6.8 8.9 2.0 −0.5
Brazil 4.4 2.7 −0.8 −2.1
Mexico 1.8 4.0 −0.8 −0.8

Central Europe
Czech Republic 2.7 1.7 −2.7 −2.9
Poland 4.7 4.3 −5.0 −4.3
Turkey 3.3 8.5 −5.3 −9.9

Russia 3.6 4.3 6.1 5.5

Africa
South Africa 3.1 3.1 −5.3 −3.3

Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, 2012).

its current account; others, such as India, experi-
enced rapid growth and a current account deficit,
while still others nations, such as Indonesia, grew
very rapidly and their current account was more or
less in balance. Conversely, Mexico and the Czech
Republic experienced relatively slow growth and
current account deficits. This shows, once again,
that although domestic and international economic
growth affects a nation’s current account, there are
also other forces (such as exchange rates, relative
inflation rates, structural imbalances, etc.) at work.
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cross the unchanged X − M (Y) function at point E ′ (see the bottom panel of Figure 17.3)
and define YE ′′ = 1500 and X − M = −75.

On the other hand, starting from equilibrium point E in the bottom panel of Figure 17.3,
an autonomous increase of 200 in saving would shift the S (Y) − I function upward by
200 and define (at point E ∗) YE

∗ = 500 and a trade surplus of X − M = 75. Finally, an
autonomous increase in imports of 200 would shift the X − M (Y) function downward by
200 and define equilibrium point E ∗∗ (see the bottom panel of Figure 17.3), at which Y ∗∗
= 500 and the nation would have a trade deficit of X − M = −125. The reduction in the
equilibrium level of national income results because imports replace domestic production.
Case Study 17-3 examines the relationship between the current account balance and growth
in the United States, while Case Study 17-4 does the same for some of the most important
developing economies.

17.4 Foreign Repercussions
In this section, we relax the assumption that the nation is small and extend the analy-
sis to consider foreign repercussions. In a two-nation world (Nation 1 and Nation 2), an
autonomous increase in the exports of Nation 1 arises from and is equal to the autonomous
increase in the imports of Nation 2 . If the autonomous increase in the imports of Nation
2 replaces domestic production, Nation 2’s income will fall. This will induce Nation 2’s
imports to fall , thus neutralizing part of the original autonomous increase in its imports.
This represents a foreign repercussion on Nation 1 that neutralizes part of the original
autonomous increase in its exports. As a result, the foreign trade multiplier for Nation 1
with foreign repercussions is smaller than the corresponding foreign trade multiplier without
foreign repercussions, and its trade balance will not improve as much.

Assuming that all of the autonomous increase in the exports of Nation 1 replaces domestic
production in Nation 2, the foreign trade multiplier of Nation 1 with foreign repercussions
for an autonomous increase in exports (k ′′) is

k ′′ = �Y1

�X1
= 1

MPS1 + MPM1 + MPM2(MPS1/MPS2)
(17-11)

where the subscripts 1 and 2 refer, respectively, to Nation 1 and Nation 2. (This and the
following formulas are derived in the appendix.) For example, if MPS1 = 0.25 and MPM1
= 0.15 for Nation 1 (as in Section 17.3), and MPS2 = 0.2 and MPM2 = 0.1 for Nation 2,

k ′′ = �Y1

�X1
= 1

0.25 + 0.15 + 0.10(0.25/0.20)
= 1

0.525
= 1.90

Thus, the original autonomous increase of 200 in the exports of Nation 1 leads to an
increase in the equilibrium national income of Nation 1 of (200)(1.90) = 380 with foreign
repercussions, as compared with (200)(2.5) = 500 without foreign repercussions. As a result,
�M1 = (�Y1)(MPM1) = (380)(0.15) = 57 and �S1 = (�Y1)(MPS1) = (380)(0.25) = 95
with foreign repercussions.

Substituting these values into the equilibrium equation �I1 + �X1 = �S1 + �M1,
we get 0 + �X1 = 95 + 57 = 152. Therefore, the net increase in X1 is 152 with foreign
repercussions as compared with 200 without. With M1 rising by 57, Nation 1’s trade surplus
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is 152 − 57 = 95 with foreign repercussions, as compared with 125 (point E ′ in Figure 17.3)
without.

Starting from the equilibrium level of national income and equilibrium in the trade
balance (point E in the bottom panel of Figure 17.3), an autonomous increase in investment
in Nation 1 (I1) causes its income (Y1) to rise and induces its imports (M1) to rise also, thus
opening a deficit in Nation 1’s balance of trade (for example, see equilibrium point E ′′ in the
bottom panel of Figure 17.3). In the absence of foreign repercussions, this is the end of the
story. With foreign repercussions, the increase in M1 is equal to an increase in the exports
of Nation 2 (X2) and induces an increase in Y2 and M2. This increase in M2 is an increase in
X1 (a foreign repercussion on Nation 1) and moderates the original trade deficit of Nation 1.

The foreign trade multiplier in Nation 1 with foreign repercussions for an autonomous
increase in investment (k)∗ is

k∗ = �Y1

�I1
= 1 + MPM2/MPS2

MPS1 + MPM1 + MPM2(MPS1/MPS2)
(17-12)

Since the denominator of Equation (17-12) is identical to the denominator of Equation
(17-11), using the same information, we get

k∗ = �Y1

�I1
= 1 + 0.10/0.20

0.525
= 1.50

0.525
= 2.86

Thus, k∗ > k ′ > k ′′ and the autonomous increase in I1 of 200 causes Y1 to rise by (200)(2.86)
= 572, instead of 500 in the absence of foreign repercussions. As a result, M1 rises by
(�Y1)(MPM1) = (572)(0.15) = 85.8 and �S1 = (�Y1)(MPS1) = (572)(0.25) = 143 with
foreign repercussions.

Substituting these values into the equilibrium equation �I1 + �X1 = �S1 + �X1, we
get 200 + �X1 = 143 + 85.8 = 228.8. Therefore, the induced rise in X1 = 28.8. With
M1 rising by 85.8 and X1 increasing by 28.8, Nation 1’s trade deficit is 85.8 − 28.8 = 57
with foreign repercussions, as compared with 75 (point E ′′ in Figure 17.3) without. Thus,
foreign repercussions make the trade surplus and deficit smaller than they would be without
foreign repercussions.

Finally, if there is an autonomous increase in investment in Nation 2, the foreign trade
multiplier in Nation 1 with foreign repercussions for the autonomous increase in I2(k∗∗) is

k∗∗ = �Y1

�I2
= MPM2/MPS2

MPS1 + MPM1 + MPM2(MPS1/MPS2)
(17-13)

Note that k∗ = k∗∗ + k ′′. The effect of an autonomous increase in I2 on Y1 and the trade
balance of Nation 1 is left as an end-of-chapter problem. The mathematical derivations of
the foreign trade multipliers with foreign repercussions given by Equations (17-11), (17-12),
and (17-13) are presented in Section A17.1 in the appendix.

Note that this is how business cycles are propagated internationally. For example, an
expansion in economic activity in the United States spills into imports. Since these are
the exports of other nations, the U.S. expansion is transmitted to other nations. The rise
in the exports of these other nations expands their economic activity and feeds back to
the United States through an increase in their imports from the United States. Another
example is provided by the Great Depression of the 1930s. The sharp contraction in U.S.
economic activity that started in the early 1930s greatly reduced the U.S. demand for
imports. This tendency was reinforced by passage of the Smoot–Hawley Tariff, which was
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the highest tariff in U.S. history and led to retaliation by other nations (see Section 9.5a). The
sharp reduction in U.S. imports had a serious deflationary effect (through the multiplier)
on foreign nations, which then reduced their imports from the United States, causing a
further reduction in the national income of the United States. Foreign repercussions were an
important contributor to the spread of the depression to the entire world. Only a very small
nation can safely ignore foreign repercussions from changes occurring in its own economy.
Case Study 17-5 examines the impact, through trade linkages, of the financial crisis that
started in Asia in July 1997 on the United States, Japan, and the European Union.

■ CASE STUDY 17-5 Effect of the Asian Financial Crisis of the Late 1990s on OECD Countries

Table 17.5 provides estimates of the effect of the
financial crisis that started in Asia in July 1997
on the United States, Japan, the European Union,
Canada, Australia, and New Zealand, which were
made by the Organization of Economic Coopera-
tion and Development (OECD) using its INTER-
LINK model. The financial crisis in Asia was trans-
mitted through trade linkages to other nations and
regions of the world. Specifically, the depreciation
of the currencies of the nations in crisis stimulated
their exports, while the reduction in their GDP
reduced the demand for their imports. The effects
are given in terms of reduced growth and worsened
current account balance of other nations from what
they would have had in the absence of the crisis.

The table shows that the financial crisis in
Asia reduced the growth of real GDP in the United
States by 0.4 percentage points in both 1998 and
1999 (from 4.7 percent to 4.3 percent in 1998 and
from 4.2 percent to 3.8 percent in 1999). This

■ TABLE 17.5. Effect of the Asian Financial Crisis on Growth and Current Account
of OECD Countries, 1998–1999

Current Account
Growth of Balance

Real GDP (Percent) (Billions of Dollars)

1998 1999 1998 1999

United States −0.4 −0.4 −13 −27
Japan −1.3 −0.7 −12 −22
European Union −0.4 −0.2 −19 −28
Canada −0.2 −0.3 −2 −3
Australia and New Zealand −0.9 −0.1 −3 −4
OECD −0.7 −0.4 −26 −55

Source: Organization for Economic Cooperation and Development, OECD Economic Outlook (Paris:
OECD, June 1998), p. 17.

amounted to about $34–$35 billion reduction in the
GDP of the United States in 1998 and 1999. The
reduction in growth (in percentage points) was sim-
ilar in the European Union, but much greater for
Japan, Australia, and New Zealand, and smaller
in Canada. The table also shows that the crisis
increased the current account deficit of the United
States by $13 billion in 1998 and by $27 billion
in 1999. The effect was similar in Japan and the
European Union, but much smaller in Canada, Aus-
tralia, and New Zealand. Thus, we can see that eco-
nomic crises in some large nation or economic area
can easily spread to other nations and areas through
trade linkages and have a significant impact on
them. This is even more evident from the financial
crisis that started in the U.S. subprime mortgage
market in 2007 and then spread to the entire finan-
cial and economic sectors of the United States and
the rest of the world in 2008 (discussed in detail
in Section 21.6e).
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17.5 Absorption Approach
In this section, we integrate the automatic price and income adjustment mechanisms and
examine the so-called absorption approach. Specifically, we examine the effect of induced
(automatic) income changes in the process of correcting a deficit in the nation’s balance of
payments through a depreciation or devaluation of the nation’s currency. These automatic
income changes were omitted from Chapter 16 in order to isolate the automatic price
adjustment mechanism.

We saw in Chapter 16 that a nation can correct a deficit in its balance of payments by
allowing its currency to depreciate or by a devaluation (if the foreign exchange market is
stable). Because the improvement in the nation’s trade balance depends on the price elasticity
of demand for its exports and imports, this method of correcting a deficit is referred to as the
elasticity approach . The improvement in the deficit nation’s trade balance arises because
a depreciation or devaluation stimulates the nation’s exports and discourages its imports
(thus encouraging the domestic production of import substitutes). The resulting increase
in production and in the real income of the deficit nation induces imports to rise, which
neutralizes part of the original improvement in the nation’s trade balance resulting from the
depreciation or devaluation of its currency.

However, if the deficit nation is already at full employment, production cannot rise.
Then, only if real domestic absorption (i.e., expenditures) is reduced will the depreciation
or devaluation eliminate or reduce the deficit in the nation’s balance of payments. If real
domestic absorption is not reduced, either automatically or through contractionary fiscal and
monetary policies, the depreciation or devaluation will lead to an increase in domestic prices
that will completely neutralize the competitive advantage conferred by the depreciation or
devaluation without any reduction of the deficit.

In terms of the bottom panel in Figure 17.3, a depreciation or devaluation of the deficit
nation’s currency shifts the X − M (Y) function up (because X rises and M falls) and
improves the nation’s trade balance if the nation operated at less than full employment to
begin with (and the Marshall–Lerner condition is satisfied). Note that the net final improve-
ment in the nation’s trade balance is less than the upward shift in the X − M (Y) function
because domestic production rises and induces imports to rise, thus neutralizing part of the
original improvement in the trade balance. However, if the nation started from a position
of full employment, the depreciation or devaluation leads to domestic inflation, which then
shifts the X − M (Y) function back down to its original position without any improvement in
the trade balance. Only if domestic absorption is somehow reduced will some improvement
in the trade balance of the deficit nation remain (i.e., the X − M (Y) function will not shift
all the way back to its original position).

The above analysis was first introduced in 1952 by Alexander, who named it the absorp-
tion approach. Alexander began with the identity that production or income (Y) is equal to
consumption (C) plus domestic investment (I) plus foreign investment or the trade balance
(X − M), all in real terms. That is,

Y = C + I + (X − M ) (17-14)

But then letting A equal domestic absorption (C + I) and B equal the trade balance (X − M),
we have

Y = A + B (17-15)

(c) ketabton.com: The Digital Library



Salvatore c17.tex V2 - 10/26/2012 12:52 A.M. Page 559

17.6 Monetary Adjustments and Synthesis of the Automatic Adjustments 559

By subtracting A from both sides, we get

Y − A = B (17-16)

That is, domestic production or income minus domestic absorption equals the trade balance.
For the trade balance (B) to improve as a result of a depreciation or devaluation, Y must
rise and/or A must fall. If the nation was at full employment to begin with, production or
real income (Y) will not rise, and the depreciation or devaluation can be effective only if
domestic absorption (A) falls, either automatically or as a result of contractionary fiscal and
monetary policies.

A depreciation or a devaluation of the deficit nation’s currency automatically reduces
domestic absorption if it redistributes income from wages to profits (since profits earners
usually have a higher marginal propensity to save than wage earners). In addition, the
increase in domestic prices resulting from the depreciation reduces the value of the real
cash balances that the public wants to hold. To restore the value of real cash balances, the
public must reduce consumption expenditures. Finally, rising domestic prices push people
into higher tax brackets and also reduce consumption. Since we cannot be certain as to the
speed and size of these automatic effects, contractionary fiscal and monetary policies may
have to be used to cut domestic absorption adequately. These are discussed in the next two
chapters.

Thus, while the elasticity approach stresses the demand side and implicitly assumes that
slack exists in the economy that will allow it to satisfy the additional demand for exports and
import substitutes, the absorption approach stresses the supply side and implicitly assumes
an adequate demand for the nation’s exports and import substitutes. It is clear, however,
that both the elasticity approach and the absorption approach are important and both must
be considered simultaneously.

Related to the automatic income adjustment mechanism and the absorption approach is
the so-called transfer problem . This is discussed in Section A17.2 in the appendix.

17.6 Monetary Adjustments and Synthesis of the
Automatic Adjustments

In this section, we first examine monetary adjustments to balance-of-payments disequilibria.
We then present a synthesis of the automatic price, income, and monetary adjustments,
and examine how they work in the real world. Finally, we conclude with a discussion of
the disadvantages of automatic adjustment mechanisms.

17.6A Monetary Adjustments
Up to now, monetary adjustments have been omitted. However, when the exchange rate is
not freely flexible, a deficit in the balance of payments tends to reduce the nation’s money
supply because the excess foreign currency demanded is obtained by exchanging domestic
money balances for foreign exchange at the nation’s central bank. Under a fractional-reserve
banking system, this loss of reserves causes the nation’s money supply to fall by a multiple
of the trade deficit. Unless sterilized, or neutralized, by the nation’s monetary authorities,
the reduction in the money supply induces interest rates to rise in the deficit nation.
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The rise in interest rates in the deficit nation discourages domestic investment and reduces
national income (via the multiplier process), and this induces a decline in the nation’s
imports, which reduces the deficit. Furthermore, the rise in interest rates attracts foreign
capital, thus helping the nation to finance the deficit. The opposite occurs in the surplus
nation. Indeed, it is through these international capital flows and automatic income changes
that adjustment seems actually to have occurred under the gold standard (rather than through
the price-specie-flow mechanism described in Section 16.6b).

The reduction in its money supply and income also tends to reduce prices in the deficit
nation relative to the surplus nation, further improving the trade balance of the deficit
nation. This adjustment through changes in internal prices is theoretically most pronounced
and direct under the gold standard, but it also occurs under other international monetary
systems.

Indeed, as shown in Chapter 19, this automatic monetary-price adjustment mechanism
could by itself eliminate the nation’s trade deficit and unemployment, but only in the long
run. In what follows, we assume that a change in the money supply affects the balance of
payments, to some extent, through both interest rate changes and changes in internal prices.

17.6B Synthesis of Automatic Adjustments
Let us now integrate the automatic price, income, and monetary adjustments (i.e., provide
a synthesis of automatic adjustments) for a nation that faces unemployment and a deficit in
its balance of payments at the equilibrium level of income.

Under a freely flexible exchange rate system and a stable foreign exchange market, the
nation’s currency will depreciate until the deficit is entirely eliminated. Under a managed
float, the nation’s monetary authorities usually do not allow the full depreciation required to
eliminate the deficit completely. Under a fixed exchange rate system (such as the one that
operated during most of the postwar period until 1973), the exchange rate can depreciate
only within the narrow limits allowed so that most of the balance-of-payments adjustment
must come from elsewhere.

A depreciation (to the extent that it is allowed) stimulates production and income in the
deficit nation and induces imports to rise, thus reducing part of the original improvement
in the trade balance resulting from the depreciation. Under a freely flexible exchange rate
system, this simply means that the depreciation required to eliminate a balance-of-payments
deficit is larger than if these automatic income changes were not present.

Except under a freely flexible exchange rate system, a balance-of-payments deficit tends
to reduce the nation’s money supply, thus increasing its interest rates. This, in turn, reduces
domestic investment and income in the deficit nation, which induces its imports to fall and
thereby reduces the deficit. The increase in interest rates also attracts foreign capital, which
helps the nation finance the deficit. The reduction in income and in the money supply also
causes prices in the deficit nation to fall relative to prices in the surplus nation, thus further
improving the balance of trade of the deficit nation.

Under a fixed exchange rate system, most of the automatic adjustment would have
to come from the monetary adjustments discussed above, unless the nation devalues its
currency. On the other hand, under a freely flexible exchange rate system, the national
economy is to a large extent supposed to be insulated from balance-of-payments disequilib-
ria, and most of the adjustment in the balance of payments is supposed to take place through
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exchange rate variations. (The fixed and flexible exchange rate systems are evaluated and
compared in Chapter 20.)

When all of these automatic price, income, and monetary adjustments are allowed to
operate, the adjustment to balance-of-payments disequilibria is likely to be more or less
complete even under a fixed exchange rate system. The problem is that automatic adjust-
ments frequently have serious disadvantages, which nations often try to avoid by the use of
adjustment policies. These are examined in Chapters 18 and 19.

In the real world, income, prices, interest rates, exchange rates, the current account, and
other variables change as a result of an autonomous disturbance (such as an increase in
expenditures) in one nation, and a disturbance in one nation affects other nations, with
repercussions back to the first nation. It is very difficult to trace all of these effects in
the real world because of the very intricate relationships that exist among these variables
and also because, over time, other changes and disturbances occur, and nations also adopt
various policies to achieve domestic and international objectives.

With the advent of large computers, large-scale models of the economy have been con-
structed, and they have been used to estimate foreign trade multipliers and the net effect
on income, prices, interest rates, exchange rates, current account, and other variables that
would result from an autonomous change in expenditures in one nation or in the rest of the
world. Although these models are very complex, they do operate according to the general
principles examined in this chapter (see Case Study 17-6).

(continued)

■ CASE STUDY 17-6 Interdependence in the World Economy

Table 17.6 shows the effect of an autonomous
increase in government expenditures on gross na-
tional product (GNP), consumer price index (CPI),
interest rate, currency value, and current account
in the nation or group of nations where the in-
crease in government expenditures takes place,
and their repercussions on the trade partner(s).
These simulation results were obtained using the
Multi-Country Model of the Federal Reserve
Board. Although the effects of an increase in
government expenditures are felt over several
years, the results reported in Table 17.6 show
the effect in the second year after government
expenditures increased. Part A of the table shows
the effect of an increase in U.S. government
expenditures of 1 percent on the United States
and on the rest of the OECD. OECD refers to
the Organization for Economic Cooperation and
Development, which included all 24 of the world’s
industrial countries at the time of the exercise.

Part A of the table shows that the increase in
U.S. government expenditures equal to 1 percent

of its GNP results (through the multiplier pro-
cess) in an increase of 1.8 percent in the U.S.
GNP in the second year after the United States
increased its expenditures. A longer period of time
would show a larger total effect. It also leads to
a 0.4 percent increase in U.S. prices, a 1.7 per-
centage point increase (say from 4 percent to 5.7
percent) in U.S. short-term interest rates, a 2.8 per-
cent increase in the international value of the dollar
(appreciation), and a (−)$16.5 billion deterioration
in the U.S. current account balance. The dollar
appreciates because the increase in capital inflows
attracted by the increase in the U.S. interest rate
exceeds the induced rise in imports resulting from
the increase in U.S. GNP.

The top right part of the table shows that
the increase in U.S. imports resulting from the
increase in its expenditures and income stimulates
the growth of GNP in the rest of OECD by 0.7
percent. This, in turn, leads to an increase of
0.4 percent in prices and a 0.4 percentage point
increase in short-term interest rates in the other

(c) ketabton.com: The Digital Library



Salvatore c17.tex V2 - 10/26/2012 12:52 A.M. Page 562

562 The Income Adjustment Mechanism and Synthesis of Automatic Adjustments

■ CASE STUDY 17-6 Continued

■ TABLE 17.6. Estimated Effect in Second Year of an Increase in Government Expenditures Equal
to 1 Percent of GNP

A. Increase in Government Expenditures in United States

Effect in United States Effect in Rest of OECD

GNP 1.8% 0.7%
CPI 0.4% 0.4%
Interest rate 1.7%a 0.4%a

Currency value 2.8% −
Current account −$16.5 billion $8.9 billion

B. Increase in Government Expenditures in Rest of OECD

Effect in Rest of OECD Effect in United States

GNP 1.4% 0.5%
CPI 0.3% 0.2%
Interest rate 0.6%a 0.5%a

Currency value 0.3% −
Current account −$7.2 billion $7.9 billion

a= percentage point change.
Source: R. Bryant, D. Henderson, G. Holtham, P. Hooper, and S. Symansky, eds., Empirical Macroeconomics for Interdepen-
dent Economies (Washington, D.C.: Brookings Institution, 1988), p. 21.

OECD countries. The appreciation of the dollar
means a depreciation of the currencies of the other
OECD countries and an improvement of $8.9 bil-
lion in their current account balance. The average
depreciation of the other OECD countries was not
estimated, and the improvement in their current
account is smaller than the increase in the U.S.
current account deficit because a great deal of U.S.
imports also come from OPEC (Organization of
Petroleum Exporting Countries) and LDCs (less
developed countries).

Part B of the table shows that an autonomous
increase in government expenditures in the rest
of OECD would lead to a 1.4 percent increase
in their average GNP, a 0.3 percent increase in

prices, a 0.6 percentage point increase in short-
term interest rates, a 0.3 percent appreciation of
their currencies, and a (−)$7.2 billion deteriora-
tion in the current account balance. These changes
have repercussions in the United States, where
GNP increases by 0.5 percent, prices increase
by 0.2 percent, short-term interest rates increase
by 0.5 percentage points, and the U.S. current
account improves by $7.9 billion. Other models
of the world economy give similar results (see
McKibbin, 1997). The strong interdependence in
the world economy today could also be shown by
other changes taking place in the United States or
in its trade partners.

17.6C Disadvantages of Automatic Adjustments
The disadvantages facing a freely flexible exchange rate system may be overshooting and
erratic fluctuations in exchange rates. These interfere with the flow of international trade
(even though foreign exchange risks can often be hedged at a cost) and impose costly
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adjustment burdens (in the form of shifts in the use of domestic resources and in the pattern
of specialization) that might be entirely unnecessary in the long run.

Under a managed floating exchange rate system, erratic exchange rate fluctuations
can be avoided, but monetary authorities may manage the exchange rate so as to keep
the domestic currency undervalued to stimulate the domestic economy at the expense of
other nations (thus inviting retaliation). Such competitive depreciations or devaluations
(beggar-thy-neighbor policies) proved very disruptive and damaging to international trade
in the period between the two world wars (see Section 21.2b).

On the other hand, the possibility of a devaluation under a fixed exchange rate system
can lead to destabilizing international capital flows, which can also prove very disruptive. A
fixed exchange rate system also forces a nation to rely primarily on monetary adjustments.

Automatic income changes can also have serious disadvantages. For example, a nation
facing an autonomous increase in its imports at the expense of domestic production would
have to allow its national income to fall in order to reduce its trade deficit. Conversely,
a nation facing an autonomous increase in its exports from a position of full employment
would have to accept domestic inflation to eliminate the trade surplus.

Similarly, for the automatic monetary adjustments to operate, the nation must passively
allow its money supply to change as a result of balance-of-payments disequilibria and thus
give up its use of monetary policy to achieve the more important objective of domestic
full employment without inflation. For all of these reasons, nations often will use adjust-
ment policies to correct balance-of-payments disequilibria instead of relying on automatic
mechanisms.

S U M M A R Y

1. The income adjustment mechanism relies on induced
changes in the national income of the deficit and sur-
plus nations to bring about adjustment in the balance
of payments. To isolate the income adjustment mech-
anism, we initially assume that the nation operates
under a fixed exchange rate system and that all prices,
wages, and interest rates are constant. We also begin
by assuming that the nation operates at less than full
employment.

2. In a closed economy without a government sector,
the equilibrium level of national income (YE ) is equal
to the desired flow of consumption expenditures (C)
plus desired investment expenditures (I ). That is, Y
= C (Y) + I . Equivalently, YE occurs where S =
I . If Y �= YE , desired expenditures do not equal the
value of output and S �= I . The result is unplanned
inventory investment or disinvestment, which pushes
the economy toward YE . An increase in I causes YE

to rise by a multiple of the increase in I . The ratio

of the increase in YE to the increase in I is called
the multiplier (k), which is given by the reciprocal of
the marginal propensity to save (MPS). The increase
in YE induces S to rise by an amount equal to the
autonomous increase in I .

3. In a small open economy, exports (X) are exogenous,
or independent of the nation’s income, just as I is.
On the other hand, imports (M) depend on income,
just as S does. The ratio of the change in M for
a given change in Y is the marginal propensity to
import (MPM). YE is determined where the sum of
the injections (I + X) equals the sum of the leakages
(S + M). The condition for YE can also be rewrit-
ten as X − M = S − I and as I + (X − M) = S .
The foreign trade multiplier k ′ = 1/(MPS + MPM)
and is smaller than the corresponding closed economy
multiplier (k ). An autonomous increase in I and/or X
causes YE to change by k ′ times �I and/or �X . The
change in YE induces S to change by (MPS) (�Y) and
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M to change by (MPM) (�Y), but adjustment in the
trade balance is incomplete.

4. If the nations are not small, foreign repercussions
cannot be safely ignored. In a two-nation world, an
autonomous increase in the exports of Nation 1 arises
from and is equal to the autonomous increase in the
imports of Nation 2. If occurring at the expense of
domestic production, this reduces the income and
imports of Nation 2 and represents a foreign reper-
cussion of Nation 1 that neutralizes part of the orig-
inal autonomous increase in the exports of Nation
1. Thus, the foreign trade multiplier and trade sur-
plus of Nation 1 with foreign repercussions is smaller
than that without foreign repercussions (see Equation
(17-11)). We can also calculate the foreign trade mul-
tiplier for Nation 1 with foreign repercussions for
an autonomous increase in investment in Nation 1
(see Equation (17-12)) and in Nation 2 (see Equation
(17-13)). Foreign repercussions explain how business
cycles are transmitted internationally.

5. The absorption approach integrates the automatic
price and income adjustment mechanisms. For
example, a depreciation or devaluation stimulates the
domestic production of exports and import substitutes

and increases the level of real national income. This
induces an increase in the nation’s imports, which
neutralizes part of the original improvement in its
trade balance. But if the nation is at full employment
to begin with, production cannot rise, and the depre-
ciation or devaluation will instead increase domestic
prices so as to leave the trade balance completely
unchanged, unless real domestic absorption is some-
how reduced.

6. When the exchange rate is not freely flexible, a depre-
ciation of the deficit nation’s currency will correct
part, but not all, of the deficit. The deficit then leads
to a reduction in the nation’s money supply and
an increase in its interest rate. This induces a fall
in investment, income, and imports, which reduces
the deficit. It also induces a capital inflow. In addi-
tion, the reduction in the money supply and incomes
reduces prices in the deficit nation relative to prices
in the surplus nation, and this further improves the
former’s trade balance. All of these automatic adjust-
ment mechanisms together are likely to bring about
a complete balance-of-payments adjustment, but they
sacrifice internal to external balance.

A L O O K A H E A D

Chapters 18 and 19 deal with adjustment policies. Specif-
ically, we will examine how a change in the exchange
rate, together with monetary and fiscal policies, can
be used to achieve balance-of-payments equilibrium as
well as full employment without inflation. If the nation

is unwilling to change its exchange rate or allow it
to vary, the government could use monetary policy to
achieve balance-of-payments equilibrium and fiscal pol-
icy to achieve full employment but would have no policy,
except price controls, to fight inflation.

K E Y T E R M S
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Q U E S T I O N S F O R R E V I E W

1. How does the automatic income adjustment mecha-
nism operate to bring about adjustment in a nation’s
balance of payments? What are the variables that
we hold constant to isolate the income adjustment
mechanism?

2. What is meant by a closed economy? by desired
or planned investment, consumption, and saving?
What is meant by investment being exogenous?
What are a consumption function, a saving func-
tion, and an investment function?

3. What do the MPC and the MPS measure?

4. How is the equilibrium level of national income
determined in a closed economy? How is the size
of the closed economy multiplier (k) determined?

5. What is meant by exports being exogenous? What
is meant by MPM, APM, and nY ?

6. How is the equilibrium level of national income
determined in a small open economy? What is the
value of the foreign trade multiplier (k′)?

7. What is meant when we say that the automatic
income adjustment mechanism brings about incom-
plete adjustment in the balance of trade or pay-
ments?

8. What is meant by foreign repercussions? When is
it not safe to ignore them?

9. What is the multiplier formula for Nation 1 with
foreign repercussions for an autonomous increase
in its exports that replaces domestic production in
Nation 2?

10. What is the multiplier formula for an autonomous
increase in investment in Nation 1? in Nation 2?
How are foreign repercussions related to interna-
tional business cycles?

11. What is meant by the elasticity approach? the
absorption approach? In what way does the absorp-
tion approach integrate the automatic price and
income adjustment mechanisms?

12. What happens to the trade balance of a deficit
nation if it allows its currency to depreciate or
devalue from a position of full employment? How
can real domestic absorption be reduced?

13. What is meant by automatic monetary adjustments?
How do they help to adjust balance-of-payments
disequilibria?

14. How do all the automatic adjustment mechanisms
operate together to correct a deficit in a nation’s
balance of payments under a fixed or managed
exchange rate system when the nation operates at
less than full employment? What is the disadvan-
tage of each automatic adjustment mechanism?

P R O B L E M S

1. Given C = 100 + 0.8Y and autonomous invest-
ment I = 100, draw a figure showing the equilib-
rium level of national income.

2. For the given in Problem 1:

(a) Write the equation of the saving function.

(b) Draw a figure showing the equilibrium level
of national income in terms of desired saving and
investment.

3. Starting from the given and figure of Problem 1,
and assuming that autonomous investment expen-

ditures increase from I = 100 to I ′ = 200, draw
a figure in terms of total expenditures showing the
new equilibrium level of national income.

4. Starting from the given and figure of Problem 2, and
assuming that autonomous investment expenditures
increase from I = 100 to I ′ = 200:

(a) Draw a figure in terms of desired saving and
investment showing the new equilibrium level of
national income.

(b) Determine the value of the multiplier.
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*5. Given C = 100 + 0.8Y, M = 150 + 0.20Y , I =
100, and X = 350:

(a) Determine YE algebraically.

(b) Show the determination of YE graphically as
in the top panel of Figure 17.3.

*6. For the same given as in Problem 5, show the deter-
mination of YE graphically as in the bottom panel
of Figure 17.3.

7. Starting with the algebraic and graphical results
of Problems 5 and 6, determine algebraically and
determine graphically the effect on YE of an
autonomous:

(a) Increase in X of 200.

(b) Increase in I of 200.

(c) Increase in X and I of 200.

8. Starting with the algebraic and graphical results
of Problems 5 and 6, determine algebraically and
determine graphically the effect on YE of an
autonomous:

(a) Decrease in S of 100.

(b) Decrease in M of 100.

(c) Decrease in S and M of 100.

*= Answer provided at www.wiley.com/college/
salvatore.

*9. Assuming that Nations 1 and 2 are both large,
and starting from the equilibrium level of national
income and equilibrium in the trade balance in
Nation 1, and given that MPS1 = 0.20, MPS2 =
0.15, MPM1 = 0.20, and MPM2 = 0.10, find the
change in the equilibrium level of national income
and the trade balance in Nation 1 for:

(a) An autonomous increase in the exports of
Nation 1 of 200 that replaces domestic production
in Nation 2.

(b) An autonomous increase in investment of 200
in Nation 1.

10. Do the same as in Problem 9 for an autonomous
increase in investment of 200 in Nation 2.

11. Do the same as in Problem 9 for the numerical
example in Section 17.4.

12. Starting from your graphical results of Problem 7b,
show graphically the effect on YE and on X − M
of a depreciation of the nation’s currency from a
position of full employment and a trade deficit.

13. Under what conditions would Equation (17-8) not
hold in the real world?

14. Identify the advantages of automatic over policy
adjustments to correct a trade disequilibrium.

APPENDIX
In this appendix, Section A17.1 presents the mathematical derivation of the foreign trade
multipliers with foreign repercussions, and Section A17.2 examines the transfer problem.

A17.1 Derivation of Foreign Trade Multipliers with Foreign
Repercussions

For the purpose of deriving foreign trade multipliers with foreign repercussions, we will
simplify the notations by letting nonasterisked symbols refer to Nation 1 and asterisked
symbols refer to Nation 2. Furthermore, we will let s = MPS and m = MPM.

The changes in the equilibrium level of national income for Nation 1 and Nation 2 (from
Equation (17-9)) are

�I + �X = �S + �M

�I ∗ + �X ∗ = �S ∗ + �M ∗ (17A-1)
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We know that �S = s�Y , �M = m�Y , �S ∗ = s∗�Y ∗, and �M ∗ = m∗�Y ∗. We also
know that the change in Nation 1’s exports (�X ) equals the change in Nation 2’s imports
(�M ∗ = m∗�Y ∗), and the change in Nation 2’s exports (�X ∗) equals the change in Nation
1’s imports (�M = m�Y ). Substituting these values into Equation (17A-1), we get

�I + m∗�Y ∗ = s�Y + m�Y

�I ∗ + m�Y = s∗�Y ∗ + m∗�Y ∗ (17A-2)

From Equation (17A-2), we can derive the foreign trade multipliers with foreign repercus-
sions. We begin by deriving the foreign trade multiplier with foreign repercussions for Nation
1 for an autonomous increase in investment in Nation 1 (k∗ given by Equation (17-12)).
Since there is no autonomous change in investment in Nation 2, �I ∗ = 0. Solving the
second equation of (17A-2) for �Y ∗ and substituting into the first equation, we get

m�Y = s∗�Y ∗ + m∗�Y ∗

m�Y = (s∗ + m∗)�Y ∗

m�Y

s∗ + m∗ = �Y ∗

�I + m∗ (m�Y )

s∗ + m∗ = s�Y + m�Y

�I = (s + m)�Y − (m∗m)

s∗ + m∗ �Y

�I =
[
(s + m) − m∗m

s∗ + m∗

]
�Y

�I =
[
(s + m)(s∗ + m∗) − m∗m

s∗ + m∗

]
�Y

�I =
[

ss∗ + m∗m + ms∗ + m∗s + m∗m

s∗ + m∗

]
�Y

�I

�Y
=

[
ss∗ + ms∗ + m∗s

s∗ + m∗

]

�Y

�I
= s∗ + m∗

ss∗ + ms∗ + m∗s

Dividing numerator and denominator by s∗, we get

k∗ = �Y

�I
= 1 + (m∗/s∗)

s + m + (m∗s/s∗)

This is Equation (17-12) given in Section 17.4.
Starting once again with Equation (17A-2), we can similarly derive the foreign trade

multiplier for Nation 1 for an autonomous increase in investment in Nation 2 (k∗∗ given
by Equation (17-13)). Since there is no autonomous change in investment in Nation 1,
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�I = 0. Solving the first equation of (17A-2) for �Y ∗ and substituting into the second
equation, we get

�Y ∗ = (s + m)

m∗ �Y

�I ∗ + m�Y = s∗ (s + m)

m∗ �Y + m∗ (s + m)

m∗ �Y

�I ∗ =
[

s∗ (s + m)

m∗ + m∗ (s + m)

m∗ − m

]
�Y

�I ∗ =
[

s∗s + s∗m

m∗ + m∗s + m∗m

m∗ − mm∗

m∗

]
�Y

�I ∗ =
[

s∗s + s∗m + m∗s

m∗

]
�Y

�Y

�I ∗ = m∗

s∗s + s∗m + m∗s

k∗∗ = �Y

�I ∗ = (m∗/s∗)
s + m + (m∗s/s∗)

This is Equation (17-13) in Section 17.4.
We can now derive the foreign trade multiplier with foreign repercussions for Nation 1 for

an autonomous increase in the exports of Nation 1 that replaces production in Nation 2 (so
that the total combined expenditures in both nations remain unchanged). The autonomous
increase in the exports of Nation 1 has the same effect on the equilibrium level of income
of Nation 1 as an equal autonomous increase in investment in Nation 1 (�Y /�I given by
Equation (17-12)). The equal decrease in expenditures in Nation 2 has the same effect on
the equilibrium level of income of Nation 1 as a decrease in investment in Nation 2 by the
same amount (−�Y /�I ∗ given by Equation (17-13)). Thus,

k ′′ = �Y

�X
= �Y

�I
− �Y

�I ∗

That is, k ′′ is given by Equation (17-12) minus Equation (17-13). This gives
Equation (17-11).

Problem (a) Starting from Equation (17A-2), derive k ′′ for Nation 1 in the same way that
k∗ and k∗∗ were derived. (b) What is the value of the foreign trade multiplier with foreign
repercussions for Nation 1 if the autonomous increase in the exports of Nation 1 represents
entirely an increase in expenditures in Nation 2?

A17.2 The Transfer Problem Once Again
This presentation builds on the discussion of the transfer problem in the appendix to
Chapter 12. The transfer problem is discussed here because it is related to the automatic
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income and price adjustment mechanisms. It deals with the conditions under which a large
and unusual capital transfer is actually accomplished by an export surplus of the paying
nation and an equal import surplus of the receiving nation.

Attention was first focused on this problem in connection with the reparations that Ger-
many had to pay to France after World War I, which gave rise to the now famous debate on
the subject between Keynes and Ohlin (see the Selected Bibliography for the references).
A more recent concern was the transfer problem that arose between petroleum-importing
and petroleum-exporting nations because of the sharp increase in petroleum prices during
the 1970s.

We examine the transfer problem by assuming that both the paying and the receiving
nation are operating under a fixed exchange rate system and full employment. The transfer
of real resources occurs only if expenditures in the paying and/or the receiving country are
affected. If the financial transfer is effected out of idle balances (say, idle bank balances) in
the paying nation and goes into idle balances (saving) in the receiving nation, expenditures
are not affected in either nation and there is no transfer of real resources. For the transfer
of real resources to take place, either taxes must be increased in the paying nation so
as to reduce expenditures and/or expenditures must rise in the receiving nation through a
reduction in taxes or an increase in services.

The reduction in expenditures in the paying nation will induce its imports to fall, while
the increase in expenditures in the receiving nation will induce its imports to rise. In a
two-nation world (the paying and the receiving nation), this leads to a trade surplus in the
paying nation and an equal trade deficit in the receiving nation (if both nations had a zero
trade balance before the transfer). It is only through the trade surplus of the paying nation
and the corresponding trade deficit of the receiving nation that the transfer of real resources
can be accomplished.

If the sum of the MPM in the paying nation and the MPM in the receiving nation equals
1, the entire financial transfer is accomplished with an equal transfer of real resources
(through the change in trade balance). In this case, we say that the adjustment is complete.
If, on the other hand, the sum of the MPMs in the two nations is less than 1, the transfer
of real resources falls short of the transfer of financial resources. In this case, we say that
the adjustment is incomplete. If the sum of the MPMs in the two nations is greater than
1, the transfer of real resources (i.e., the net change in the trade balance in each nation) is
greater than the financial transfer, and the adjustment is said to be over-complete. Finally,
if the trade balance of the paying nation deteriorates instead of improving (so that the trade
balance of the receiving nation improves), the adjustment is said to be perverse. In this
case, there is a transfer of real resources from the receiving to the paying country instead
of the opposite, as is required.

If adjustment via income changes alone is incomplete, the terms of trade of the paying
nation will have to deteriorate (and those of the receiving nation improve) to complete
the adjustment. A deterioration in the paying nation’s terms of trade will further reduce
its real national income and imports. The reduction in its export prices in relation to its
import prices will discourage the nation’s imports and encourage its exports still further,
thus contributing to completion of the transfer. On the other hand, if adjustment via income
changes is overcomplete, the terms of trade of the paying nation must improve to make the
adjustment merely complete.

For example, suppose that Nation A has to transfer (or lend) $100 million to Nation B,
and in the process the income of Nation A falls by $100 million while the income of Nation
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B increases by the same amount. If MPM = m = 0.4 for Nation A and MPM = m∗ = 0.6
for Nation B, Nation A’s imports will fall by $40 million while Nation B’s imports (equal
to Nation A’s exports) will rise by $60 million, for a net improvement of $100 million in
Nation A’s trade balance. As a result, the transfer is complete without any need for the
terms of trade to change. If instead m = 0.2 and m∗ = 0.5, Nation A’s imports will fall
by $20 million while Nation B’s imports (A’s exports) will rise by $50 million, for a net
improvement of only $70 million in Nation A’s balance of trade. A deficit of $30 million
remains in Nation A’s balance of payments (because of the $100 million capital outflow and
$70 million trade balance surplus), and we say that the transfer is incomplete. The terms of
trade of Nation A must then deteriorate and Nation B’s terms of trade improve to complete
the transfer. Finally, if m = 0.5 and m∗ = 0.7, Nation A’s trade balance will improve by
$120 million and the adjustment will be overcomplete. Then Nation A’s terms of trade will
have to improve sufficiently to make the adjustment merely complete.

In the real world, we can expect m + m∗ < 1 and adjustment through income changes
alone to be incomplete. A “secondary burden” of adjustment then falls on the terms of trade;
that is, the terms of trade of the paying nation must deteriorate (and those of the receiving
nation improve) for the transfer to be complete.

Problem Discuss how the transfer arising from the sharp increase in petroleum prices
during the 1970s was accomplished. What happened during the 1980s?
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I N T E R N e t

Data on exchange rates (daily, monthly, and trade-
weighted average from 1971 or 1973) for the United States
and the world’s most important currencies, as well as data
on current account balances, that can be used to find the
effect of exchange rate changes on the trade and current
account balances of the United States and other nations
are found on the Federal Reserve Bank of St. Louis web
site at:

http://research.stlouisfed.org/fred2

Some recent studies on the effect of international trade
and finance on the U.S. economy are found on the web
sites of the Peterson Institute for International Economics
and the Council of Foreign Relations at:

http://www.iie.com

http://www.cfr.org

Data to examine the effect of changes in the trade and cur-
rent account balances on the economy of the United States

are found on the Bureau of Economic Analysis and the
Federal Reserve Bank of St. Louis web sites, respectively,
at:

http://www.bea.doc.gov

http://www.stls.frb.org

Trade data to examine the economic impact of a change in
the trade and current account balances on the economies
of the European Monetary Union and Japan are found on
the web sites of their central bank, respectively, at:

http://www.ecb.int

http://www.boj.or.jp/en/index.htm

Data for measuring the effect of the financial crisis in
Mexico, Latin America, and other emerging markets are
found on the web sites of the Inter-American Development
Bank and the Asian Development Bank at:

http://www.iadb.org

http://www.adb.org
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chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand how a nation can achieve internal and
external balance with fiscal and monetary policies under
a fixed and a flexible exchange rate system

• Understand the difficulties and experiences in achieving
internal and external balance

• Understand the disadvantage of using direct controls to
achieve internal and external balance

18.1 Introduction
In this chapter, we examine the adjustment policies that are used to achieve full
employment with price stability and equilibrium in the balance of payments. The
need for adjustment policies arises because the automatic adjustment mechanisms
discussed in the previous two chapters have serious unwanted side effects (see
Section 17.6c). The economist most responsible for shifting the emphasis from
automatic adjustment mechanisms to adjustment policies was James Meade.

The most important economic goals or objectives of nations are (1) internal
balance, (2) external balance, (3) a reasonable rate of growth, (4) an equitable
distribution of income, and (5) adequate protection of the environment. Internal
balance refers to full employment or a rate of unemployment of no more than,
say, 4 to 5 percent per year (the so-called frictional unemployment arising in the
process of changing jobs) and a rate of inflation of no more than 2 or 3 percent
per year. External balance refers to equilibrium in the balance of payments (or a
desired temporary disequilibrium such as a surplus that a nation may want in order
to replenish its depleted international reserves). In general, nations place priority
on internal over external balance, but they are sometimes forced to switch their
priority when faced with large and persistent external imbalances.

To achieve these objectives, nations have the following policy instruments at
their disposal: (1) expenditure-changing, or demand, policies, (2) expenditure-
switching policies, and (3) direct controls. Expenditure-changing policies include
both fiscal and monetary policies. Fiscal policy refers to changes in government
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expenditures, taxes, or both. Fiscal policy is expansionary if government expenditures are
increased and/or taxes reduced. These actions lead to an expansion of domestic production
and income through a multiplier process (just as in the case of an increase in domestic
investment or exports) and induce a rise in imports (depending on the marginal propensity
to import of the nation). Contractionary fiscal policy refers to a reduction in government
expenditures and/or an increase in taxes, both of which reduce domestic production and
income and induce a fall in imports.

The introduction of the government sector means that the equilibrium condition of
Equation (17-6) (repeated here for ease of reference as Equation (18-1)) must be extended
to become Equation (18-2), where G refers to government expenditures and T to taxes:

I + X = S + M (18-1)

I + X + G = S + M + T (18-2)

Government expenditures (G), just like investments (I) and exports (X), are injections into
the system, while taxes (T), just like savings (S) and imports (M), are a leakage from the
system. Equation (18-2) can also be rearranged as

(G − T ) = (S − I ) + (M − X ) (18-3)

which postulates that a government budget deficit (G > T) must be financed by an excess of
S over I and/or an excess of M over X (see Case Study 18-1). Expansionary fiscal policy
refers to an increase in (G − T), and this can be accomplished with an increase in G , a
reduction in T , or both. Contractionary fiscal policy refers to the opposite.

Monetary policy involves a change in the nation’s money supply that affects domestic
interest rates. Monetary policy is easy if the money supply is increased and interest rates
fall. This induces an increase in the level of investment and income in the nation (through
the multiplier process) and induces imports to rise. At the same time, the reduction in the
interest rate induces a short-term capital outflow or reduced inflow. On the other hand, tight
monetary policy refers to a reduction in the nation’s money supply and a rise in the interest
rate. This discourages investment, income, and imports, and also leads to a short-term capital
inflow or reduced outflow.

(continued)

■ CASE STUDY 18-1 Government, Private-Sector, and Current Account Balances
in the G-7 Countries

Table 18.1 shows the average government balance
(G – T), the private-sector balance (S – I), and
the trade or current account balance (X – M) as a
percentage of GDP for the G-7 countries over the
1996–2000 period and their values in 2001. From
the table we see that Equation (18-3) (slightly
reformulated) holds. For example, for the United
States in 2001, T – G = 0.6 (a budget surplus).

Therefore, G – T = –0.6 is equal to S – I = –4.7
plus M – X or minus X – M = – (−4.1) = +4.1.
Thus, we have –0.6 = –4.7 + 4.1. The table
shows that Japan had the largest budget deficit
and the largest private-sector and current account
surpluses over the 1996–2001 period among the
G-7 countries, while the United States had the
largest private balance and current account deficit.
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■ CASE STUDY 18-1 Continued

■ TABLE 18.1. Government, Private-Sector, and Current Account Balances as a Percentage of
GDP in the G-7 Countries, 1996–2001

Government Private-Sector Current Account
Balances Balances Balances

1996–2000 1996–2000 1996–2000
Country Average 2001 Average 2001 Average 2001

United States −0.1 0.6 −2.7 −4.7 −2.7 −4.1
Japan −5.6 −6.4 7.9 8.5 2.3 2.1
Germany −1.7 −2.5 1.2 1.8 −0.6 −0.7
United Kingdom −0.6 1.1 −0.6 −2.9 −1.2 −1.8
France −2.6 −1.5 4.7 3.0 2.2 1.6
Italy −2.9 −1.4 4.6 1.5 1.6 0.1
Canada 0.5 2.8 −0.4 0.9 0.1 3.7

Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD, December 2001), p. 134.

Expenditure-switching policies refer to changes in the exchange rate (i.e., a devaluation
or revaluation). A devaluation switches expenditures from foreign to domestic commodi-
ties and can be used to correct a deficit in the nation’s balance of payments. But it also
increases domestic production, and this induces a rise in imports, which neutralizes a part
of the original improvement in the trade balance. A revaluation switches expenditures from
domestic to foreign products and can be used to correct a surplus in the nation’s balance
of payments. This also reduces domestic production and, consequently, induces a decline
in imports, which neutralizes part of the effect of the revaluation.

Direct controls consist of tariffs, quotas, and other restrictions on the flow of international
trade and capital. These are also expenditure-switching policies, but they can be aimed at
specific balance-of-payments items (as opposed to a devaluation or revaluation, which is a
general policy and applies to all items at the same time). Direct controls in the form of price
and wage controls can also be used to stem domestic inflation when other policies fail.

Faced with multiple objectives and with several policy instruments at its disposal, the
nation must decide which policy to utilize to achieve each of its objectives. According to
Tinbergen (Nobel prize winner in economics in 1969), the nation usually needs as many
effective policy instruments as the number of independent objectives it has. If the nation
has two objectives, it usually needs two policy instruments to achieve the two objectives
completely ; if it has three objectives, it requires three instruments, and so on. Sometimes
a policy instrument directed at a particular objective also helps the nation move closer to
another objective. At other times, it pushes the nation even farther away from the second
objective. For example, expansionary fiscal policy to eliminate domestic unemployment will
also reduce a balance-of-payments surplus, but it will increase a deficit.

Since each policy affects both the internal and external balance of the nation, it is crucial
that each policy be paired with and used for the objective toward which it is most effective,
according to the principle of effective market classification developed by Mundell . We will
see in Section 18.6a that if the nation does not follow this principle, it will move even
farther from both balances.
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In Section 18.2, we analyze the use of expenditure-changing and expenditure-switching
policies to achieve both internal and external balance. Section 18.3 introduces new tools of
analysis to define equilibrium in the goods market, in the money market, and in the balance
of payments. These new analytical tools are then used to examine ways to reach internal
and external balance with fixed exchanges in Section 18.4 and with flexible exchange rates
in Section 18.5. Section 18.6 presents and evaluates the so-called assignment problem, or
how fiscal and monetary policies must be used to achieve both internal and external balance.
In Section 18.6b, we relax the assumption that domestic prices remain constant until full
employment is reached. Section 18.7 then examines direct controls. In the appendix, we
derive the condition for equilibrium in the goods market, in the money market, and in the
balance of payments and present a mathematical summary of these new tools of analysis.

18.2 Internal and External Balance with
Expenditure-Changing and Expenditure-
Switching Policies

In this section, we examine how a nation can simultaneously attain internal and external
balance with expenditure-changing and expenditure-switching policies. For simplicity we
assume a zero international capital flow (so that the balance of payments is equal to the
nation’s trade balance). We also assume that prices remain constant until aggregate demand
begins to exceed the full-employment level of output. The assumption of no international
capital flow is relaxed in the next section, and the assumption of no inflation until full
employment is reached is relaxed in Section 18.6b.

In Figure 18.1, the vertical axis measures the exchange rate (R). An increase in R refers
to a devaluation and a decrease in R to a revaluation. The horizontal axis measures real
domestic expenditures, or absorption (D). Besides domestic consumption and investments,
D also includes government expenditures (which can be manipulated in the pursuit of fiscal
policy).

The EE curve shows the various combinations of exchange rates and real domestic
expenditures, or absorption, that result in external balance. The EE curve is positively
inclined because a higher R (due to a devaluation) improves the nation’s trade balance (if
the Marshall–Lerner condition is satisfied) and must be matched by an increase in real
domestic absorption (D) to induce imports to rise sufficiently to keep the trade balance in
equilibrium and maintain external balance. For example, starting from point F on EE , an
increase in R from R2 to R3 must be accompanied by an increase in D from D2 to D3 for the
nation to maintain external balance (point J ′ on EE ). A smaller increase in D will lead to a
balance-of-trade surplus, while a larger increase in D will lead to a balance-of-trade deficit.

On the other hand, the YY curve shows the various combinations of exchange rates (R)
and domestic absorption (D) that result in internal balance (i.e., full employment with price
stability). The YY curve is negatively inclined because a lower R (due to a revaluation)
worsens the trade balance and must be matched with larger domestic absorption (D) for the
nation to remain in internal balance. For example, starting from point F on YY , a reduction
in R from R2 to R1 must be accompanied by an increase in D from D2 to D3 to maintain
internal balance (point J on YY ). A smaller increase in D will lead to unemployment, while
a larger increase in D will lead to excess aggregate demand and (demand-pull) inflation.
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In Figure 18.1, we see that only at point F (i.e., at R2 and D2), defined as where the
EE and YY curves intersect, will the nation be simultaneously in external and internal
balance. With points above the EE curve referring to external surpluses and points below
referring to deficits, and with points below the YY curve referring to unemployment and
points above referring to inflation, we can define the following four zones of external and
internal imbalance (see the figure):

Zone I External surplus and internal unemployment

Zone II External surplus and internal inflation

Zone III External deficit and internal inflation

Zone IV External deficit and internal unemployment

From the figure we can now determine the combination of expenditure-changing and
expenditure-switching policies required to reach point F . For example, starting from point
C (deficit and unemployment), both the exchange rate (R) and domestic absorption (D) must
be increased to reach point F . By increasing R only, the nation can reach either external
balance (point C ′ on the EE curve) or, with a larger increase in R, internal balance (point
C ′′ on the YY curve), but it cannot reach both simultaneously. Similarly, by increasing
domestic absorption only, the nation can reach internal balance (point J on the YY curve),

FIGURE 18.1. Swan Diagram.
The vertical axis measures the exchange rate and the horizontal axis real domestic expenditures, or
absorption. Points on the EE curve refer to external balance, with points to the left indicating external
surplus and points to the right indicating external deficit. Points on the YY curve refer to internal balance,
with points to the left indicating internal unemployment and points to the right indicating internal inflation.
The crossing of the EE and YY curves defines the four zones of external and internal imbalance and helps
us determine the appropriate policy mix to reach external and internal balance simultaneously at point F.
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but this leaves an external deficit because the nation will be below the EE curve. Note that
although both point C and point H are in zone IV, point C requires an increase in domestic
absorption while point H requires a decrease in domestic absorption to reach point F (see
the figure).

Even if the nation were already in internal balance, say, at point J on YY , a devaluation
alone could get the nation to point J ′ on EE , but then the nation would face inflation.
Thus, two policies are usually required to achieve two goals simultaneously. Only if the
nation happens to be directly across from or directly above or below point F will the
nation be able to reach point F with a single policy instrument. For example, from point
N the nation will be able to reach point F simply by increasing domestic absorption from
D1 to D2. The reason is that this increase in domestic absorption induces imports to rise
by the precise amount required to eliminate the original surplus without any change in
the exchange rate. But this is unusual. The precise combination of expenditure-changing
and expenditure-switching policies for each of the four zones of Figure 18.1 is left as an
end-of-chapter problem. Figure 18.1 is called a Swan diagram in honor of Trevor Swan , the
Australian economist who introduced it.

Under the fixed exchange rate system that prevailed from the end of World War II until
1971, industrial nations were generally unwilling to devalue or revalue their currency even
when they were in fundamental disequilibrium. Surplus nations enjoyed the prestige of
the surplus and the accumulation of reserves. Deficit nations regarded devaluation as a
sign of weakness and feared it might lead to destabilizing international capital movements
(see Chapter 21). As a result, nations were left with only expenditure-changing policies
to achieve internal and external balance. This presented a serious theoretical problem until
Mundell showed how to use fiscal policy to achieve internal balance and monetary policy
to achieve external balance. Thus, even without an expenditure-switching policy, nations
could theoretically achieve both internal and external balance simultaneously.

18.3 Equilibrium in the Goods Market, in the Money
Market, and in the Balance of Payments

We now introduce the Mundell–Fleming model to show how a nation can use fiscal and
monetary policies to achieve both internal and external balance without any change in the
exchange rate. To do so, we need some new tools of analysis. These are introduced at an
intuitive level in this section and rigorously in the appendix. The intuitive presentation here
is adequate for our purposes, and there is no need to go to the appendix to understand what
follows in the remainder of the chapter. The new tools introduced in this section will then
be utilized in the next section to proceed with our analysis.

The new tools of analysis take the form of three curves: the IS curve, showing all points at
which the goods market is in equilibrium; the LM curve, showing equilibrium in the money
market; and the BP curve, showing equilibrium in the balance of payments. Short-term
capital is now assumed to be responsive to international interest rate differentials. Indeed,
it is this response that allows us to separate fiscal from monetary policies and direct fiscal
policy to achieve internal balance and monetary policy to achieve external balance.

The IS, LM , and BP curves are shown in Figure 18.2. The IS curve shows the various
combinations of interest rates (i) and national income (Y) that result in equilibrium in the

(c) ketabton.com: The Digital Library



Salvatore c18.tex V2 - 11/02/2012 7:37 A.M. Page 579

18.3 Equilibrium in the Goods Market, in the Money Market, and in the Balance of Payments 579

0

R
at

e 
of

 in
te

re
st

 (
i)

YE = 1000

2.5

5.0

8.0

National income (Y)

7.0

YF = 1500

IS

U

E

Z

LM

BP
F

FIGURE 18.2. Equilibrium in the Goods and Money Markets and in the Balance of Payments.
The IS, LM, and BP curves show the various combinations of interest rates and national income at which the
goods market, the money market, and the nation’s balance of payments, respectively, are in equilibrium.
The IS curve is negatively inclined because lower rates of interest (and higher investments) are associated
with higher incomes (and higher savings and imports) for the quantities of goods and services demanded
and supplied to remain equal. The LM curve is positively inclined because higher incomes (and a larger
transaction demand for money) must be associated with higher interest rates (and a lower demand for
speculative money balances) for the total quantity of money demanded to remain equal to the given
supply of money. The BP curve is also positively inclined because higher incomes (and imports) require
higher rates of interest (and capital inflows) for the nation to remain in balance-of-payments equilibrium.
All markets are in equilibrium at point E, where the IS, LM, and BP curves cross at i = 5.0%, and YE = 1000.
However, YE < YF .

goods market. The goods market is in equilibrium whenever the quantity of goods and
services demanded equals the quantity supplied, or when injections into the system equal
leakages, as shown by Equation (18-2). The level of investment (I) is now taken to be
inversely related to the rate of interest (i). That is, the lower the rate of interest (to borrow
funds for investment purposes), the higher is the level of investment (and national income,
through the multiplier process). As in Chapter 17, saving (S) and imports (M) are a positive
function of, or increase in, the level of income of the nation (Y), while the nation’s exports
(X), government expenditures (G), and taxes (T) are taken to be exogenous, or independent,
of Y . With this in mind, let’s see why the IS curve is negatively sloped.

The interest rate of i = 5.0% and national income of YE = 1000 define one equilibrium
point in the goods market (point E on the IS curve). The IS curve is negatively inclined
because at lower interest rates, the level of investment is higher so that the level of national
income will also have to be higher to induce a higher level of saving and imports to once
again be equal to the higher level of investment. At that point, the nation’s goods market is
once again in equilibrium. Exports, government expenditures, and taxes are not affected by
the increase in the level of national income because they are exogenous. Thus, equilibrium
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in the nation’s goods market is reestablished when �I = �S + �M . For example, at i =
2.5%, the level of investment will be higher than at i = 5.0%, and the level of national
income will have to be YF = 1500 (the full-employment level of income) to maintain
equilibrium in the goods market (point U on the IS curve). At Y < 1500 (with i = 2.5%),
there is unemployment, and at Y > 1500 there is inflation.

The LM curve shows the various combinations of interest rates (i) and national income
(Y) at which the demand for money is equal to the given and fixed supply of money, so that
the money market is in equilibrium. Money is demanded for transactions and speculative
purposes. The transaction demand for money consists of the active working balances held for
the purpose of making business payments as they become due. The transaction demand for
money is positively related to the level of national income. That is, as the level of national
income rises, the quantity demanded of active money balances increases (usually in the
same proportion) because the volume of transactions is greater. The speculative demand for
money arises from the desire to hold money balances instead of interest-bearing securities.
The reason for the preference for money balances is to avoid the risk of falling security
prices. Furthermore, money balances will allow the holder to take advantage of possible
future (financial) investment opportunities. However, the higher the rate of interest, the
smaller is the quantity of money demanded for speculative or liquidity purposes because
the cost (interest foregone) of holding inactive money balances is greater.

At i = 5.0% and YE = 1000, the quantity of money demanded for transaction purposes
plus the quantity demanded for speculative purposes equals the given supply of money so
that the money market is in equilibrium (point E on the LM curve). The LM curve is
positively inclined because the higher the rate of interest (i ), the smaller the quantity of
money demanded for speculative purposes. The remaining larger supply of money available
for transaction purposes will be held only at higher levels of national income. For example,
at r = 7.0%, the level of national income will have to be YF = 1500 (point Z on the LM
curve) for the money market to remain in equilibrium. At Y < 1500 (and r = 7.0%), the
demand for money falls short of the supply of money, while at Y > 1500, there is an excess
demand for money. To be noted is that the LM curve is derived on the assumption that the
monetary authorities keep the nation’s money supply fixed.

The BP curve shows the various combinations of interest rates (i) and national income
(Y) at which the nation’s balance of payments is in equilibrium at a given exchange rate.
The balance of payments is in equilibrium when a trade deficit is matched by an equal
net capital inflow, a trade surplus is matched by an equal net capital outflow, or a zero
trade balance is associated with a zero net international capital flow. One point of external
balance is given by point E on the BP curve at i = 5.0% and YE = 1000. The BP curve is
positively inclined because higher rates of interest lead to greater capital inflows (or smaller
outflows) and must be balanced with higher levels of national income and imports for the
balance of payments to remain in equilibrium.

For example, at i = 8.0%, the level of national income will have to be YF = 1500
for the nation’s balance of payments to remain in equilibrium (point F on the BP curve).
To the left of the FE curve, the nation has a balance-of-payments surplus and to the right
a balance-of-payments deficit. The more responsive international short-term capital flows
are to changes in interest rates, the flatter is the BP curve. The BP curve is drawn on
the assumption of a constant exchange rate. A devaluation or depreciation of the nation’s
currency shifts the BP curve down since the nation’s trade balance improves, and so a lower
interest rate and smaller capital inflows (or greater capital outflows) are required to keep
the balance of payments in equilibrium. On the other hand, a revaluation or appreciation
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of the nation’s currency shifts the BP curve upward. Since we are here assuming that the
exchange rate is fixed, the BP curve does not shift.

In Figure 18.2, the only point at which the nation is simultaneously in equilibrium in
the goods market, in the money market, and in the balance of payments is at point E ,
where the IS , LM , and BP curves cross. Note that this equilibrium point is associated
with an income level of YE = 1000, which is below the full-employment level of national
income of YF = 1500. Also to be noted is that the BP curve need not cross at the IS−LM
intersection. In that case, the goods and money markets, but not the balance of payments,
would be in equilibrium. However, a point such as E , where the nation is simultaneously in
equilibrium in all three markets, is a convenient starting point to examine how the nation, by
the appropriate combination of fiscal and monetary policies, can reach the full-employment
level of national income (and remain in external balance) while keeping the exchange
rate fixed.

18.4 Fiscal and Monetary Policies for Internal and
External Balance with Fixed Exchange Rates

In this section, we first examine the effect of fiscal policy on the IS curve and the effect of
monetary policy on the LM curve, and then we show how fiscal and monetary policies can
be used to reach internal and external balance, starting from a position of external balance
and unemployment (point E in Figure 18.2), or alternatively, starting from a condition of
unemployment and deficit in the balance of payments, and finally assuming that capital
flows are perfectly elastic.

18.4A Fiscal and Monetary Policies from External Balance
and Unemployment

An expansionary fiscal policy in the form of an increase in government expenditures and/or
a reduction in taxes (which increases private consumption) shifts the IS curve to the right so
that at each rate of interest the goods market is in equilibrium at a higher level of national
income. On the other hand, a contractionary fiscal policy shifts the IS curve to the left. An
easy monetary policy in the form of an increase in the nation’s money supply shifts the LM
curve to the right, indicating that at each rate of interest the level of national income must
be higher to absorb the increase in the money supply. On the other hand, a tight monetary
policy reduces the nation’s money supply and shifts the LM curve to the left. Monetary and
fiscal policies will not directly affect the BP curve, and since we are here assuming that the
exchange rate is fixed, the BP curve remains unchanged (i.e., it does not shift).

Figure 18.3 shows that the nation of Figure 18.2 can reach the full-employment level
of national income or internal balance and remain in external balance by combining the
expansionary fiscal policy that shifts the IS curve to the right to IS ′ and the tight monetary
policy that shifts the LM curve to the left to LM ′ in such a way that broken curves IS ′
and LM ′ intersect the unchanged BP curve at the full-employment level of income of
YF = 1500 and i = 8.0% (point F ). That is, the worsened trade balance resulting from the
increase in national income (an induced rise in imports) is matched by an equal increase in
capital inflows (or reduction in capital outflows) as the interest rate rises to i = 8.0% so as
to keep the nation’s balance of payments in equilibrium.
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FIGURE 18.3. Fiscal and Monetary Policies from Domestic Unemployment and External Balance.
Starting from point E with domestic unemployment and external balance, the nation can reach the
full-employment level of national income of YF = 1500 with external balance by pursuing the expansionary
fiscal policy that shifts the IS curve to the right to IS ′ and the tight monetary policy that shifts the LM curve
to the left to LM′, while holding the exchange rate fixed. All three markets are then in equilibrium at point
F, where curves IS ′ and LM′ cross on the unchanged BP curve at i = 8.0% and YF = 1500.

The nation could reach the full-employment level of national income by the easy mon-
etary policy that shifts the LM curve to the right so as to cross the unchanged IS curve
at point U . However, at point U , the interest rate would be i = 2.5% (which is lower
than i = 5.0% at point E ), and so the worsening trade balance as income rises would be
accompanied by a smaller capital inflow (or larger capital outflow) as the interest rate falls,
leaving a large balance-of-payments deficit. As an alternative, the nation could reach the
full-employment level of national income by the expansionary fiscal policy that shifts the
IS curve to the right so as to cross the LM curve at point Z . At point Z , the interest rate
is higher than at point E so that the worsened trade balance would be accompanied by an
increased capital inflow (or reduced capital outflow). However, this increased capital inflow
or reduced outflow is not sufficient to avoid a deficit in the nation’s balance of payments
(since point Z is to the right of the BP curve).

To reach the full-employment level of national income of YF = 1500 and also have
equilibrium in its balance of payments, the nation should pursue the stronger expansionary
policy that shifts the IS curve not to point Z on the LM curve but to point F on the BP
curve (as in the figure). The tight monetary policy shown in the figure to shift the LM
curve to LM ′, while neutralizing part of the expansionary fiscal policy indicated by IS ′,
also causes the nation’s interest rate to rise to i = 8.0% as required for external balance.
Thus, two conflicting policies (an expansionary fiscal policy and a tight monetary policy)
are required for this nation to reach internal and external balance simultaneously.
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18.4B Fiscal and Monetary Policies from External Deficit
and Unemployment

Figure 18.4 shows an initial situation where the IS and LM curves intersect at point E (as
in Figures 18.2 and 18.3) but the BP curve does not. That is, the domestic economy is
in equilibrium (with unemployment) at i = 5.0% and YE = 1000, but the nation faces a
deficit in its balance of payments because point E is to the right of point B on the BP curve.
That is, external balance requires the level of national income to be Y = 700 at i = 5.0%
(point B on the BP curve). Since YE = 1000 instead, the nation has a deficit in its balance
of payments equal to the excess level of national income of 300 (1000 − 700) times the
marginal propensity to import (MPM ). If MPM = 0.15 (as in Chapter 17), the deficit in the
nation’s balance of payments is (300) (0.15) = 45 (assuming no foreign repercussions: with
foreign repercussions, the balance-of-payments deficit would be smaller). At YE = 1000,
the interest rate would have to be i = 6.5% (point B ′ on the BP curve) for capital inflows
to be larger by 45 (or capital outflows smaller by 45) for the nation’s balance of payments
to be in equilibrium.
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FIGURE 18.4. Fiscal and Monetary Policies from Domestic Unemployment and External Deficit.
Starting from point E with domestic unemployment and external deficit, the nation can reach the
full-employment level of national income of YF = 1500 with external balance by pursuing the expan-
sionary fiscal policy that shifts the IS curve to the right to IS ′ and the tight monetary policy that shifts the LM
curve to the left to LM′, while keeping the exchange rate fixed. All three markets are then in equilibrium
at point F, where curves IS ′ and LM′ cross on the unchanged BP curve at i = 9.0% and YF = 1500. Because
of the original external deficit, the nation now requires a higher interest rate than in Figure 18.3 to reach
external and internal balance.
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Starting from point E , where the domestic economy is in equilibrium with unemploy-
ment and a balance-of-payments deficit (of 45 if MPM = 0.15), the nation can reach the
full-employment level of output of YF = 1500 with external balance by using the expan-
sionary fiscal policy that shifts the IS curve to the right to IS ′ and the tight monetary policy
that shifts the LM curve to the left to LM ′, so that the broken IS ′ and LM ′ curves cross
the unchanged BP curve at i = 9.0% and YF = 1500 (point F in the figure). Note that in
this case the interest rate must rise from i = 5.0% to i = 9.0% rather than to i = 8.0% (as
in Figure 18.3) for the nation to also achieve external balance.

18.4C Fiscal and Monetary Policies with Elastic Capital Flows
In the previous section, we have seen that a country with domestic unemployment and an
external deficit can achieve both internal and external balance simultaneously with the appro-
priate expansionary fiscal policy and tight monetary policy. An inspection of Figure 18.4,
however, reveals that a tight monetary policy was required only because the BP curve was
steeper than the LM curve and was located to the left of the LM curve at the full-employment
level of national income (YF ). This implies that international capital flows are not very
responsive to changes in international interest differentials.

With the elimination of all or most controls on international capital flows among industrial
countries today, however, the BP curve is likely to be much flatter than the one shown in
Figure 18.4 for these countries and to be located to the right of the LM curve at the
full-employment level of income, as shown in Figure 18.5. In that case, a nation that starts
at point E with domestic unemployment and a balance-of-payments deficit (point B is above
point E ) could reach internal and external balance by adopting the expansionary fiscal policy
that shifts the IS curve to IS ′ and the easy monetary policy that shifts the LM curve to
LM ′, in such a way that the IS ′ and LM ′ curves intersect on the unchanged BP curve at
point F , with i = 6.0% and YF = 1500. Since international capital flows are now much
more elastic than in the previous case, the interest rate needs only to rise from i = 5.0% to
i = 6.0%, instead of from i = 5.0% to i = 9.0% as in Figure 18.4. Thus, facing domestic
unemployment and an external deficit, the nation will require an expansionary fiscal policy
but a tight or easy monetary policy to achieve both internal and external balance, depending
on whether the BP curve is to the left or to the right of the LM curve at the full-employment
level of national income (i.e., depending on how responsive capital flows are to interest rate
differentials).

A figure similar to Figure 18.4 or 18.5 could be drawn to show any other combination of
internal and external disequilibria to begin with, together with the appropriate mix of fiscal
and monetary policies required to reach the full-employment level of national income with
external balance and a fixed exchange rate. This type of analysis is essential not only to examine
the workings of the fixed exchange rate system that prevailed from the end of World War II
until 1971, but also to examine the experience of the countries of the European Union as
they sought to maintain stable exchange rates on their way to a common currency (the euro
introduced in January 1999) and for the many developing nations that still peg or keep their
exchange rates fixed in terms of the currency of a large developed nation, a basket of currencies,
or special drawing rights (SDRs). The analysis is also relevant for the United States, Japan,
Canada, and the European Union (after the adoption of the euro) to the extent that they manage
their exchange rates by inducing international capital flows. Case Study 18-2 examines the
relationship between U.S. current account and budget deficits since 1980.
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FIGURE 18.5. Fiscal and Monetary Policies with Elastic Capital Flows.
Starting from point E with domestic unemployment and external deficit, the nation can reach the
full-employment level of national income of YF = 1500 with external balance by pursuing the expan-
sionary fiscal policy that shifts the IS curve to the right to IS ′ and the easy monetary policy that shifts the LM
curve to the right to LM′, while keeping the exchange rate fixed. All three markets are then in equilibrium
at point F, where curves IS ′ and LM′ cross on the unchanged BP curve at i = 6.0% and YF = 1500.

(continued)

■ CASE STUDY 18-2 Relationship between U.S. Current Account and Budget Deficits

Figure 18.6 shows that from 1980 to 1989, 2001
to 2003, and 2010 and 2011, the U.S. current
account deficit and the U.S. budget deficit (the
excess of all government expenditures over all
taxes collected) as percentages of the U.S. gross
domestic product (GDP) moved more or less
together (and for that reason, they are often
referred to as the twin deficits). This does not
mean, however, that the budget deficit fully
explains or causes the current account deficit
because each depends on many other factors, such
as rates of savings, inflation, and growth, as well

as expectations about taxes, interest rates, and
exchange rates in the United States and abroad.
From Equation (18-3), we can see that only if
(S-I) stays the same, do (X-M) and (G-T) move
together . In fact, from 1989 to 2001 and 2003
to 2010, the U.S. current account deficit and the
U.S. budget deficit moved in opposite directions,
with the first rising when the second was falling,
and vice versa. The United States had the largest
budget deficit (11.6 percent of GDP) in 2009 and
the largest current account deficit (6.0 percent of
GDP) in 2006.
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■ CASE STUDY 18-2 Continued

% of GDP

Current
account
balance

Government
budget

–6.0
–5.6
–5.2
–4.8
–4.4
–4.0
–3.6
–3.2
–2.8
–2.4
–2.0
–1.6
–1.2
–0.8
–0.4
–0.0

0.4
0.8
1.2
1.4
1.6
1.8

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012

–6.8
–6.4

–8.4
–8.0
–7.6
–7.2

–9.2
–8.8

–10.4
–10.0

–9.6

–11.2
–10.8

–11.6

FIGURE 18.6. U.S. Current Account and Budget Deficits as a Percentage of GDP, 1980–2012.
From 1980 to 1989, 2001 to 2003, and 2010 to 2011, the U.S. current account deficit and the U.S. budget deficit, as a
percentage of GDP, moved together as ‘‘twins,’’ but they moved in opposite direction in other years.
Sources: Organization for Economic Cooperation Development, Economic Outlook (Paris: OECD, December 2012); D. Salvatore,
‘‘Twin Deficits in the G-7 Countries and Global Structural Imbalances,’’ Journal of Policy Modeling, September 2006, pp. 701–712;
and D. Salvatore, ‘‘Global Imbalances,’’ Princeton Encyclopedia of the World Economy (Princeton, N.J.: Princeton University
Press, 2008), pp. 536–541.

18.4D Fiscal and Monetary Policies with Perfect Capital Mobility
In Figure 18.7, we return to the initial equilibrium condition where all three markets are
simultaneously in equilibrium at point E (as in Figures 18.2 and 18.3), but with perfect
capital mobility (so that the BP curve is now horizontal at i = 5% prevailing on the
world market). This means that a small nation can borrow or lend any desired amount at
5.0 percent. The condition was particularly relevant for small Western European nations
as a result of the high capital market integration that took place during the 1980s and
1990s through the Eurocurrency market. In this extreme case, a small nation can reach the
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FIGURE 18.7. Fiscal and Monetary Policies with Perfect Capital Mobility and Fixed Exchange Rates.
Starting from point E with domestic unemployment and external balance, and perfect capital mobility and
a fixed exchange rate, the nation can reach the full-employment level of national income of YF = 1500 with
the expansionary fiscal policy that shifts the IS curve to the right to IS ′ and with the LM curve shifting to the
right to LM′ because of capital inflows that the nation is unable to neutralize.

full-employment level of national income with equilibrium in its balance of payments by the
appropriate fiscal policy and without any monetary policy. Indeed, in this world of perfect
capital mobility and fixed exchange rates, monetary policy would be entirely ineffective.
This can be shown as follows.

Starting from point E in Figure 18.7, the small nation should pursue the expansionary
fiscal policy that shifts the IS curve to the right to IS ′ so that it crosses the horizontal
BP curve at point F , at YF = 1500. The intersection of the broken IS ′ curve with the
unchanged LM curve at point E ′ indicates a tendency for the nation’s interest rate to rise
to i = 6.25%. However, because of perfect capital mobility at i = 5.0% for this small
nation, there is a capital inflow from abroad that increases the nation’s money supply (as
the foreign currency is exchanged for domestic currency) and shifts the LM curve to LM ′.
As a result, broken curves IS ′ and LM ′ intersect at point F on the horizontal BP curve,
with i = 5.0% and YF = 1500, and the nation is simultaneously in internal and external
balance. In this case, it will be impossible for the small nation to prevent its money supply
from increasing until the LM curve has shifted all the way to LM ′. Only then will capital
inflows come to an end and the nation’s money supply stabilize (at the level given by LM ′).

If this small nation attempted to reach point F by the easy monetary policy that shifts the
LM curve to the right to LM ′, the interest rate would tend to fall to i = 3.75% (point E ′′
in the figure). This would lead to capital outflows , which would reduce the nation’s money
supply to the original level and shift the LM ′ curve back to the original LM position. If the
nation attempted to sterilize, or neutralize, the effect of these capital outflows on its money
supply, it would soon exhaust all of its foreign exchange reserves, and the capital outflows
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would continue until the nation’s money supply had been reduced to the original position
given by the LM curve. Thus, with fixed exchange rates, monetary policy is completely
ineffective if international capital flows are highly elastic, as they are likely to be, for many
small industrial nations in today’s world of highly integrated capital markets. Case Study
18-3 examines the effect of fiscal policy in the United States and its repercussions on the
European Union and on Japan.

(continued)

■ CASE STUDY 18-3 Effect of U.S. Fiscal Policy in the United States and Abroad

Table 18.2 shows the effect of a U.S. restrictive
fiscal policy (through a combination of increase
in taxes and a reduction in government expen-
ditures) equal to 6 percent of GDP on the U.S.
growth rate, inflation rate, trade balance, current
account balance, and short-term interest rates, and

■ TABLE 18.2. Effect of a Restrictive U.S. Fiscal Policy with Fixed Exchange Rates, 2004–2009

Yearly Averages: 2004–2009

Baseline Restrictive End Point (2009) Scenario
Scenario Fiscal Policya with Respect to Baseline

United States
Growth of real GDPb 3.3 2.6 −4.5
Rate of inflationb 1.3 1.6 1.5
Trade balancec −4.7 −3.7 2.1
Current account balancec −5.1 −3.8 2.6
Short-term interest rated 3.9 0.0 −5.4

European Monetary Union
Growth of real GDPb 2.3 2.2 −0.4
Rate of inflationb 1.6 1.7 1.0
Trade balancec 2.5 1.9 −1.4
Current account balancec 1.0 0.3 −1.5
Short-term interest rated 3.6 2.5 −1.5

Japan
Growth of real GDPb 1.6 1.3 −2.0
Rate of inflationb −0.2 −0.7 −2.7
Trade balancec 2.6 2.2 −1.3
Current account balancec 5.0 4.5 −1.3
Short-term interest rated 0.0 0.0 0.0

aRestrictive fiscal policy equal to 6 percent of U.S. GDP.
bNumbers in the first two columns refer to yearly average rates of change; numbers in the third columns show the level in
2009 relative to the baseline.
cPercent of GDP.
dPercent.
Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD, June 2004).

its repercussions on the European Monetary
Union (EMU) and Japan under a fixed exchange
rate system. Effects are measured in relation
to what would have been the case in the
United States without the restrictive fiscal
policy over the 2004–2009 period (baseline
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■ CASE STUDY 18-3 Continued

scenario). The table shows average yearly effects
over the 2004–2009 period and the outcome at the
end of the period (i.e., in 2009) as compared to the
baseline scenario without the U.S. restrictive fiscal
policy.

From the table, we see that a restrictive
fiscal policy equal to 6 percent of GDP in
the United States reduces the average growth
rate of real GDP from 3.3 percent per year
under the baseline scenario to 2.6 percent per
year over the 2004–2009 period in the United
States. The average inflation rate would be 1.6
percent per year instead of the 1.3 percent rate
assumed in the baseline scenario, the average
trade balance would be –3.7 percent of GPD
instead of –4.7 percent, the average current
account balance would be –3.8 percent of GDP
instead of –5.1 percent, and the average short-term

interest rate would be 0.0 instead of 3.9 percent.
The direction of these effects are as anticipated,
except for the increase in the rate of inflation (the
zero interest rate also seems unrealistic).

The last column of the table shows the out-
come in 2009, as compared to the baseline sce-
nario. That is, U.S. growth would be 4.5 percent
lower with respect to the baseline scenario, the
price level would be 1.5 percent higher, the trade
balance would be better by 2.1 percentage points
(say, from –5.0 to –2.9 percent of GDP), the cur-
rent account balance would improve by 2.6 per-
centage points in relation to GDP, and short-term
interest rates would be 5.4 percent points lower
(say, 7.0 instead of 1.6 percent). The U.S. restric-
tive fiscal policy would have repercusions on the
European Monetary Union and Japan, as indicated
in the bottom part of the table.

18.5 The IS–LM–BP Model with Flexible Exchange
Rates

In this section, we utilize the IS–LM–BP model to examine how internal and external
balance can be reached simultaneously with monetary policy under a freely flexible exchange
rate system (or with exchange rate changes). In Section 18.5a we examine the case where
we have imperfect capital mobility, and in Section 18.5b, the case where there is perfect
capital mobility.

18.5A The IS–LM–BP Model with Flexible Exchange Rates
and Imperfect Capital Mobility

We start from point E in Figure 18.8, where all three markets are in equilibrium with
external balance and unemployment (exactly as in Figure 18.2). The government would
then use the easy monetary policy that shifts the LM curve to the right to LM ′ so as to
intersect the IS curve at point U , at YF = 1500 and i = 2.5%. Since point U is to the right
of the BP curve, the nation has an external deficit (because Y is higher and i is lower than
at point E ).

Under a flexible exchange rate system, the nation’s currency depreciates and the BP
curve shifts to the right. At the same time, the depreciation improves the nation’s trade
balance (if the Marshall–Lerner condition is satisfied), and so the IS curve shifts to the
right. The depreciation will also increase domestic prices and the transaction demand for
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FIGURE 18.8. The IS–LM–BP Model with Flexible Exchange Rates.
Starting from point E, where all three markets are in equilibrium with an external balance and domestic
unemployment, the nation could use easy monetary policy to shift the LM curve to the right to LM′ so as
to cross the IS curve at point U and reach the full-employment level of income of YF = 1500. However,
since point U is to the right of the BP curve, the nation has an external deficit. With flexible exchange rates,
the nation’s currency depreciates and this causes the BP and IS curves to shift to the right and the LM′

curve to the left until curves BP ′, IS ′, and LM′′ cross at a point such as E ′, with YE ′ = 1400. The process can
be repeated with additional doses of easy monetary policy until all three markets are in equilibrium at
YF = 1500.

money and shift the LM ′ curve to the left (as the real money supply declines as a result of
rising domestic prices). Equilibrium will be reestablished in all three markets where curves
IS ′ and LM ′′ intersect on the BP ′ curve at a point such as E ′, with YE ′ = 1400 and i =
4.5%. The process can be repeated with additional doses of easy monetary policy until all
three markets are in equilibrium at the full-employment level of national income of YF =
1500. Note that with flexible exchange rates, equilibrium in all three markets will always
be on the BP curve, but now the BP curve also will shift.

The analysis is analogous if, in order to reach the full-employment level of national
income from point E , the nation uses the expansionary fiscal policy that shifts the IS curve
to the right so as to cross the LM curve at point Z . Since point Z is to the right of the
BP curve, the nation will have a deficit in its balance of payments. With flexible exchange
rates, the nation’s currency depreciates and the BP curve shifts to the right. This induces a
rightward shift in the IS curve and a leftward shift in the LM curve, until the IS and LM
curves intersect on the BP curve and all three markets are simultaneously in equilibrium.
Note that the nation may need to apply additional doses of expansionary fiscal policy to
reach the full-employment level of national income of YF = 1500. (You are asked to draw
this figure in Problem 10.)

If the BP curve had been to the right of point Z to begin with, the nation’s currency
would appreciate and this would cause opposite shifts in the BP , IS , and LM curves until
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all three markets are simultaneously in equilibrium at the full-employment level of national
income (see Problem 11, with answer at the end of the book). Note, however, that in either
case (i.e., whether the BP curve is steeper or flatter than the LM curve) when a nation starts
with an easy monetary policy rather than with an expansionary fiscal policy, it ends up with
a lower interest rate, which is a stimulus to long-run growth. What is important is that by
using expenditure-changing (i.e., monetary and/or fiscal) policies to achieve internal balance,
the nation will have to allow the exchange rate to vary or engage in expenditure-switching
policies to achieve external balance simultaneously. We are then back to the analysis in
Section 18.2 and the Swan diagram of Figure 18.1.

18.5B The IS–LM–BP Model with Flexible Exchange Rates
and Perfect Capital Mobility

Starting at point E in Figure 18.9 (the same as in Figure 18.7), with domestic unemployment
and external balance, perfect capital mobility and flexible exchange rates, suppose that the
nation uses the expansionary fiscal policy that shifts the IS curve to IS ′, which intersects
the BP curve at point F at YF = 1500. The intersection of the broken IS ′ curve with
the unchanged LM curve at point E ′ indicates a tendency for the nation’s interest rate to
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FIGURE 18.9. Adjustment Policies with Perfect Capital Flows and Flexible Exchange Rates.
Starting from point E with domestic unemployment and external balance, and perfectly elastic capital
flows and flexible exchange rates, the nation can reach the full-employment level of national income of
YF = 1500 with the easy monetary policy that shifts the LM curve to the right to LM′. This causes the IS curve
to shift to the right to IS ′ (because the tendency of the currency to depreciate improves the nation’s trade
balance) and the LM′ curve back part of the way to LM′′ (because of the reduction in the real money
supply resulting from the increase in domestic prices). The final equilibrium is at point F where the IS ′ and
LM′′ curves cross on the BP curve at YF = 1500.
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rise to i = 6.25%. This leads to massive capital inflows and appreciation of the nation’s
currency, which discourages exports and encourages imports, and shifts the IS ′ curve to
the left and back to its original IS position. Thus, with flexible exchange rates and perfect
capital mobility, fiscal policy is completely ineffective at influencing the level of national
income.

On the other hand, starting from point E , an easy monetary policy that shifts the LM
curve to LM ′ tends to lower the interest rate in the nation (see point E ′′ where the LM ′
curve intersects the IS curve). This would lead to a capital outflow and a tendency of the
nation’s currency to depreciate, which shifts the IS curve to the right to IS ′ (as exports
are stimulated and imports discouraged) and the LM ′ curve a little back to the left to LM ′′
(as the real money supply falls because of rising prices in the nation) in such a way that
the IS ′ and LM ′′ curves cross on the BP curve at point F at YF = 1500. Now the nation
achieves internal and external balance with monetary policy only. Note that we made the
LM ′ curve cross the BP curve a little to the right of YF = 1500 in order to accommodate
the subsequent leftward shift of the LM ′ curve to LM ′′ and show final equilibrium point F
at YF = 1500. Thus, with perfect capital mobility, monetary policy is effective and fiscal
policy ineffective with flexible exchange rates, while fiscal policy is effective and monetary
policy ineffective with fixed exchange rates.

The IS –LM –BP model has been the “workhorse” of economic policy formulation for
open economies during the past four decades. One serious criticism levied against the model
is that it mixes stock and flows. In particular, the LM curve is based on the stock of money,
while the BP curve is based on the flow of capital. Mixing stock and flows is never a good
idea. In this context, the model assumes that a rise in domestic interest rates will lead to a
continuous capital inflow from abroad to finance the nation’s balance-of-payments deficit.
The capital inflow, however, is likely to be of a once-and-for-all type and to come to an
end after investors have readjusted their portfolios following the increase in the domestic
interest rate. Case Study 18-4 examines the effect of monetary policy in the United States
and other OECD nations under flexible exchange rates.

(continued)

■ CASE STUDY 18-4 Effect of Monetary Policy in the United States
and Other OECD Countries

Table 18.3 shows the effect of a 4 percent increase
in the money supply (expansionary monetary
policy) in the United States or in other OECD
countries on the gross national product (GNP),
consumer price index (CPI), interest rate, currency
value, and current account of the United States
and other OECD countries. The OECD—the
Organization for Economic Cooperation and
Development—included all 24 of the world’s
industrial countries at the time of the exercise.
The simulation results were obtained by using
the Multi-Country Model of the Federal Reserve
Board. Although the effects of an increase in

the money supply are felt over several years, the
results reported in Table 18.3 show the effect in
the second year after the money supply increased.

Part A of the table shows that a 4 percent
increase in the U.S. money supply results (through
the multiplier process) in a 1.5 percent increase in
U.S. GNP the year after the United States increased
its money supply. A longer period of time would
show a larger total effect. It also leads to a 0.4
percent increase in the U.S. prices, a 2.2 percent-
age points decline (say, from 6.2 percent to 4.0
percent) in the U.S. short-term interest rate, a 6.0
percent decrease in the international value of the
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■ CASE STUDY 18-4 Continued

dollar (depreciation), and a $3.1 billion deteriora-
tion in the U.S. current account balance (because
the tendency of U.S. imports to rise due to higher
GNP overwhelms the tendency of the dollar depre-
ciation to improve the U.S. current account).

The top right part of the table shows that
the increase in the U.S. money supply leads to a
reduction in the growth of GNP in the rest of the
OECD countries of 0.7 percent, a 0.6 percent fall
in prices, a 0.5 percentage point reduction in the
short-run interest rate, and a deterioration in the
current account balance of $3.5 billion. The effect
on the foreign exchange rates of the rest of OECD
was not estimated. The reduction in the GNP of
the rest of the world may seem strange in view
of the increase in U.S. imports. But the increase
in U.S. imports may be coming from the rest of
the world (developing and OPEC countries) rather
than from other OECD countries. Furthermore, the

■ TABLE 18.3. Estimated Effect in the Second Year of an Increase in the Money Supply by 4
Percent

A. An Increase in the Money Supply in the United States

Effect in the United States Effect in the Rest of OECD

GNP 1.5% −0.7%
CPI 0.4% −0.6%
Interest rate −2.2%a −0.5%a

Currency value −6.0% —
Current account −$3.1 billion −$3.5 billion

B. An Increase in the Money Supply in the Rest of the OECD

Effect in the Rest of OECD Effect in the United States

GNP 1.5% 0.0%
CPI 0.6% −0.2%
Interest rate −2.1%a −0.2%a

Currency value −5.4% —
Current account $3.5 billion $0.1 billion

aPercentage point change.
Source: R. Bryant, D. Henderson, G. Holtham, P. Hooper, and S. Symansky, eds., Empirical Macroeconomics for Interdepen-
dent Economies (Washington, D.C.: Brookings Institution, 1988), p. 23.

repercussions of an expansionary monetary policy
in the United States do not operate only through
trade and are too intricate to evaluate by logical
reasoning alone. That’s why we need a model.

Part B of the table shows that a 4 percent
increase in the money supply in the rest of
OECD would lead to a 1.5 percent increase
in the average GNP, a 0.6 percent increase in
prices, a 2.1 percentage point reduction in the
short-term interest rate, a 5.4 percent currency
depreciation, and a $3.5 billion improvement in
the current account balance of the rest of OECD.
These changes have repercussions in the United
States, where prices fall by 0.2 percent, short-term
interest rates decrease by 0.2 percentage points,
and the U.S. current account improves by $0.1
billion. The net effect on U.S. GNP is nil, and the
effect on the exchange rate of the dollar was not
estimated.
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18.6 Policy Mix and Price Changes
In this section, we first examine the reasons for directing fiscal policy to achieve internal
balance and monetary policy to achieve external balance. Then we evaluate the effectiveness
of this policy mix and the problem created by allowing for cost-push inflation. Finally, we
summarize the policy-mix experience of the United States and the other leading industrial
nations during the postwar period.

18.6A Policy Mix and Internal and External Balance
In Figure 18.10, movements along the horizontal axis away from the origin refer to expan-
sionary fiscal policy (i.e., higher government expenditures and/or lower taxes), while move-
ments along the vertical axis away from the origin refer to tight monetary policy (i.e.,
reductions in the nation’s money supply and increases in its interest rate).
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FIGURE 18.10. Effective Market Classification and the Policy Mix.
Moving to the right on the horizontal axis refers to expansionary fiscal policy, while moving upward along
the vertical axis refers to tight monetary policy and higher interest rates. The various combinations of
fiscal and monetary policies that result in internal balance are given by the IB line, and those that result in
external balance are given by the EB line. The EB line is flatter than the IB line because monetary policy
also induces short-term international capital flows. Starting from point C in zone IV, the nation should use
expansionary fiscal policy to reach point C1 on the IB line and then tight monetary policy to reach point C2
on the EB line, on its way to point F, where the nation is simultaneously in internal and external balance. If
the nation did the opposite, it would move to point C ′

1 on the EB line and then to point C ′
2 on the IB line,

thus moving farther and farther away from point F.
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The IB line in the figure shows the various combinations of fiscal and monetary policies
that result in internal balance (i.e., full employment with price stability) in the nation. The
IB line is positively inclined because an expansionary fiscal policy must be balanced by
a tight monetary policy of a sufficient intensity to maintain internal balance. For example,
starting at point F in Figure 18.10, an increase in government expenditures that moves the
nation to point A leads to excess aggregate demand, or demand-pull inflation. This can be
corrected or avoided by the tight monetary policy and higher interest rate that moves the
nation to point A′ on the IB line. A tight monetary policy that leaves the nation’s interest rate
below that indicated by point A′ does not eliminate the excess aggregate demand entirely
and leaves some inflationary pressure in the nation. On the other hand, a tighter monetary
policy and higher interest rate that moves the nation above point A′ not only eliminates the
inflation created by the increase in government expenditures but leads to unemployment.
Thus, to the right of and below the IB line there is inflation, and to the left of and above
there is unemployment.

On the other hand, the EB line shows the various combinations of fiscal and monetary
policies that result in external balance (i.e., equilibrium in the nation’s balance of payments).
Starting from a point of external balance on the EB line, an expansionary fiscal policy
stimulates national income and causes the nation’s trade balance to worsen. This must be
balanced with a tight monetary policy that increases the nation’s interest rate sufficiently
to increase capital inflows (or reduce capital outflows) for the nation to remain in external
balance. For example, starting from point F on the EB line, an expansionary fiscal policy
that moves the nation to point A leads to an external deficit, which can be corrected or
avoided by the tight monetary policy and higher interest rate that moves the nation to
point A′′ on the EB line. As a result, the EB line is also positively inclined. A monetary
policy that moves the nation to a point below point A′′ leaves an external deficit, while a
tighter monetary policy that moves the nation above point A′′ leads to an external surplus.
Thus, to the right of and below the EB line there is an external deficit, and to the left of
and above there is an external surplus.

Only at point F , where the IB and EB lines cross, will the nation be at the same time
in internal and external balance. The crossing of the IB and EB curves in Figure 18.10
defines the four zones of internal and external imbalance. Note that the EB line is flatter
than the IB line. This is always the case whenever short-term international capital flows are
responsive to international interest differentials. This can be explained as follows. Expan-
sionary fiscal policy raises national income and increases the transaction demand for money
in the nation. If monetary authorities increase the money supply sufficiently to satisfy this
increased demand, the interest rate will remain unchanged. Under these circumstances, fiscal
policy affects the level of national income but not the nation’s interest rate. On the other
hand, monetary policy operates by changing the money supply and the nation’s interest
rate. The change in the nation’s interest rate affects not only the level of investment and
national income (through the multiplier process) but also international capital flows. As a
result, monetary policy is more effective than fiscal policy in achieving external balance,
and so the EB line is flatter than the IB line.

Following the principle of effective market classification , monetary policy should be
assigned to achieve external balance and fiscal policy to achieve internal balance. If the
nation did the opposite, it would move farther and farther away from internal and external

(c) ketabton.com: The Digital Library



Salvatore c18.tex V2 - 11/02/2012 7:37 A.M. Page 596

596 Open-Economy Macroeconomics: Adjustment Policies

balance. For example, if from point C in Figure 18.10, indicating unemployment and a
deficit (zone IV), the nation used a contractionary fiscal policy to eliminate the external
deficit and moved to point C ′

1 on the EB line, and then used an easy monetary policy to
eliminate unemployment and moved to point C ′

2 on the IB line, the nation would move
farther and farther away from point F . On the other hand, if the nation appropriately used an
expansionary fiscal policy to reach point C1 on the IB line, and then used a tight monetary
policy to reach point C2 on the EB line, the nation would move closer and closer to point F .
In fact, the nation could move from point C to point F in a single step by the appropriate mix
of expansionary fiscal and contractionary monetary policies (as in the IS –LM –BP models
in Figures 18.3 and 18.4). The nation could similarly reach point F from any other point
of internal and external imbalance by the appropriate combination of fiscal and monetary
policies. This is left as end-of-chapter problems.

The more responsive international short-term capital flows are to interest rate differentials
across nations, the flatter is the EB line in relation to the IB line. On the other hand, if
short-term capital flows did not respond at all to interest differentials, the EB line would
have the same slope as (and coincide with) the IB line so that no useful purpose could be
served by separating fiscal and monetary policies as was done above. In that case, the nation
could not achieve internal and external balance at the same time without also changing its
exchange rate. This would bring us back to the case examined in Section 18.2.

18.6B Evaluation of the Policy Mix with Price Changes
The combination of fiscal policy to achieve internal balance and monetary policy to
achieve external balance with a fixed exchange rate faces several criticisms. One of these
is that short-term international capital flows may not respond as expected to international
interest rate differentials, and their response may be inadequate or even erratic and of a
once-and-for-all nature rather than continuous (as assumed by Mundell). According to
some economists, the use of monetary policy merely allows the nation to finance its deficit
in the short run , unless the deficit nation continues to tighten its monetary policy over
time. Long-run adjustment may very well require exchange rate changes, as pointed out in
Section 18.2.

Another criticism is that the government and monetary authorities do not know precisely
what the effects of fiscal and monetary policies will be and that there are various lags—in
recognition, policy selection, and implementation—before these policies begin to show
results. Thus, the process of achieving internal and external balance described in Section
18.6a using Figure 18.10 is grossly oversimplified. Furthermore, in a nation such as the
United States, it is difficult to coordinate fiscal and monetary policies because fiscal policy
is conducted by one branch of the government while monetary policy is determined by the
semiautonomous Federal Reserve Board. However, the nation may still be able to move
closer and closer to internal and external balance on a step-by-step basis (as indicated by
the arrows from point C in Figure 18.10) if fiscal authorities pursue only the objective
of internal balance and disregard the external imbalance, and if monetary authorities can
be persuaded to pursue only the goal of external balance without regard to the effect that
monetary policies have on the internal imbalance.
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Another difficulty arises when we relax the assumption that prices remain constant until
the full-employment level of national income is reached. Until the 1990s, prices usually
started to rise well before full employment was attained and rose faster as the economy
neared full employment. (The controversial inverse relationship, or trade-off, between the
rate of unemployment and the rate of inflation is summarized by the Phillips curve.) With
price increases or inflation occurring even at less than full employment, the nation has
at least three objectives: full employment, price stability, and equilibrium in the balance
of payments, thus requiring three policies to achieve all three objectives completely. The
nation might then have to use fiscal policy to achieve full employment, monetary policy to
achieve price stability, and exchange rate changes to achieve external balance. In unusual
circumstances, the government may also impose direct controls to achieve one or more of
its objectives when other policies fail. These are examined in the next section. During the
1990s, globalization changed all that as firms resisted price increases because of increased
international competition and workers refrained from demanding wage increases even when
the economy was at full employment for fear of losing their jobs.

Modern nations also have as a fourth objective an “adequate” rate of growth, which
usually requires a low long-term interest rate to achieve. The nation may then attempt to
“twist” the interest rate structure (i.e., change the relationship that would otherwise prevail
between short-term and long-term interest rates), keeping long-term interest rates low (as
required by the growth objective) and allowing higher short-term interest rates (as may be
required for price stability or external balance). Monetary authorities may try to accomplish
this by open market sales of treasury bills (to depress their price and raise short-term interest
rates) and purchases of long-term bonds (to increase their price and lower long-term interest
rates). There is some indication that the United States tried to do this during the early 1960s
but without much success.

18.6C Policy Mix in the Real World
If we look at the policy mix that the United States and the other leading industrial nations
actually followed during the fixed exchange rate period of the 1950s and 1960s, we find
that most of these nations generally used fiscal and monetary policies to achieve internal
balance and switched their aims only when the external imbalance was so serious that it
could no longer be ignored. Even then, these nations seemed reluctant to use monetary
policy to correct the external imbalance and instead preferred using direct controls over
capital flows (discussed in the next section). During this period, the United Kingdom and
France were forced to devalue their currencies, while Germany had to revalue the mark.
Canada, unable to maintain a fixed exchange rate, allowed its dollar to fluctuate.

During the period of flexible but managed exchange rates since 1971, the leading nations
seemed content, for the most part, to leave to the exchange rate the function of adjusting
to external imbalances and generally directed fiscal and monetary policies to achieve inter-
nal balance. Indeed, during the oil crisis of the 1970s, nations even attempted to manage
the exchange rate to support their efforts to contain domestic inflationary pressures. How-
ever, since financial markets were subject to rapidly changing expectations and adjusted
much more quickly than real markets (e.g., exports and imports), there was a great deal of
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volatility and overshooting of exchange rates about equilibrium rates. As inflationary pres-
sures subsided during the first half of the 1980s, the leading nations generally continued to
direct fiscal and monetary policies to achieve internal balance but (except for the United
States) sometimes switched monetary policy toward the external imbalance as they attempted
to manage their exchange rates.

By 1985, it became evident that the dollar was grossly overvalued and showed no ten-
dency to drop in value as a result of purely market forces. The huge budget deficit of
the United States kept real interest rates higher in the United States than abroad, and this
attracted very large capital inflows to the United States, which resulted in a large overval-
uation of the dollar, huge trade deficits, and calls for protectionism (see Section 13.5). The
United States then organized a coordinated international effort with the other four leading
industrial nations (Germany, Japan, France, and England) to intervene in foreign exchange
markets to correct the overvaluation of the dollar. From 1986 to 1991, the United States
advocated a simultaneous equal and coordinated reduction in interest rates in the leading
nations so as to stimulate growth and reduce unemployment without directly affecting trade
and capital flows.

From its peak in February 1985, the dollar depreciated more or less continuously until
1988, but the U.S. current account deficit did not begin to improve until the end of 1987
(refer to Figure 16.6). In 1990 and 1991, reunified Germany pushed its interest rates up
to avoid inflationary pressures at home, encourage domestic savings, and attract foreign
capital to help finance the rebuilding of East Germany, while the United States and other
industrialized countries of Europe lowered their interest rates to fight weak economies and
recession. Thus, the leading industrial countries continued to give priority to their internal
balance and to direct monetary policy to achieve internal rather than external balance.

From 1992 to 1997, interest rates were reduced in Europe in order to stimulate anemic
growth after the deep recession of the early 1990s, but increased in the United States in
order to contain inflationary pressures in the face of relatively rapid growth. From 1997 to
2000, growth and interest rates were much higher in the United States than in Europe and
Japan, and the United States received huge inflows of foreign financial capital and direct
investments, which led to growing dollar appreciation and trade deficits. In 2001, the high-
tech bubble burst and the United States fell into a recession. From 2001 to 2003, the Fed
sharply reduced the interest rate to 1 percent (the lowest in 40 years) and President Bush
pushed a huge budget stimulus package.

With resumption of rapid growth in the United States in 2004, the Federal Reserve Bank
(or the Fed) and the European Central Bank started raising interest rates in 2006 and 2007
in order to contain growing inflationary pressures. But then the the Fed and the European
Central Bank (ECB) reversed course and cut interest rates sharply in 2008 and 2009 (the
Fed almost to zero) and introduced huge stimulus packages to combat the deep recession
that resulted from the global financial crisis. Economic recovery, however, remained slow
in 2010 and 2011 (this is discussed in detail in Section 21.6). From 2006, the huge U.S.
current account deficit began to decline as a result of the depreciation of the dollar from
2002 (see Figure 16.6). Case Study 18-5 provides an overview of U.S. monetary and fiscal
policies since 2000, while Case Study 18-6 shows that the recession would have been much
deeper without the strong fiscal and monetary action undertaken by the U.S. government
and the Fed.
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■ CASE STUDY 18-5 U.S. Monetary and Fiscal Policies during the Past Decade

Table 18.4 presents U.S. macroeconomic data that
summarize the course of U.S. monetary policy (mea-
sured by the growth rate of the money supply) and
fiscal policy (measured by the budget balance) and
their effects on other macro variables from 2000 to
2011. The first row shows that the United States
experienced rapid growth in 2000, faced a mild
recession in 2001 (but nevertheless managed a small
positive growth for the year as a whole), saw slow
growth in 2002, and experienced relatively high
growth from 2003 to 2006. Growth slowed as a result
of the subprime housing mortgage crisis in 2007 and
was negative (but close to zero) in 2008 as the United
States entered the deep recession of 2009, followed
by very slow recovery in 2010 and 2011.

The second row of Table 18.4 shows a nega-
tive growth of the money supply in 2000 when the
Federal Reserve Bank (the government institution
entrusted with the conduct of monetary policy in
the United States) wrongly thought that the prob-
lem facing the U.S. economy was a resurgence
of inflation. With recession hitting the U.S. econ-
omy instead, the Fed reversed course and increased
the money supply very rapidly in 2001, and again
in 2003 and 2004 to stimulate growth. With
rapid growth resuming in 2004 and the danger of

■ TABLE 18.4. U.S. Macroeconomic Data, 2000–2011

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

1. Growth of real GDP
(percent per year)

4.1 1.1 1.7 2.5 3.5 3.1 2.7 1.9 −0.3 −3.5 3.0 1.7

2. Growth of money supply
(percent per year)

−3.1 8.7 3.2 7.1 5.4 −0.1 −0.6 0.5 16.7 5.7 8.2 18.6

3. Budget balance (as a
percentage of GDP)

1.5 −0.6 −4.0 −5.0 −4.4 −3.3 −2.2 −2.9 −6.6 −11.6 −10.7 −9.7

4. Interest rate (percent per
year)

6.5 3.7 1.8 1.2 1.6 3.5 5.2 5.3 3.2 0.9 0.5 0.4

5. Inflation rate (percent per
year)

3.4 2.8 1.6 2.3 2.7 3.4 3.2 2.9 3.8 −0.3 1.6 3.1

6. Effective exchange rate
(foreign currencies per
dollar, 2000 = 100)

100.0 105.3 105.8 99.6 95.1 92.6 91.0 87.0 84.0 88.7 85.4 81.4

7. Current account balance
(as percentage of GDP)

−4.2 −3.9 −4.3 −4.7 −5.3 −5.9 −6.0 −5.1 −4.7 −2.7 −3.2 −3.1

Sources: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD, May 2012) and
International Monetary Fund, International Financial Statistics (Washington, D.C.: 2012).

inflation arising from the sharp increase in the price
of petroleum and other primary commodities in
2006 and 2007, however, the Fed sharply reduced
the growth of the money supply (which was actu-
ally negative in 2005 and 2006). In 2008, it again
quickly changed course and rapidly expanded the
money supply to combat the financial crisis that
started in 2007, the 2008–2009 recession, and slow
growth in 2010 and 2011.

The budget surplus in 2000 (shown in the
third row) gave way to budget deficits, which
reached 5.0 percent of GDP in 2003, primarily
as the result of the drastic tax cut legislated in
2001–2003 and the cost of the Iraqi war. The bud-
get deficit increased to 6.6 percent of GDP in 2008
and to the all-time high for the postwar period of
11.6 percent of GDP in 2009 as a result of the
huge stimulus package to counter the deep reces-
sion. Row 4 shows that, as expected, the short-term
interest rate moved inversely to the rate of growth
of the money supply, except in 2002, 2007, and
2009. The relationship between the current account
and the exchange rate was examined in Case Study
16.4, while that between the budget deficit and the
current account was discussed in Case Study 18-2.
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■ CASE STUDY 18-6 Deeper U.S. Recession without Strong Fiscal and Monetary Measures

The United States and most other advanced and
emerging market economies adopted very strong
fiscal and monetary measures to overcome the
2008–2009 financial and economic crisis. With-
out those measures, the great recession would have
been deeper and lasted longer.

Figure 18.11 shows the level of U.S. real
GDP under four different scenarios: (1) the base-
line scenario (the top line), which includes the
effect of the strong stimulus package and power-
ful financial measures (huge expansion of liquidity)
undertaken by the United States to combat the

(U.S real GDP. trillions of dollars)

Baseline
No stimulus
No financial
No policy

15

14
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12

11
2008 2009 2010

Year

2011 2012

FIGURE 18.11. Fiscal and Financial Measures in the U.S. Recession.
The top line shows the change in U.S. real GDP from 2008 to 2012 with the stimulus package and financial measures
to combat the 2008–2009 recession. The second and third lines from the top are, respectively, the scenarios with only
financial measures and only the stimulus package. The bottom line is the scenario without any measure.
Source: U.S. Bureau of Economic Analysis, 2010.

great recession of 2009; (2) the scenario using only
financial measures (the second from the top line);
(3) the scenario using only the stimulus package
(the third from the top line); and (4) the scenario
using neither the stimulus package or financial
measures to counter the deep recession (the bot-
tom line). Scenarios 2 and 3 show that U.S. real
GDP would have fallen more and longer; scenario
4 indicates that the U.S. recession would not only
have been much deeper but would have continued
into 2010.

18.7 Direct Controls
Direct controls to affect the nation’s balance of payments can be subdivided into trade
controls (such as tariffs, quotas, and other quantitative restrictions on the flow of international
trade), financial or exchange controls (such as restrictions on international capital flows and
multiple exchange rates), and others. In general, trade controls are both less important
and less acceptable than exchange controls. Direct control can also take the form of price
and wage controls in an attempt to restrain domestic inflation when more general policies
have failed.

(c) ketabton.com: The Digital Library



Salvatore c18.tex V2 - 11/02/2012 7:37 A.M. Page 601

18.7 Direct Controls 601

18.7A Trade Controls
One of the most important trade or commercial controls is the import tariff. This increases
the price of imported goods to domestic consumers and stimulates the domestic production
of import substitutes. On the other hand, export subsidies make domestic goods cheaper to
foreigners and encourage the nation’s exports. In general, an import tariff and an export
subsidy of a given percentage applied across the board on all commodities are equivalent
to a devaluation of the nation’s currency by the same percentage. However, import duties
and export subsidies are usually applied to specific items rather than across the board.
As pointed out in Chapter 9, we can always find an import tariff equivalent to an import
quota. Both are expenditure-switching policies, just as a devaluation is, and both stimulate
domestic production. In general, nations today are not allowed to impose new import tariffs
and quotas except temporarily, when in serious balance-of-payments difficulties.

Another trade control, frequently applied today by developing nations but also used by
some developed nations in the past, is the requirement that the importer make an advance
deposit at a commercial bank of a sum equal to the value or a fraction of the value of
the goods he wishes to import, for a period of time of varying duration and at no interest.
This has the effect of increasing the price of imports by the interest foregone on the sum
deposited with the commercial bank, and it also discourages imports. The nation can impose
an advance deposit of a different amount and length of time on each type of commodity.
Advance deposits are thus flexible devices, but they can be difficult and costly to administer.
A deficit nation may also impose restrictions on foreign travel and tourist expenditures
abroad. A detailed discussion of trade controls and their welfare effects was presented in
Chapter 9.

18.7B Exchange Controls
Turning to financial, or exchange controls, we find that developed nations sometimes impose
restrictions on capital exports when in balance-of-payments deficit and on capital imports
when in surplus. For example, in 1963 the United States imposed the Interest Equalization
Tax on portfolio capital exports and voluntary (later mandatory) restraints on direct invest-
ments abroad to reduce its balance-of-payments deficit. However, while this improved the
U.S. capital account, it certainly reduced U.S. exports and the subsequent return flow of
interest and profit on U.S. foreign investments with an uncertain net effect on the overall
balance of payments.

On the other hand, West Germany and Switzerland sought to discourage capital imports
by allowing lower or no interest on foreign deposits in the face of large balance-of-payments
surpluses and in order to insulate their economies from worldwide inflationary pressures. In
the late 1960s and early 1970s, France and Belgium established a two-tier foreign exchange
market and allowed the exchange rate on capital transactions to fall (i.e., the “financial franc”
to appreciate) as a result of large capital inflows, while keeping the exchange rate higher
on current account transactions (i.e., on the “commercial franc”) in order not to discourage
their exports and encourage their imports. Italy adopted a two-tier foreign exchange market
for many years after the collapse of the Bretton Woods System in 1971, even though it was
administratively difficult and costly to keep the two markets apart.
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In addition, developed nations facing balance-of-payments surpluses and huge capital
inflows often engage in forward sales of their currency to increase the forward discount
and discourage capital inflows. On the other hand, deficit nations often engage in forward
purchases of their currency to increase the forward premium on their currency and dis-
courage capital outflows. The funds for such forward purchases are often borrowed from
surplus nations. For example, under the General Arrangements to Borrow negotiated within
the framework of the International Monetary Fund in 1962 (and renewed several times
subsequently), the Group of Ten most important industrial nations (the United States, the
United Kingdom, West Germany, Japan, France, Italy, Canada, the Netherlands, Belgium,
and Sweden) agreed to lend up to $30 billion to any member of the group facing large
short-term capital outflows (see Section 21.4b). With the rapid globalization and integration
of capital markets that took place during the 1980s and 1990s, however, developed nations
abolished most restrictions on international capital flows.

Most developing nations, on the other hand, have some type of exchange controls.
The most common is multiple exchange rates, with higher exchange rates on luxury and
nonessential imports and lower rates on essential imports. The higher exchange rate on
luxuries and nonessentials makes these foreign products more expensive to domestic buyers
and discourages their importation, while the lower exchange rate on essential imports (such
as capital equipment deemed necessary for development) makes these products cheaper
to domestic users and encourages their importation. An extreme form of exchange con-
trol requires exporters and other earners of foreign exchange to turn in all their exchange
earnings to monetary authorities, who then proceed to allocate the available supply of for-
eign exchange to importers through import licenses and at various rates, depending on how
important the monetary authorities consider the particular import commodity to be. This,
however, encourages black markets, transfer pricing (i.e., under- or over-invoicing—see
Section 12.5a), and corruption. Case Study 18-7 summarizes the prevalence of exchange
controls among the members of the International Monetary Fund in 2011.

18.7C Other Direct Controls and International Cooperation
Government authorities have sometimes imposed direct controls to achieve a purely
domestic objective, such as inflation control, when more general policies have failed. For
example, in 1971 the United States imposed price and wage controls, or an income policy,
to control inflation. However, these price and wage controls were not very successful and
were later repealed. From an efficiency point of view, monetary and fiscal policies and
exchange rate changes are to be preferred to direct controls on the domestic economy
and on international trade and finance. The reason is that direct controls often interfere with
the operation of the market mechanism, while the more general expenditure-changing and
expenditure-switching policies work through the market. Nevertheless, when these general
policies take too long to operate, when their effect is uncertain, or when the problem
affects only one sector of the economy, nations may turn to direct controls as temporary
measures to achieve specific objectives. An example is the “voluntary” export quotas on
Japanese automobiles negotiated by the United States in 1981.

In general, for direct controls and other policies to be effective, a great deal of interna-
tional cooperation is required. For example, the imposition of an import quota by a nation
may result in retaliation by the other nations affected (thus nullifying the effect of the
quota) unless these nations are consulted and understand and agree to the need for such a
temporary measure. The same is true for the exchange rate that a nation seeks to maintain.
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■ CASE STUDY 18-7 Direct Controls on International Transactions Around the World

Table 18.5 summarizes data on the different types
of direct controls that various countries imposed on
international transactions in 2011. From the table,
we see that the most common forms of direct con-
trols on international transactions around the world

■ TABLE 18.5. Direct Controls on International Transactions by IMF Members
in 2011

Type of Restriction Number of Countries

A. Exchange rate structure
1. Dual exchange rates 15
2. Multiple exchange rates 7

B. Arrangements of payments and receipts
1. Bilateral payments arrangements 68
2. Payment arrears 35

C. Controls on proceeds from exports and/or invisible
transactions

1. Repatriation requirements 87
2. Surrender requirements 57

D. Capital (financial) transactions
1. Capital (financial) market securities 144
2. Money market instruments 124
3. Collective investment securities 122
4. Derivatives and other instruments 97
5. Commercial credits 85
6. Financial credits 115
7. Guarantees, sureties, and financial backup facilities 79
8. Direct investments 147
9. Liquidation of direct investments 47

10. Real estate transactions 143
11. Personal capital (financial) transactions 95
12. Commercial banks and other credit institutions 168
13. Institutional investors 140

Source: International Monetary Fund, Exchange Arrangements and Exchange Restrictions (Washington,
D.C.: IMF, 2011).

are capital controls on commercial banks and other
credit institutions; guarantees, securities, and finan-
cial backup facilities; and capital controls on direct
investments, capital market securities, real estate
transactions, and institutional investors.

(One notable exception occurred in the early 1990s when the United States allowed the
dollar to greatly depreciate with respect to the Japanese yen, against Japanese wishes, in an
effort to reduce the large and persistent U.S. trade deficit with Japan.) Similarly, an increase
in the interest rate by a nation to attract more foreign capital may be completely neutralized
if other nations increase their interest rates by the same amount so as to leave international
interest rate differentials unchanged. A more detailed discussion of the process by which
most direct controls were dismantled by developed nations after World War II under the
leadership of the IMF and GATT is presented in Chapter 21.
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S U M M A R Y

1. Adjustment policies are needed because the automatic
adjustment mechanisms discussed in the previous two
chapters have unwanted side effects. The most impor-
tant economic goals or objectives of nations are inter-
nal and external balance. Internal balance refers to
full employment with price stability. External bal-
ance refers to equilibrium in the balance of pay-
ments. To reach these goals, nations have at their
disposal expenditure-changing policies (i.e., fiscal and
monetary policies) and expenditure-switching policies
(devaluation or revaluation). According to the prin-
ciple of effective market classification, each policy
should be paired or used for the objective toward
which it is most effective.

2. In the Swan diagram, the positively inclined EE curve
shows the various combinations of exchange rates and
domestic absorption that result in external balance.
To the left of EE we have external surpluses, and to
the right external deficits. The negatively inclined YY
curve shows the various combinations of exchange
rates and domestic absorption that result in internal
balance. To the left of YY there is unemployment,
and to the right inflation. The intersection of the EE
and YY curves defines the four possible combinations
of external and internal imbalance and helps us deter-
mine the policy mix required to reach internal and
external balance simultaneously (given by the point
of intersection of the two curves).

3. The goods market is in equilibrium whenever the
quantities of goods and services demanded and sup-
plied are equal. The money market is in equilibrium
whenever the quantity of money demanded for trans-
actions and speculative purposes is equal to the given
supply of money. The balance of payments is in equi-
librium whenever a trade deficit is matched by an
equal net capital inflow or a trade surplus is matched
by an equal net capital outflow. The IS, LM , and BP
curves show the various combinations of interest rates
and national income at which the goods market, the
money market, and the balance of payments, respec-
tively, are in equilibrium. The IS curve is negatively
inclined, while the LM and BP curves are usually
positively inclined. The more responsive capital flows

are to interest rate changes, the flatter is the BP curve.
If the three curves intersect at the same point, the
three markets are simultaneously in equilibrium at that
point.

4. Expansionary fiscal policy shifts the IS curve to the
right, and tight monetary policy shifts the LM curve
to the left, but they leave the BP curve unchanged as
long as the exchange rate is kept fixed. Starting from
a condition of domestic unemployment and external
balance, the nation can achieve internal and external
balance simultaneously by the appropriate expansion-
ary fiscal policy and tight monetary policy without
changing the exchange rate. The same general policy
mix is required for the nation to achieve internal and
external balance starting from a condition of internal
unemployment and external deficit, except with high
capital mobility, where expansionary fiscal and easy
monetary policies are required. With perfect capital
mobility and a horizontal BP curve, monetary pol-
icy is completely ineffective, and the nation can reach
internal and external balance with the appropriate fis-
cal policy alone with fixed exchange rates.

5. With flexible exchange rates, the nation could reach
internal and external balance by using only monetary
or fiscal policy. Using monetary policy will have a
greater effect on interest rates in the nation and thus on
its rate of growth. With perfectly elastic international
capital flows and flexible exchange rates, monetary
policy is effective while fiscal policy is completely
ineffective.

6. The IB and EB curves show the various combinations
of fiscal and monetary policies required for the nation
to achieve internal and external balance, respectively.
They are both positively inclined, but the EB curve
is flatter, or more effective for achieving external bal-
ance, because monetary policy also induces short-term
international capital flows. The nation should use fis-
cal policy to achieve internal balance and monetary
policy to achieve external balance. (If the nation does
the opposite, it will move farther and farther away
from internal and external balance.) This policy mix,
however, is relevant only in the short run. In the
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long run, external balance may require a change in
the exchange rate. The existence of inflation at less
than full employment adds price stability as a third
objective. Growth may be a fourth objective. Then,
four policy instruments are usually required. Since the
mid-1980s, the United States has advocated a coordi-
nated effort among the leading industrial nations to
achieve these objectives.

7. Direct controls can be subdivided into trade controls,
exchange controls, and others. Trade controls refer to
tariffs, quotas, advance deposits on imports, and other

selective restrictions on the flow of international trade.
Exchange controls include restrictions on international
capital movements, forward market intervention, and
multiple exchange rates. Other direct controls some-
times applied to reduce inflation when more general
policies have failed are price and wage controls. In gen-
eral, direct controls lead to inefficiencies because they
frequently interfere with the operation of the market
mechanism. For direct controls and other policies to be
effective, international cooperation is often essential.

A L O O K A H E A D

Chapter 19 extends the analysis of adjustment policies in
open economies to also deal with price changes. This is
done within an aggregate demand and aggregate supply
framework. We will examine the effect of international
transactions on aggregate demand and aggregate supply

and show how a nation can achieve full employment, price
stability, and equilibrium in the balance of payments under
fixed and flexible exchange rates, and in the short run and
the long run.

K E Y T E R M S

BP curve, p. 580
Direct controls,

p. 575
Exchange controls,

p. 600
Expenditure-changing

policies, p. 573

Expenditure-switching
policies, p. 575

External balance,
p. 573

Internal balance,
p. 573

IS curve, p. 578

LM curve, p. 580
Multiple exchange

rates, p. 602
Mundell–Fleming

model, p. 578
Phillips curve,

p. 597

Principle of
effective market
classification,
p. 575

Speculative demand
for money,
p. 580

Trade controls,
p. 600

Transaction demand
for money,
p. 580

Q U E S T I O N S F O R R E V I E W

1. Why do nations need policies to adjust
balance-of-payments disequilibria? Which are the
most important objectives of nations?

2. What policies can nations utilize to achieve their
objectives? How do these policies operate to
achieve the intended objectives?

3. What is meant by the principle of effective market
classification? Why is it crucial that nations follow
this principle?

4. What does the EE curve in the Swan diagram
show? What does the YY curve show? What are
the four zones of external and internal imbalance

defined by these two curves? What does the point
of intersection of the EE and YY curves show?

5. How does the Swan diagram help us determine the
policy mix to reach external and internal equilib-
rium simultaneously? Under what conditions does
a single policy instrument help a nation reach both
external and internal balance simultaneously?

6. What does the IS curve show? Why is it nega-
tively inclined? What does the LM curve show?
What is meant by the transaction and speculative
demands for money? Why is the LM curve usu-
ally positively inclined? What does the BP curve
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show? Why is it usually positively inclined? What
determines the slope of the BP curve? Under what
condition are the goods market, the money market,
and the nation’s balance of payments simulta-
neously in equilibrium? Is this necessarily the
full-employment level of income?

7. What effects do expansionary and contractionary
fiscal policies have on the IS curve? What effects
do easy and tight monetary policies have on the
LM curve? Do fiscal and monetary policies directly
affect the BP curve? What would cause the BP
curve to shift down? to shift up?

8. How can fiscal and monetary policies be used
to achieve full employment and external balance
under fixed exchange rates and limited international
capital mobility? with high international capital
mobility?

9. Why is monetary policy completely ineffective with
perfect international capital mobility under fixed
exchange rates?

10. How can a nation use fiscal and mone-
tary policies to correct unemployment and a
balance-of-payments deficit with flexible exchange

rates and imperfect capital mobility? with perfect
international capital mobility?

11. What does the IB curve show? Why is it positively
inclined? What does the EB curve show? Why is
it positively inclined? Why is the EB curve usually
flatter than the IB curve? Why should the nation
use fiscal policy to achieve internal balance and
monetary policy to achieve external balance? What
happens if the nation does the opposite?

12. What are the criticisms faced by the policy mix of
using fiscal policy to achieve internal balance and
monetary policy to achieve external balance? What
happens when the additional objectives of price sta-
bility and growth are recognized as separate goals?

13. What is meant by direct controls? trade controls?
exchange controls? Explain how the most impor-
tant forms of trade and exchange controls operate
to affect the nation’s balance of payments.

14. What are the advantages and the disadvantages of
direct controls? Why do direct controls to affect the
nation’s balance of payments require international
cooperation to be effective?

P R O B L E M S

*1. Indicate the expenditure-changing and expenditure-
switching policies required to achieve external and
internal balance simultaneously for points C1, C4,
C7, and C10 in the following figure (similar to
Figure 18.1).

E
xc

ha
ng

e 
ra

te

Domestic expenditures

C12 C11 C10

C9

C8

C7

C6C5C4

C1

C2

C3

YY

0

F

EE 

2. Indicate the expenditure-changing and expenditure-
switching policies required to achieve external and
internal balance simultaneously for points C2, C5,
C8, and C11, in the figure for Problem 1.

3. Indicate the expenditure-changing and expenditure-
switching policies required to achieve external and
internal balance simultaneously for points C3, C6,
C9, and C12, in the figure for Problem 1.
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4. From the following figure (similar to Figure 18.2):

P
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 (
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YE = 1000 YF = 1500

National income (Y )

2.5

0

(a) Indicate whether the nation faces a deficit or
surplus in its balance of payments at YE = 1000.

(b) Determine the size of the deficit or surplus
that the nation faces at YE = 1000 if its marginal
propensity to import is MPM = 0.15 and there are
no foreign repercussions.

5. Show how the nation in Problem 4 can reach full
employment with external balance by using the
appropriate mix of fiscal and monetary policies.

6. Draw on graph paper a figure similar to Figure 18.4,
but without the broken curves IS ′ and LM ′ and
assuming that the full-employment level of national
income is YF = 1200. Indicate on your figure
the appropriate mix of fiscal and monetary poli-
cies required for the nation to achieve simultane-
ously internal and external balance under a fixed
exchange rate system.

7. Repeat Problem 6 for the assumption that the
full-employment level of national income is YE =
1000.

8. Draw on graph paper a figure similar to Figure 18.2,
but interchanging the labels of the LM and BP
curves so that the BP curve is now flatter than the
LM curve.

(a) Show on your graph the appropriate mix of fis-
cal and monetary policies required by the nation to
reach full employment with external balance.

(b) How does the required policy mix in this case
differ from that required for the case shown in
Figure 18.2 discussed in Section 18.4?

9. Explain what would happen in Problem 8 if inter-
national capital flows were perfectly elastic.

10. Starting from point E in Figure 18.8, draw
a figure showing how the nation could reach
internal and external balance with flexible exchange
rates by using an expansionary fiscal rather than an
easy monetary policy.

*11. Starting from point E in Figure 18.8, draw a figure
showing how the nation could reach internal and
external balance with flexible exchange rates by
using an expansionary fiscal rather than an easy
monetary policy if capital mobility is large and the
BP curve is to the right of point Z in Figure 18.8.

*12. Indicate the type of fiscal and monetary policies
required to reach point F in the following figure
(similar to Figure 18.10) for points C3, C6, C9, and
C12.

13. Indicate the type of fiscal and monetary policies
required to reach point F in the figure for Problem
12 for points C1, C5, C7, and C11.
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14. Indicate the type of fiscal and monetary policies
required to reach point F in the figure for Problem
12 for points C4, C8, and C10.

*= Answer provided at www.wiley.com/college/
salvatore.
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APPENDIX
In Sections A18.1 to A18.3 of this appendix, we show how the IS , LM , and BP curves of
Figure 18.2 are derived, and the effects on these curves of fiscal policy, monetary policy,
and a depreciation or devaluation of the nation’s currency. Section A18.4 summarizes the
analysis mathematically.

A18.1 Derivation of the IS Curve
Figure 18.12 consists of four panels labeled I to IV as we move clockwise, which are used
to derive the IS curve in panel I. The IS curve shows the various combinations of interest
rates (i) and levels of national income (Y) at which the goods market is in equilibrium in
the sense that the leakage from the income stream, in the form of domestic saving (S) plus
imports (M), is equal to the injections into the income stream in the form of investment (I)
plus exports (X), and assuming for the moment the absence of a government sector.

In panel II, the saving plus import function [S (Y ) + M (Y )] from the top panel of Figure
17.3 is plotted showing the positive relationship between total leakages and the level of
national income. The 45◦ line in panel III shows the equilibrium condition that leakages
(S + M ) equal injections (I + X ). Panel IV shows total injections in the form of the
investment function (where investment is inversely related to the rate of interest) plus the
exogenous export function [I (i ) + X ]. The investment function is usually referred to as
the marginal efficiency of investment schedule. For example, at YE = 1000, S + M =
450 = I + X at i = 5.0%, so that we derive point E in panel I. Similarly, at YF = 1500,
S + M = 650 = I + X at i = 2.5%, so that we derive point U in panel I. Assuming that
the IS curve is a straight line, we can derive the IS curve by joining point E and point U
in panel I. This is the IS curve in Figure 18.2.

The inclusion of government expenditures (G) will lead to a total injections function of
I(i)) + X + G , which is to the left of the total injections function shown in panel IV by
the amount of G , and an IS function, which is to the right of the one shown in panel I by
the amount of G times the open-economy multiplier (k′). On the other hand, the inclusion
of taxes (T) will lead to a total leakage function of S(Y) + M(Y) + T , which is higher than
the total leakage function shown in panel II by the amount of T , and IS function, which
is to the left of the one shown in panel I by the amount of T times the open-economy tax
multiplier. The equilibrium condition that total injections equal total leakages is then

I + X + G = S + M + T (18A-1)

The inclusion of government expenditures (G) and taxes (T ) will allow us to use the diagram
to analyze the effect of fiscal policy on the IS curve. In what follows, however, we assume
for simplicity that there are no taxes and that G is for fiscal policy purposes only.

The diagram can also be used to examine the effect of a depreciation or devaluation on
the IS curve. Specifically, a depreciation or devaluation of the nation’s currency will reduce
its imports at each level of income, so that the total leakages function in panel II shifts up
by the reduction of imports at each level of income. At the same time, the nation’s exports
will increase, shifting the total injections function in panel IV to the left by the increase in
exports. The IS function in panel I will then shift to the right by the improvement in the
nation’s trade balance (X − M ) times the nation’s open-economy multiplier.
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FIGURE 18.12. Derivation of the IS Curve.
Panel II shows the positive relationship between the leakages of saving plus imports and national income.
The 45◦ line in panel III shows the equilibrium condition that leakages (S + M) equal injections (I + X).
Panel IV shows the total injections function of investment (which is inversely related to the interest rate)
and exogenous exports. The IS curve in panel I shows the various combinations of i and Y at which the
goods market is in equilibrium (given by leakages equal injections). Expansionary fiscal policy shifts the
total injections function to the left by the increase in government expenditures (G) and shifts the IS curve
to the right by the increase in G times the open-economy multiplier (k ′). A depreciation or devaluation
shifts the total leakages function up by the reduction in M at each Y, shifts the total injections function to
the left by the increase in X, and shifts the IS function to the right by the increase in (X − M) times k ′.

Problem Trace (i.e., pencil in) in each of the four panels of Figure 18.12 the effect of an
expansionary fiscal policy that increases government expenditures (G) from 0 to 50. Assume
that the government changes the money supply as it pursues this expansionary fiscal policy
in such a way as to keep the interest rate unchanged. Assume also that the open-economy
multiplier for the nation is k ′ = 2.5 (as in Section 17.3d under the assumption that the
nation is small enough that there are no foreign repercussions).

A18.2 Derivation of the LM Curve
The four panels of Figure 18.13 are used to derive the LM curve in panel I. The LM curve
shows the various combinations of interest rates (i) and levels of national income (Y) at
which the money market is in equilibrium in the sense that the quantity of money demanded
for transaction and speculative purposes is equal to the given and fixed supply of money.

Panel II shows the positive relationship between the transaction demand for money (MT)
and national income (with MT a constant fraction of Y ). Panel III shows how much of
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FIGURE 18.13. Derivation of the LM Curve.
Panel II shows the positive relationship between the transaction demand for money (MT) and national
income (Y). Panel III shows how much of the assumed total supply of money of MS = 800 is held for
transaction purposes and how much is left for speculative purposes. Panel IV shows the speculative, or
liquidity, demand for money (ML) as a decreasing function of the rate of interest. The LM curve in panel
I shows the various combinations of i and Y at which the money market is in equilibrium (given by the
equality of the total demand for money to the fixed supply of money). Easy monetary policy shifts the MS
curve down in panel III and the LM curve to the right in panel I in order to reestablish equilibrium in the
money market. A depreciation or devaluation shifts the MT curve down in panel II and the LM curve to
the left in panel I.

the assumed total supply of money of MS = 800 is held for transaction purposes and how
much is left for speculative purposes. Panel IV shows the speculative, or liquidity, demand
for money (ML) as a decreasing function of the rate of interest. That is, the higher the rate
of interest or the opportunity cost of holding money balances, the smaller is the quantity
demanded for speculative, or liquidity, purposes.

For example, at YE = 1000, MT = 400, leaving another 400 (out of MS = 800) to
be held for liquidity purposes at i = 5.0%. This defines point E in panel I. Similarly, at
YF = 1500, MT = 600, leaving 200 of the fixed money supply of MS = 800 to be held
for liquidity purposes at i = 7.5%. This defines point Z in panel I. Joining points E and
Z in panel I, we derive the LM curve (on the assumption that the LM curve is a straight
line). This is the LM curve in Figure 18.2.
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An increase in the supply of money as a result of easy monetary policy will shift the MS
curve down in panel III and shift the LM curve to the right in panel I until equilibrium in
the money market is reestablished. On the other hand, a depreciation or devaluation of the
nation’s currency will increase domestic prices and the transaction demand for money (i.e.,
MT shifts down in panel II) and shift the LM curve to the left in panel I until equilibrium
in the money market is reestablished.

Problem Starting from point E on the LM curve in panel I, trace (i.e., pencil in) in each
of the four panels of Figure 18.14 the effect of (a) an easy monetary policy that increases
the nation’s money supply by 100, on the assumption that the entire increase in the money
supply will be held for transaction purposes, and (b) a depreciation that shifts the MT
function down by 200 in panel II, on the assumption that monetary authorities keep MS at
800. (c) What happens if instead monetary authorities increase MS by 200 to MS = 1000
in part (b)?

A18.3 Derivation of the BP Curve
The four panels of Figure 18.14 are used to derive the BP curve in panel I. The BP curve
shows the various combinations of interest rates and national income at which the nation’s
balance of payments is in equilibrium.

In panel II, the trade balance (X − M ) from the bottom panel of Figure 17.3 is plotted
as a decreasing function of national income. The 45◦ line in panel III shows the external
equilibrium condition that a balance-of-trade deficit be matched by an equal net short-term
capital inflow , or a balance-of-trade surplus be equal to a net short-term capital outflow .
Panel IV shows net short-term capital inflows (SC ) as an increasing function of the interest
rate in the nation (and interest differential in favor of the nation on the assumption of con-
stant interest rates abroad). For example, at YE = 1000, X − M = 0 = SC at i = 5.0%.
This defines point E in panel I. Similarly, at YF = 1500, X − M = −75 and SC = +75 (so
that X − M + SC = 0) at i = 8.0%. This defines point F in panel I. By joining points E and
F , we derive the BP curve in panel I and in Figure 18.2. Note that at Y < YE , X − M > 0 and
SC < 0 (i.e., there is a net capital outflow from the nation), so that X − M + SC = 0 and we
get another point on the FE curve below point E .

The BP curve is drawn on the assumption that the exchange rate is fixed. A depreciation
or devaluation from a condition of less than full employment in the nation shifts the X − M
function up and improves the nation’s trade balance at each level of income so that a smaller
net short-term capital inflow (or an even greater outflow) is needed at a lower i to keep the
balance of payments in equilibrium (i.e., the BP curve shifts down in panel I).

Problem Starting from point E on the BP curve in panel I, trace (i.e., pencil in) in each
of the four panels of Figure 18.14 the effect of a depreciation or devaluation that shifts the
X − M function up by 50 in panel II.

A18.4 Mathematical Summary
The preceding discussion can be summarized mathematically in terms of the following
three equations, respectively, the equilibrium condition in the goods market, in the money
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FIGURE 18.14. Derivation of the BP Curve.
Panel II shows the negative relationship between the trade balance (X − M) and national income (from
the bottom panel of Figure 17.3). The 45◦ line in panel III shows the external equilibrium condition that a
balance-of-trade deficit be matched by an equal net short-term capital inflow (SC). Panel IV shows SC as
an increasing function of i. The BP curve shows the various combinations of i and Y for external balance.
A depreciation or devaluation shifts the X − M function up at each Y so that a smaller SC at a lower i is
needed to maintain external balance (i.e., the FE curve shifts down).

market, and in the balance of payments, in terms of the three unknowns of the system,
which are the level of national income (Y), the rate of interest (i), and the exchange
rate (R).

As pointed out in Section A18.1, equilibrium in the goods market for an open economy
with a government sector occurs where the sum of the injections of investment (i) plus
government expenditures (G*, used as a fiscal policy variable) plus exports (X) equals the
sum of the leakages of saving (S) plus imports (M), and assuming zero taxes (T).

I (ī ) + G∗ + X (
+
R) = S (

+
Y ) + M (

+
Y ,

−
R) (18A-2)

where the variables in parentheses denote functional dependence and the positive or negative
signs above the variables refer to a direct or inverse functional relationship. For example,
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I (ī ) means that investment is inversely related to or is a decreasing function of the rate of
interest.

For the money market to be in equilibrium, the transaction demand for money (MT) plus
the speculative, or liquidity, demand for money (ML) must be equal to the money supply,
which is determined by the monetary authorities and is used as a monetary policy variable
(MS *):

MT (
+
Y ,

+
R) + ML(ī ) = MS ∗ (18A-3)

Finally, for the balance of payments to be in equilibrium, the balance on net short-term
international capital flows (SC) must be equal in absolute amount and opposite in sign to
the trade balance (TB):

SC (
+
i ) = TB(

−
Y ,

+
R) (18A-4)

Given the value of policy variables G* and MS *, we can determine the equilibrium value
of Y, i , and R. Graphically, this corresponds to a point such as point E in Figure 18.8, where
the IS, LM , and BP curves intersect and the three markets are simultaneously in equilibrium.

Since G* appears only in Equation (18A-2), fiscal policy affects only the goods market
and shifts only the IS curve. Since MS * appears only in Equation (18A-3), monetary policy
affects only the money market and shifts the LM curve only. Since R appears in all three
equations, a change in the exchange rate affects all three markets and shifts all three curves
(as indicated in Section 18.5).

Problem Use the above three equations to trace the effects of (a) a contractionary fiscal
policy, (b) a tight monetary policy, and (c) an appreciation or revaluation of the nation’s
currency.
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Prices and Output in an
Open Economy: Aggregate
Demand and Aggregate Supply

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand how short- and long-run equilibrium is
reached under fixed and flexible exchange rates with the
aggregate demand and aggregate supply

• Understand how real and monetary shocks, and
monetary and fiscal policies, affect the nation’s
aggregate demand and equilibrium

• Explain how monetary and fiscal policies can be used to
adjust to supply shocks and stimulate growth in an open
economy

19.1 Introduction
In our discussion of open-economy macroeconomics, we have generally assumed
until now (except briefly in Sections 17.6 and 18.6) that prices remain constant
as the economy expands and contracts. Only when the economy reaches the
full-employment constraint would prices begin to rise. In the real world, however,
prices rise and fall as the economy expands and contracts during the regular
course of the business cycle. In this chapter, we relax the assumption of constant
prices and examine the relationship between price and output in an open economy.
We do so by using an aggregate demand and aggregate supply framework that
incorporates the effects of international trade and capital flows.

We begin in Section 19.2 by reviewing the concepts of aggregate demand and
aggregate supply, and by showing how equilibrium is determined at their inter-
section in the short run and in the long run in a closed economy. Section 19.3
then expands the presentation to examine the effect of international transactions on
aggregate demand and aggregate supply under fixed and flexible exchange rates.
Section 19.4 extends the analysis to examine the effect of real and monetary shocks
as well as changes in fiscal and monetary variables on the nation’s aggregate
demand. In Section 19.5, we discuss the effect of monetary and fiscal policies in
an open economy under flexible and fixed exchange rates. Finally, Section 19.6
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(c) ketabton.com: The Digital Library



Salvatore c19.tex V2 - 11/15/2012 6:52 A.M. Page 618

618 Prices and Output in an Open Economy: Aggregate Demand and Aggregate Supply

focuses on monetary and fiscal policies to stimulate long-run growth and to adjust to supply
shocks in open economies.

19.2 Aggregate Demand, Aggregate Supply,
and Equilibrium in a Closed Economy

In this section, we begin by defining the aggregate demand curve and showing how it is
derived from the IS and LM curves of the previous chapter. Then we examine the aggregate
supply curve in the long run and in the short run. Finally, we look at how the interaction
of the aggregate demand and supply curves determines equilibrium in a closed economy in
the short run and in the long run.

19.2A Aggregate Demand in a Closed Economy
The aggregate demand (AD) curve shows the relationship between the total quantity
demanded of goods and services in an economy and the general price level, while holding
constant the nation’s supply of money, government expenditures, and taxes. This is
analogous to an individual’s demand curve for a commodity, except that the AD curve
refers to the total quantity demanded of domestic goods and services in the nation as a
function of, or with respect to, the general price level or GDP deflator. The aggregate
demand curve is downward sloping, indicating that the total quantity of domestic goods
and services demanded in the nation is greater the lower the price level.

Figure 19.1 shows how the aggregate demand curve is derived from the IS –LM model of
the previous chapter. Recall from Section 18.3 and Figure 18.2 that the IS curve shows the
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FIGURE 19.1. Derivation of the AD Curve from the IS–LM Curves.
The intersection of the IS and LM curves at a given price level determines the equilibrium interest rate (iE ) and
national income (YE ) at point E in the left panel. This defines point E at price PE and income YE on aggregate
demand curve AD in the right panel. An increase in price from PE to P ′ reduces the real value of the nation’s
given money supply and causes the LM curve to shift to the left to LM′, thus resulting in the lower income level
of Y ′ at point E ′ in the left panel and on the AD curve in the right panel.
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various combinations of interest rates (i ) and national income (Y ) that result in equilibrium
in the goods market (i.e., at which the quantity demanded of goods and services equals the
quantity supplied). The LM curve, on the other hand, shows the various combinations of i
and Y at which the demand for money is equal to the given supply of money, so that the
money market is in equilibrium. Both the IS and LM curves are drawn for a given price
level. The equilibrium level of national income (YE ) and interest rate (iE ) is then determined
at the intersection of the IS and LM curves (point E in the left panel of Figure 19.1). This
defines point E on the aggregate demand curve (AD) in the right panel of Figure 19.1 at
the given price level (PE ) and income level (YE ). Note that both panels measure national
income along the horizontal axis, but the right panel has the price level rather than the
interest rate on the vertical axis.

Now suppose that prices in the nation rise from PE to P ′. This reduces the real value of the
given money supply and causes the LM curve to shift to the left to LM ′. The intersection of
the IS and LM ′ curves at point E ′ in the left panel of Figure 19.1 defines the higher equilib-
rium interest rate of i ′ and the lower equilibrium level of national income of Y ′. Note that the
higher price does not directly affect the IS curve because equilibrium in the goods sector is
measured in real terms. The higher equilibrium price P ′ and lower income level of Y ′ define
point E ′ on aggregate demand curve AD in the right panel. Thus, higher prices are associated
with lower levels of national income and result in an AD curve that is inclined downward.
The steeper are the IS and the LM curves, the steeper or less elastic is the AD curve.

If prices were held constant and the money supply were changed instead, the entire AD
curve would shift. For example, an increase in the money supply for a given price level
(easy or expansionary monetary policy) shifts the LM curve to the right and results in a
higher level of national income. This can be shown by a shift to the right of the entire AD
curve to reflect the higher level of national income at the given price level (see Problem 3,
with answer at the end of the book). Thus, national income can rise either if prices fall
with a given money supply (a movement down an AD curve) or if the money supply is
increased with constant prices (a rightward shift of the AD curve). Similarly, an increase
in government expenditures and/or reduction in taxes (expansionary fiscal policy) shifts the
IS curve to the right, and this also causes the AD curve to shift to the right, indicating a
higher level of national income at each price level. On the other hand, tight or contractionary
monetary and fiscal policies shift the AD curve to the left.

19.2B Aggregate Supply in the Long Run and in the Short Run
The aggregate supply (AS ) curve shows the relationship between the total quantity supplied
of goods and services in an economy and the general price level. This relationship depends
crucially on the time horizon under consideration. Thus, we have a long-run aggregate
supply curve and a short-run aggregate supply curve.

The long-run aggregate supply (LRAS ) curve does not depend on prices but only on the
quantity of labor, capital, natural resources, and technology available to the economy. The
quantity of inputs available to an economy determines the natural level of output (YN ) for
the nation in the long run. The more inputs are available to the economy, the larger is its
natural level of output and income in the long run. Since the long-run aggregate supply
curve does not depend on prices, the LRAS curve is vertical at the natural level of output
when plotted against prices, as shown in Figure 19.2. Thus, higher prices do not affect
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FIGURE 19.2. The Long-Run and Short-Run Aggregate Supply Curves.
The long-run aggregate supply curve (LRAS) is independent of prices and is vertical at the nation’s natural
level of output (YN), which depends on the availability of labor, capital, natural resources, and technology
in the nation. The nation’s short-run aggregate supply curve (SRAS) slopes upward, indicating that the
nation’s output can temporarily exceed (point A) or fall short (point B) of its natural level (point E) because
of imperfect information or market imperfections.

output in the long run. The only way to increase output in the long run is for the economy
to increase the supply of inputs or resources. Since this occurs only gradually over time,
we assume no growth in our analysis, at least for now.

The short-run aggregate supply (SRAS ) curve, on the other hand, slopes upward, indicat-
ing that higher prices lead to larger outputs in the short run (see Figure 19.2). The important
question is why does output respond positively to price increases in the short run? And how
can output in the short run ever exceed the long-run natural level? The short-run aggregate
supply curve is upward sloping (so that the level of output can deviate temporarily from
the natural level) because of imperfect information or market imperfections. For example,
if firms find that they can sell their products at higher prices but do not realize immediately
that input prices have also increased in the same proportion, they will temporarily increase
output. As a result, aggregate output increases in the short run, say from point E to point A
along the SRAS in Figure 19.2. When firms eventually realize that their costs of production
have also increased proportionately , they will reduce production back to its original level,
and so aggregate output returns to its long-run natural level but at the higher price level.

Thus, imperfect information or market imperfections can lead to short-run output levels
in excess of the nation’s long-run natural level. This is possible by employing workers
on an overtime basis and running factories for longer or multiple shifts. Since it becomes
progressively more difficult and expensive to continue increasing output in this manner,
however, the short-run aggregate supply curve becomes steeper and steeper and eventually
vertical (see Figure 19.2). In the long run, firms realize that all prices (and hence their costs)
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have also increased proportionately and so they reduce production to the original level, with
the result that the output of the nation returns to its lower long-run natural level, but at the
higher price level prevailing.

The same can also occur in reverse. That is, if firms find that the prices they receive
from the sale of their products have declined but do not immediately realize that the price
of all products including their inputs have also fallen in the same proportion (and that
their costs of production are also the same), they will cut production, and so the nation’s
output temporarily falls below its natural level (point B in Figure 19.2). In the long run,
however, firms recognize their error and will increase output to the original long-run natural
level (point E in Figure 19.2). The same process can be explained by focusing on market
imperfections in labor markets (see Problem 5, with answer at the end of the book).

19.2C Short-Run and Long-Run Equilibrium in a Closed
Economy

Given the aggregate demand curve and the short-run and long-run aggregate supply curves,
we can examine the short-run and the long-run equilibrium in a closed economy with
Figure 19.3. We begin at equilibrium point E at the intersection of aggregate demand curve
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FIGURE 19.3. Equilibrium in a Closed Economy.
At the intersection of the AD, LRAS, and SRAS curves at point E, the nation is simultaneously in long-run
and short-run equilibrium. An unexpected increase in AD to AD ′ defines the new short-run equilibrium
point A at the intersection of AD ′ and SRAS curves at PA and YA . YA exceeds the natural level of output of
YN. In the long run, as expected prices increase and match actual prices, the SRAS curve shifts up to SRAS ′

and defines the new long-run equilibrium point C at the intersection of AD ′, LRAS, and SRAS ′ curves at PC
and YN.
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AD , long-run aggregate supply curve LRAS , and short-run aggregate supply curve SRAS at
the natural level of output YN and price level PE . At point E , the economy is in long-run
equilibrium and, therefore, also in short-run equilibrium. Suppose that now there is an
unexpected rightward shift in the aggregate demand curve from AD to AD ′. This causes
prices to rise, but if firms do not immediately realize that all prices are rising and by mistake
believe that only the price of the products they sell are rising, they will increase output.
This defines the new short-run equilibrium point A at the intersection of the AD ′ and the
SRAS curves. At point A, the price is PA and the level of output of the nation YA, which
exceeds the natural level of output of YN .

As firms realize that all prices (including their costs of production) have in fact increased,
the SRAS curve will shift up to SRAS ′. The intersection of the AD ′ and the SRAS ′ curves
on the LRAS curve defines the new long-run equilibrium point C at the higher price of
PC and natural level of output of YN . The price level is now higher but the level of
output has returned to its long-run natural level. The short-run increase in output resulting
from imperfect information or market imperfection is entirely eliminated in the long run as
firms realize that all prices, and hence their costs, have increased proportionately and cut
production back to their long-run natural level. That is, in the long run, as expected prices
rise to match actual prices, the SRAS curve shifts up by the increase in the price level, and
the nation’s output returns to its lower long-run natural level.

Another way of explaining this is to say that an unexpected increase in aggregate demand
leads to an unexpected increase in prices and a temporary increase in output. As expected
prices increase in the long run to match the increase in actual prices, the short-run aggregate
supply curve shifts up until it crosses the new and higher aggregate demand curve on the
given long-run aggregate supply curve, so that the economy is once again simultaneously
in long-run and short-run equilibrium at its natural level of output. Thus, a particular SRAS
curve is based on specific expected prices. When expected prices increase in the long run
and match actual prices, the entire SRAS curve shifts up by the increase in expected prices.
A point to the right of the LRAS curve means that actual prices exceed expected pri-
ces. Expected prices then increase and this shifts the SRAS curve upward until expected
prices are equal to actual prices, and the economy returns to its long-run natural level of
output equilibrium. Note that the economy is in short-run equilibrium at the intersection of
any AD and SRAS curve. For the economy also to be in long-run equilibrium, the AD and
SRAS curves must intersect on the LRAS curve.

In the absence of imperfect information or market imperfection (i.e., if firms did real-
ize immediately that the increase in aggregate demand increased all prices so that price
expectations always and immediately matched actual prices), then the nation would move
immediately from equilibrium point E to equilibrium point C , without the intermediate
movement to equilibrium point A in the short run. In that case, the nation’s output would
never deviate from its long-run natural level, and the nation’s short-run aggregate supply
curve would be vertical and coincide with the long-run aggregate supply curve. It is only
because of imperfect information and market imperfections that short-run deviations in out-
put from the long-run natural level occur in the real world (see Case Study 19-1). Of course,
a downward shift in the aggregate demand curve would result in a temporary reduction in
output and a permanent reduction in price (see Problem 6, with answer at the end of the
book).
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■ CASE STUDY 19-1 Deviations of Short-Run Outputs from the Natural Level in the United States

Figure 19.4 plots the gross domestic product (GDP)
deflator on the horizontal axis (with 1971 = 100)
as a measure of price increases and the adjusted
growth of real GDP (with 1971 = 100) on the ver-
tical axis for the United States from 1971 to 2011.
The adjusted growth of real GDP was obtained
by subtracting from the growth of real GDP in
the United States in each year the average U.S.
long-term real growth of 2.8 percent per year.
Thus, the adjusted growth of real GDP provides
an estimate of the short-run deviations of growth
in real GDP from its long-run natural level (the
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FIGURE 19.4. Short-Run Output Deviations from the Natural Level in the United States.
The adjusted or short-run growth of real GDP in the United States (with 1971 = 100) deviated above and below its natural
or long-run level (the horizontal line at the level of 100 after removing the 3 percent long-term growth trend), but only
temporarily, as predicted by theory, despite increases in prices (GDP deflator) and other short-run disturbances.
Source: Organization Economic Cooperation and Development, Economic Outlook (Paris, various issues).

horizontal line at the level of 100, after remov-
ing the 2.8 percent long-term growth trend) in the
United States in each year. From the figure, we see
that the adjusted or short-run growth in the United
States temporarily deviated above and below its
long-run natural rate, as predicted by theory,
despite increases in the price level (GDP deflator)
and other short-run disturbances. Note that Figure
19.4 is similar to Figures 19.2 and 19.3 except that
the GDP deflator is plotted along the horizontal
axis and the adjusted growth of real GDP is plotted
along the vertical axis, rather than vice versa.

19.3 Aggregate Demand in an Open Economy under
Fixed and Flexible Exchange Rates

Although important long-run supply effects can result, opening the economy affects pri-
marily aggregate demand in the short and medium runs (the time frame for most economic
policies). In this section, we examine the aggregate demand effects of opening up the
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economy, first in the case of fixed exchange rates and then under flexible exchange rates. To
reflect the high (though not perfect) international capital mobility among industrial countries
today, we will draw the BP curve (which refers to the balance of payments) as positively
sloped but flatter than the LM curve.

19.3A Aggregate Demand in an Open Economy under Fixed
Exchange Rates

Figure 19.5 shows the derivation of an open economy’s aggregate demand curve under fixed
exchange rates and compares it to the aggregate demand curve derived in Figure 19.1 for
the closed economy. The left panel of Figure 19.5 shows original equilibrium point E in the
goods and money markets and in the balance of payments at iE and YE , as in Figure 18.2
(except that now the BP curve is flatter than the LM curve). This gives point E in the right
panel of Figure 19.5.

Suppose now that prices in the nation rise from PE to P ′. This reduces the real value
of the nation’s given money supply and causes the LM curve to shift to the left to LM ′,
exactly as in the closed-economy case. With the economy now open, however, there is an
additional international effect that must be considered in deriving the nation’s aggregate
demand curve. That is, the increase in domestic prices from PE to P ′ also reduces the
nation’s exports and increases the nation’s imports and causes the IS and the BP curves
also to shift to the left to, say, IS ′ and BP ′. The IS curve shifts to the left because of the
worsened trade balance. The BP curve shifts to the left because higher interest rates are
now required at each level of income to attract sufficient additional capital from abroad to
compensate for the worsened trade balance that results from the increase in domestic prices.

The intersection of the LM ′, BP ′, and IS ′ curves in the left panel of Figure 19.5 deter-
mines new equilibrium point E ′′. At point E ′′, the interest rate (iE ) happens to be the same
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FIGURE 19.5. Derivation of a Nation’s Aggregate Demand Curve under Fixed Exchange Rates.
From equilibrium point E at the intersection of the LM, IS, and BP curves at price level PE and income YE in the
left panel, we get point E in the right panel. An increase in the price level to P ′ causes the LM, BP, and IS curves
to shift to the left to LM′, BP ′ and IS ′, thus defining new equilibrium point E ′′, where these curves intersect. By
joining points E and E ′′ in the right panel, we derive open-economy aggregate demand curve AD ′, which is
flatter or more elastic than closed-economy aggregate demand curve AD.
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as at the original equilibrium point E before the increase in prices in the nation, but prices
are higher (P ′ instead of PE ), and the level of national income is lower (Y ′′ instead of YE ).
This gives point E ′′ in the right panel of Figure 19.5. Joining points E and E ′′ in the right
panel gives demand curve AD ′ for this open economy. Note that AD ′ is flatter or more
elastic than closed-economy aggregate demand curve AD derived earlier because when the
economy is open we have the additional effect resulting from international trade and inter-
national capital flows that was not present when the economy was closed. Furthermore, the
more responsive exports and imports are to the change in domestic prices, the more elastic
the AD ′ curve is in relation to the AD curve (assuming, of course, that the Marshall–Lerner
condition is satisfied—see Section 16.4b).

How do we know that the LM ′ and IS ′ curves intersect exactly on the BP ′ curve (as at
point E ′′ in the left panel of Figure 19.5) so that the nation would be once again simulta-
neously in equilibrium in all three markets? The answer is that if the LM ′ curve intersected
the IS ′ curve at a point above the BP ′ curve, the interest rate in the nation would be higher
than required for balance-of-payments equilibrium. The nation would then have a surplus
in the balance of payments. Under a fixed exchange rate system, the surplus in the nation’s
balance of payments would result in an inflow of international reserves and thus an increase
in the nation’s money supply, which would shift the LM ′ down sufficiently to intersect the
IS ′ curve on the BP ′ curve, so that the nation would be simultaneously in equilibrium in
the goods and money markets and in the balance of payments, as at point E ′′. The opposite
would occur if the LM ′ and IS ′ curves crossed below the BP ′ curve.

19.3B Aggregate Demand in an Open Economy under
Flexible Exchange Rates

Figure 19.6 shows the derivation of an open economy’s aggregate demand curve under
flexible exchange rates and compares it to the aggregate demand curve that we derived in
Figure 19.1 for the closed economy and in Figure 19.5 for an open economy under fixed
exchange rates. The left panel of Figure 19.6 shows original equilibrium point E in the
goods and money markets and in the balance of payments at iE and YE , as in Figure 19.5.
This gives point E in the right panel of Figure 19.6.

Now suppose that prices in the nation rise from PE to P ′. This reduces the real value
of the nation’s given money supply and causes the LM curve to shift to the left to LM ′.
The increase in domestic prices also reduces the nation’s exports and increases the nation’s
imports and causes the IS and the BP curves to also shift to the left to, say, IS ′ and BP ′
exactly as in Figure 19.5. Now, however, the LM ′ and IS ′ curves cross at point E ′′, which
is above the BP ′ curve (point H ). This means that the nation has a surplus in its balance
of payments. With flexible exchange rates, instead of the nation’s money supply increasing
and shifting the LM curve to the right (as in the case of fixed exchange rates), the nation’s
currency appreciates so that the BP ′ curve shifts to the left again to BP ′′. This causes a
further deterioration in the nation’s trade balance and a further shift of the nation’s IS ′ curve
to IS ′′ until the LM ′ and IS ′′ curves intersect on the BP ′′ curve at point E ∗, and the nation
is once again simultaneously in equilibrium in the goods and services and money markets
and in the balance of payments. This gives point E ∗ in the right panel. Joining points E and
E ∗ in the right panel gives aggregate demand curve AD∗, which is flatter or more elastic
than either AD or AD ′.
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FIGURE 19.6. Derivation of the Nation’s Aggregate Demand Curve under Flexible Exchange Rates.
Starting from equilibrium point E in the left and right panels, an increase in the price level to P ′ causes the LM, BP,
and IS curves to shift to the left to LM′, BP ′, and IS ′. Since the LM′ and IS ′ curves intersect above the BP ′ curve
(i.e., point E ′′ is above point H), the nation has a surplus in its balance of payments. The nation’s currency then
appreciates (i.e., the BP ′ curve shifts to the left to BP ′′). This causes the IS ′ curve to shift further to the left to IS ′′

until the LM′ and the IS ′′ curves intersect on the BP ′′ curve at point E∗. This gives point E∗ in the right panel. Joining
points E and E∗ in the right panel gives aggregate demand curve AD∗, which is more elastic than AD and AD ′.

Note that in the left panel of Figure 19.6, the interest rate at equilibrium point E ∗ is equal
to iE (the interest rate at the original equilibrium level), but this is only by coincidence.
That is, i ′′ can also be higher or lower than iE , depending on where the LM ′, BP ′′, and IS ′′
curves intersect. Note that if the LM ′ and IS ′′ curves intersected below the BP ′ curve rather
than above it as in the left panel of Figure 19.6 (i.e., if point E ∗ had been below rather than
above point H ), then the nation would have a deficit in its balance of payments. In that
case, the nation’s currency would depreciate (i.e., the BP ′ curve would shift to the right and
so would the IS ′ curve) until the LM ′ and IS ′′ curves intersected on the BP ′′ curve and the
nation was in equilibrium in all three markets. If the LM ′ and IS ′ curves intersected on the
BP ′ curve, there would be no change in the nation’s exchange rate and no further shift in
the BP ′ and IS ′ curves, so that the result would be the same as under fixed exchange rates.

19.4 Effect of Economic Shocks and Macroeconomic
Policies on Aggregate Demand in Open Economies
with Flexible Prices

In the real world, any change that affects the IS, LM , or BP curves can affect the nation’s
aggregate demand curve, depending on whether the nation operates under fixed or flexible
exchange rates. In this section, we examine the effect of real and monetary shocks as well
as fiscal and monetary policies on aggregate demand in open economies with flexible prices
under fixed and flexible exchange rates.
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19.4A Real-Sector Shocks and Aggregate Demand
Starting from equilibrium point E in both panels of Figure 19.7, suppose that the nation’s
exports increase or the nation’s imports decrease because of an increase in foreign prices or
a change in tastes at home or abroad. The increase in the nation’s exports or reduction in
the nation’s imports in the face of constant domestic prices leads to an improvement in the
nation’s trade balance and causes the nation’s IS and BP curves to shift to the right to IS ′
and BP ′. Since the intersection of the IS ′ and LM curves at point E ′ is above the BP ′ curve,
the nation would have a surplus in its balance of payments. Under fixed exchange rates, this
leads to an inflow of international reserves and an increase in the nation’s money supply,
which causes a rightward shift in the LM curve to LM ′, thus defining new equilibrium
point E ′′. The movement from point E to point E ′′ in the left panel of Figure 19.7 is shown
by the shift in the nation’s aggregate demand curve from AD to AD ′′ in the right panel. That
is, at the given domestic price of PE , the nation’s output is now Y ′′ instead of Y because
of the autonomous increase in the nation’s exports or reduction in the nation’s imports.

The result is different if the nation had flexible exchange rates, but we can still utilize
Figure 19.7 to analyze this case. With flexible exchange rates, the potential surplus in the
nation’s balance of payments resulting at point E ′ in the left panel of Figure 19.7 leads to
an appreciation of the nation’s currency and a leftward shift of the BP ′ curve back to its
original position of BP (instead of the nation’s money supply increasing and causing the
LM curve to shift to the right to LM ′, as in the fixed exchange rate case). The appreciation
of the nation’s currency (and leftward shift of the BP ′ curve back to BP ) is accompanied
by a leftward shift in the IS ′ curve back to its original IS position (as the trade balance
returns to its original level as a result of the appreciation of the nation’s currency). Thus, an
autonomous improvement in the nation’s trade balance has no lasting effect on the nation’s
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FIGURE 19.7. Changes in the Nation’s Trade Balance and Aggregate Demand.
Starting from point E in both panels, an increase in the nation’s exports and/or reduction in the nation’s imports with
unchanged domestic prices causes the IS and BP curves to shift rightward to IS ′ and BP ′. Under fixed exchange
rates, this leads to a surplus in the nation’s balance of payments and a rightward shift of the LM curve to LM′, which
defines new equilibrium point E ′′. Thus, the AD curve shifts rightward to AD ′′. With flexible exchange rates, the
nation’s currency appreciates so that the BP ′ and IS ′ curves shift back to BP and IS at original equilibrium point E in
both panels.
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level of output and aggregate demand (i.e., the nation returns to equilibrium point E in the
left panel and point E on aggregate demand curve AD in the right panel) under flexible
exchange rates. An autonomous worsening of the nation’s trade balance would have the
opposite effect.

19.4B Monetary Shocks and Aggregate Demand
Starting from equilibrium point E in both panels of Figure 19.8, suppose that there is
a short-term capital inflow to or reduced capital outflow from the nation as a result of a
reduction in interest rates abroad or a change in tastes at home or abroad. This leads to a
rightward shift of the BP curve to BP ′ in both panels. With fixed exchange rates, the fact
that point E is above the BP ′ curve means that the nation has a surplus in its balance of
payments (see the left panel of Figure 19.8). This leads to an inflow of international reserves
and an increase in the nation’s money supply, which cause the nation’s LM curve to shift
to the right to LM ′, thus defining new equilibrium point E ′′ at higher income Y ′′. Since
domestic prices are unchanged at the higher level of national income, this means that the
nation’s aggregate demand curve (not shown in the figure) shifts to the right.

If, on the other hand, the nation operated under flexible exchange rates, the rightward
shift in the BP curve to BP ′ leads to a potential surplus in the nation’s balance of payments
(see the right panel of Figure 19.8). This causes the nation’s currency to appreciate so that
the nation’s trade balance worsens. These changes are shown by a leftward shift of the BP ′
and IS curves to BP ′′ and IS ′ until new equilibrium point E ′′ is reached, at which the LM ,
BP ′′, and IS ′ curves intersect at the given price level and lower national income of Y ′′.
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FIGURE 19.8. Short-Term Capital Flows and Aggregate Demand.
Starting from equilibrium point E in both panels, an autonomous short-term capital inflow with unchanged
domestic prices and fixed exchange rates causes the nation’s BP and LM curves to shift rightward to BP ′ and
LM′, thus defining new equilibrium point E ′′ with higher national income Y ′′ in the left panel. Thus, the nation’s
aggregate demand curve (not shown in the figure) shifts to the right. With flexible exchange rates (the right
panel), the nation’s currency appreciates, so that the BP ′ and IS curves shift to the left to BP ′′ and IS ′, and they
define new equilibrium point E ′′ along the original LM curve, so that the nation’s aggregate demand curve
shifts to the left.
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As a result, the nation’s aggregate demand curve (not shown in the figure) shifts to the
left. Thus, a short-term capital inflow leads to a rightward shift of the nation’s aggregate
demand curve under fixed exchange rates but a leftward shift under flexible rates. The exact
opposite occurs with an autonomous short-term capital outflow from the nation.

19.4C Fiscal and Monetary Policies and Aggregate Demand
in Open Economies

We have seen in Section 18.4c that under highly elastic short-term international capital
flows (i.e., with the BP curve flatter than the LM curve) fiscal policy is effective while
monetary policy is not, whereas the opposite is the case under flexible rates.

Specifically, under fixed exchange rates and highly elastic short-term international capital
flows, expansionary fiscal policy will lead to capital inflows and is very effective in shifting
the nation’s aggregate demand curve to the right. Similarly, contractionary fiscal policy
will lead to capital outflows and is very effective in shifting the nation’s aggregate demand
curve to the left. On the other hand, under fixed exchange rates and high international capital
flows, monetary policy is not effective because any attempt by the nation to lower interest
rates by increasing the nation’s money supply (easy monetary policy) will simply lead to a
capital outflow with little if any effect on the nation’s aggregate demand.

Under flexible exchange rates and high international short-term capital flows, the opposite
is the case. That is, easy monetary policy will be very effective in shifting the nation’s
aggregate demand curve to the right, and tight monetary policy will be effective in shifting
the nation’s demand curve to the left. On the other hand, fiscal policy will be ineffective
since short-term international capital flows will offset much of the effect of any fiscal policy.
Thus, in examining the effect of macroeconomic policies in open economies with flexible
prices and highly elastic short-term international capital flows, we will concentrate on fiscal
policy under fixed exchange rates and on monetary policy under flexible exchange rates.

We can summarize the effect of economic shocks and macroeconomic policies on aggre-
gate demand under the present conditions of highly elastic short-term international capital
flows and flexible prices as follows:

1. Any shock that affects the real sector of the economy affects the nation’s aggregate
demand (AD) curve under fixed exchange rates but not under flexible exchange rates.
For example, an autonomous improvement in the nation’s trade balance shifts the AD
curve to the right under fixed exchange rates but not under flexible exchange rates.
The reverse is also true.

2. Any monetary shock affects the nation’s aggregate demand curve under both fixed
and flexible exchange rates—but in opposite directions. For example, an autonomous
increase in short-term capital inflows to the nation causes the nation’s AD curve to
shift to the right under fixed exchange rates and to the left under flexible exchange
rates. The reverse is also true.

3. Fiscal policy is effective under fixed exchange rates but not under flexible exchange
rates. The opposite is true for monetary policy. For example, expansionary fiscal
policy—but not monetary policy—can be used to shift the AD curve to the right
under fixed exchange rates, but monetary policy—not fiscal policy—can be used to
shift the nation’s AD curve to the right under flexible exchange rates.
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19.5 Effect of Fiscal and Monetary Policies in Open
Economies with Flexible Prices

We have seen in the previous section that under fixed exchange rates and highly elastic
short-term international capital flows, fiscal policy is effective whereas monetary policy is
ineffective. On the other hand, with flexible exchange rates, monetary policy is effective
and fiscal policy is not. Thus, we examine here fiscal policy under fixed exchange rates and
monetary policy under flexible rates.

Let us begin by examining the effect of expansionary fiscal policy under fixed exchange
rates from initial equilibrium point E , where the AD and SRAS curves cross on the LRAS
curve at the nation’s natural level of output of YN and price level of PE in the left panel of
Figure 19.9 (as in Figure 19.3). An expansionary fiscal policy that shifts the AD curve up
to AD ′ defines new short-run equilibrium point A at the intersection of the AD ′ and SRAS
curves at PA and YA, with YA exceeding YN . The temporary expansion of output to YA occurs
because of market imperfections or imperfect information as described in Section 19.3 for
a closed economy. That occurs because firms originally believe that only the price of the
products they sell has increased and actual prices temporarily exceed expected prices.

Over time, however, as firms realize that all prices (including their costs of production)
have increased, the SRAS curve will shift up to SRAS ′. The intersection of the AD ′ and the
SRAS ′ curves on the LRAS curve defines new long-run equilibrium point C at the higher
price of PC and natural level of output of YN . The price level is now higher, but the level
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FIGURE 19.9. Expansionary Fiscal Policy from the Natural Level of Output and Recession under Fixed
Exchange Rates.
Starting from long-run equilibrium point E in the left panel, expansionary fiscal policy shifts the AD curve up to
AD ′ and defines short-run equilibrium point A at PA and YA > YN. In the long run, the SRAS curve shifts up to SRAS ′

defining equilibrium point C at PC and YN. Starting from recession point R in the right panel with PR and YR <

YN, the nation could use expansionary fiscal policy to shift the AD curve up to AD ′ so as to reach equilibrium
point C at PC and YN at the intersection of the AD ′, SRAS, and LRAS curves. The nation, however, could in time
have reached equilibrium point E at PE and YN automatically as a result of falling domestic prices because of
recession and the SRAS curve shifting down to SRAS ′.
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of output has returned to its lower long-run natural level. The short-run increase in output
is entirely eliminated in the long run as expected prices rise to match the increase in actual
prices. Note that this is exactly the same as in the closed-economy case. The only difference
is that now we are dealing with an open economy. But if we assume, as we do, that the
effect of openness in the economy has already been incorporated into the AD and AD ′
curves, the process by which the nation’s output temporarily exceeds but then returns to its
long-term natural level at higher prices is exactly the same. More interesting and realistic
is the case where the nation uses expansionary fiscal policy from a condition of recession,
such as point R at PR and YR < YN in the right panel of Figure 19.9. Starting from point
R in the right panel, the expansionary fiscal policy that shifts the AD curve to the right at
AD ′ results in new long-run equilibrium point C , where the AD ′ and SRAS curves intersect
on the LRAS curve at higher price level PC and natural level of output YN . Note that the
movement for short-run equilibrium point R to long-run equilibrium point C now involves
a movement along the SRAS curve.

The nation, however, could have reached equilibrium point E in the long run at the
intersection of the AD and SRAS ′ curves on the LRAS curve without any expansionary
fiscal policy by simply allowing market forces to work themselves out. That is, because
at point R output level YR is below the natural output level of YN , all prices, including
firms’ costs, are expected to fall, and as prices actually fall, the SRAS curve shifts down
to SRAS ′, so as to intersect the unchanged AD curve at point E on the LRAS curve. The
nation is now at long-run and short-run equilibrium at the natural level of output of YN and
lower price level PE . Note that the movement down the given AD curve from point R to
point E reflects not only the closed-economy increase in the aggregate quantity of goods
and services demanded as a result of lower domestic prices (as described in Section 19.2a)
but also the improvement in the nation’s trade balance as a result of lower domestic prices
(as described in Section 19.3).

But why then should the nation adopt an expansionary fiscal policy to overcome the
recession at point R if this causes inflation, if the recession would be automatically eliminated
anyway by lower prices? The reason is that waiting for market forces to overcome the
recession might take too long. This is especially likely to be the case if prices are not very
flexible downward. Economists who believe that prices are sticky and not very flexible
downward favor the use of expansionary fiscal policy. Those who believe that expansionary
fiscal policy leads to the expectation of further price increases and inflation prefer that a
recession be corrected automatically by market forces without any expansionary fiscal policy.

The effect of monetary policy under flexible exchange rates is qualitatively the same as the
effect of fiscal policy under fixed exchange rates (and so we can continue to use Figure 19.9)
once we have incorporated into the nation’s aggregate demand curve the different adjustment
taking place under flexible exchange rates rather than under fixed exchange rates. That is,
starting from a position of long-run equilibrium, an easy monetary policy shifts the AD curve
to the right, and this leads to a temporary expansion of the nation’s output. In the long run,
however, as expected prices rise to match the increase in actual prices, the SRAS curve shifts
up and defines a new equilibrium point at the natural level of output but higher prices.

With flexible exchange rates, the nation’s currency will also have depreciated. Similarly,
starting from a position of recession, monetary policy can speed the movement to the higher
natural level of output but only at the expense of higher prices. The alternative is for the
economy to allow the recession to be corrected automatically by market forces. In that
case, the nation would end up with lower prices and an appreciated currency. The problem,
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■ CASE STUDY 19-2 Central Bank Independence and Inflation in Industrial Countries

Figure 19.10 shows the relationship between cen-
tral bank independence and average inflation in
industrial countries from 1955 to 1988. The figure
shows that nations with more independent cen-
tral banks (Germany, Switzerland, and the United
States) have had less inflation than nations with less
independent central banks (New Zealand, Spain,
Italy, the United Kingdom, and France). Specifi-
cally, when excessively expansionary fiscal poli-
cies push up interest rates and cause an apprecia-
tion in the nation’s currency, monetary authorities
come under increasing pressure from the electorate
and fiscal policymakers to counter such effects
by expanding the money supply to “accommo-
date” the increased money demand. If monetary
authorities do not resist such pressures (i.e., if
the central bank is not sufficiently independent)
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FIGURE 19.10. Index of Central Bank Independence and Average Inflation.
Nations such as Germany, Switzerland, and the United States with more independent central banks have had less
inflation than nations such as New Zealand, Spain, Italy, the United Kingdom, and France with less independent central
banks.
Source: A. Alesina and L. H. Summers, ‘‘Central Bank Independence and Macroeconomic Performance: Some Comparative
Evidence,’’ Journal of Money, Credit and Banking, May 1993, p. 155.

and comply, the outcome will be inflation. In the
United States, the Fed (which operates as the U.S.
central bank) is semiautonomous and to a large
extent independent of the executive branch, which
is in charge of expenditures and taxation (fiscal
policy). Thus, the United States has had a bet-
ter inflation performance than the United Kingdom
or France with less independent central banks. In
recessionary periods, elected officials and the elec-
torate generally demand easier or more expansion-
ary monetary policy under the threat of reduced
central bank independence. A case in point was the
1991–1992 recession in the United States, when
the Fed came under strong pressure to ease mon-
etary policy. The Fed needed no prodding and
slashed interest rates six times—from 6.5 percent
to 1.0 percent—during the 2001 recession.
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■ CASE STUDY 19-3 Inflation Targeting—A New Approach to Monetary Policy

Starting in 1990, some nations adopted inflation
targeting as a new approach to monetary policy
based on achieving a specific target for inflation.
What makes this approach new and different is
the explicit public commitment to control inflation
with transparency and accountability. By 2012, 26
countries (about half developed and half develop-
ing) had adopted the policy (see Table 19.1). Fur-
thermore, the U.S. Federal Reserve, the European
Central Bank, the Bank of Japan, and the Swiss
National Bank have also adopted many of the main
elements of inflation targeting, and others are mov-
ing in that direction. In general, inflation-targeting
nations seek to achieve the inflation target over

■ TABLE 19.1. Inflation Targeters

Inflation targeting Inflation rate at 2009 average Target
Country adoption date adoption date inflation rate inflation rate

New Zealand 1990 3.3 0.8 1 − 3
Canada 1991 6.9 0.3 2 +/−1
United Kingdom 1992 4.0 2.2 2 +/−1
Sweden 1993 1.8 −0.3 2 +/−1
Australia 1993 2.0 1.9 2 −3
Czech Republic 1997 6.8 1.0 3 +/−1
Israel 1997 8.1 3.3 2 +/−1
Poland 1998 10.6 3.8 2.5 +/−1
Brazil 1999 3.3 4.9 4.5 +/−2
Chile 1999 3.2 1.5 3 +/−1
Colombia 1999 9.3 4.2 2 − 4
South Africa 2000 2.6 7.1 3 − 6
Thailand 2000 0.8 −0.9 0.5 − 3
Korea 2001 2.9 2.8 3 +/−1
Mexico 2001 9.0 5.3 3 +/−1
Iceland 2001 4.1 12.0 2.5 +/−1.5
Norway 2001 3.6 2.2 2.5 +/−1
Hungary 2001 10.8 4.2 3 +/−1
Peru 2002 −0.1 2.9 2 +/−1
Philippines 2002 4.5 1.6 4.5 +/−1
Guatemala 2005 9.2 1.8 5 +/−1
Indonesia 2005 7.4 4.6 4 − 6
Romania 2005 9.3 5.6 3.5 +/−1
Turkey 2006 7.7 6.3 6.5 +/−1
Serbia 2006 10.8 7.8 4 − 8
Ghana 2007 10.5 19.3 14.5 +/−1

Source: S. Roger, ‘‘Inflation Targeting Turns 20’’, Finance & Development, March 2010, pp. 47.

the medium term (usually over a two- to three-year
horizon) rather than at all times.

Table 19.1 indicates the nations that adopted
inflation targeting, the date that they adopted it,
the inflation rate at the adoption date, the average
inflation rate in 2009, and the target inflation rate
(given either as a range or as a rate, plus or minus a
specified percentage, usually 1 percent). Although
inflation and growth rates improved in most coun-
tries over the 1991–2009 period, inflation targeters
improved more, experienced less volatility in infla-
tion and growth, and were less adversely affected
by global economic crises than other countries.
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however, is that if prices are sticky and not too flexible downward, then the process may
take too long. In that case, the cost of inflation from easy monetary policy may be lower
than the large opportunity cost of lost output and employment from a protracted recession.
There is some evidence that nations with more independent central banks suffer less inflation
than nations with central banks that are less independent and more responsive to political
pressures (see Case Study 19-2) and so do nations that adopt inflation targeting (see Case
Study 19-3).

19.6 Macroeconomic Policies to Stimulate Growth
and Adjust to Supply Shocks

In this section, we examine fiscal and monetary policies to stimulate long-run growth and
adjust to supply shocks in open economies with flexible prices.

19.6A Macroeconomic Policies for Growth
Although fiscal and monetary policies are used primarily to affect aggregate demand in the
short and medium runs, they can also be used to stimulate long-run growth in the economy
(i.e., to shift the LRAS curve to the right). Governments can stimulate long-run growth by
increasing expenditures on education, infrastructures, basic research, and to improve the
functioning of markets. Governments can also stimulate long-run growth by tax incentives
and low long-term interest rates to encourage private investment. It must be pointed out,
however, that the process of long-run growth is not yet entirely understood. To the extent
that efforts to stimulate long-run growth in the economy are successful, however, they will
shift the nation’s LRAS curve to the right, leading to more employment, higher incomes,
lower prices, and possibly an appreciated currency in the long run.

The use of expansionary macroeconomic (i.e., fiscal and monetary) policies to stimulate
growth can be examined with Figure 19.11. We begin at long-run equilibrium point E where
the nation’s AD and SRAS curves intersect on the LRAS curve at PE and YN . Suppose that
now the nation uses expansionary fiscal and/or monetary policies to stimulate long-run
growth. The AD curve then shifts to the right to, say, AD ′, so that the nation reaches new
short-run equilibrium point A at PA and YA > YN . (So far, this is the same as in the left
panel of Figure 19.9.) To the extent that the expansionary macroeconomic policies do in
fact stimulate long-run growth, however, the LRAS and SRAS curves shift to the right to
LRAS ′ and SRAS ′′ and define new long-run equilibrium point G at PG (= PE ) and Y ′

N > YN
at the intersection of the LRAS ′, SRAS ′′, and AD ′ curves (see Figure 19.11).

Growth has led to a higher level of natural output and no increase in prices in relation to
original equilibrium point E . Thus, instead of expansionary macroeconomic policy leading
to an upward shift in the SRAS curve and the same original level of natural output and
much higher prices in the long run in the absence of growth (point C , as in the left panel of
Figure 19.9), with growth, the nation reaches a higher level of natural output and no long-run
increase in prices. With growth, however, prices could be higher or lower as compared with
the original long-run equilibrium level. It all depends on how far to the right the LRAS and
SRAS curves shift in relation to the AD curve as a result of expansionary macroeconomic
policies aimed at growth. The greater is the rightward shift in the LRAS and SRAS curves
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FIGURE 19.11. Macroeconomic Policies for Long-Run Growth.
Starting at original long-run equilibrium point E, expansionary macroeconomic policies for growth shift
the AD curve to the right to AD ′ and define new short-run equilibrium point A at PA > PE and YA > YN. With
long-run growth, the LRAS and SRAS curves shift to the right to LRAS ′ and SRAS ′′ and define equilibrium
point G at PG = PE and Y ′

N > YN .

in relation to the AD curve, the greater is the increase in the natural level of output in the
nation and the more likely it is that prices will be lower in the long run.

19.6B Macroeconomic Policies to Adjust to Supply Shocks
Macroeconomic policies can also be used to adjust to supply shocks. The most notorious
of the postwar supply shocks was the sharp increase in petroleum prices engineered by
OPEC (Organization of Petroleum Exporting Countries) between the autumn of 1973 and
the end of 1974, and again from 1979 to 1981. The increase in petroleum prices increased
production costs in all petroleum-importing countries and caused a leftward shift in their
short-run and long-run supply curves. The effect on aggregate demand was less clear. At
first sight, it might seem that petroleum-importing nations would suffer a deterioration of
their balance of payments, a depreciation of their currencies, and thus a shift to the right in
their aggregate demand curves. On closer reflection, however, we find that this need not be
the case. The reason follows.

It is true that, because the demand for petroleum is inelastic, an increase in price led to
higher total expenditures in all nonpetroleum-producing countries to purchase this crucial
input. But the reduction in the natural level of output that accompanied the petroleum shock
also induced a reduction in all other imports. Thus, the trade balance of petroleum-importing
nations could worsen or improve, depending on which of these two opposing forces was
stronger. But there is more. The BP curve refers to the balance of payments as a whole,
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which includes both the trade balance and the balance on capital account. Thus, even
if importing nations’ trade balances deteriorated as the direct result of the increase in
petroleum prices, their capital account could also improve if OPEC nations invested their
higher petroleum earnings in industrial nations. This is in fact exactly what happened with
the United States. Thus, it is impossible to determine a priori the net effect on importing
nations’ balance of payments resulting from the increases in petroleum prices. And if we
look at the data, we find that the balance of payments improved in some nations and in
some years and worsened in others after the two oil shocks; therefore, no general conclusion
can be reached. In what follows, therefore, we assume that the aggregate demand curve of
petroleum-importing nations remains unchanged as a result of the increase in petroleum
prices. It would be a simple matter, however, to examine the situation where this is not the
case, and that is left as an exercise.

With the above in mind, we can proceed to use our aggregate demand and aggregate
supply framework to analyze the effect of a petroleum shock on industrial nations and
the possible macroeconomic policies required to adjust to these shocks. This is done in
Figure 19.12. We start at original long-run equilibrium point E with PE and YN at the
intersection of the LRAS, SRAS , and AD curves. The immediate effect of a large increase
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FIGURE 19.12. Macroeconomic Policies to Adjust to Supply Shocks.
From original long-run equilibrium point E, the increase in petroleum prices causes the SRAS curve to
shift up to SRAS ′, thus defining short-run equilibrium point E ′ at P ′ > PE and Y ′

N < YN . Over time, prices fall
because of recession, and the nation reaches new long-run equilibrium point E ′′ at the intersection of the
LRAS ′, SRAS ′′, and AD curves at P ′′ < P ′ and Y ′

N > Y ′
N . An expansionary monetary policy that shifts the AD

curve to the right to AD ′ would lead to alternative long-run equilibrium point E∗ with P∗ > P ′ and Y ′′
N .

(c) ketabton.com: The Digital Library



Salvatore c19.tex V2 - 11/15/2012 6:52 A.M. Page 637

19.6 Macroeconomic Policies to Stimulate Growth and Adjust to Supply Shocks 637

■ CASE STUDY 19-4 Petroleum Shocks and Stagflation in the United States

Figure 19.13 shows the inflation rate and the rate
of unemployment in the United States from 1970
to 2011. The periods of stagflation (shaded in the
figure), from the end of 1973 to the middle of 1975
and from the middle of 1979 to the end of 1982
with high inflation and high unemployment, are
clearly associated with the two petroleum shocks.
Since 1990, the rate of inflation in the United States
has closely mirrored the price of petroleum, falling
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FIGURE 19.13. Stagflation in the United States, 1970–2011.
The shaded areas are periods of stagflation (recession and inflation) in the United States resulting from the two
petroleum shocks.
Source: Organization Economic Cooperation and Development, Economic Outlook (Paris, various issues).

and rising together, while the rate of unemploy-
ment continued to fall from 1992 to 2000. The rate
of unemployment then rose from 2000 to 2003,
fell from 2003 to 2006, rose from 2007 to 2010 as
a result of recession, and remained high in 2011
because of the slow recovery. The rate of unem-
ployment remained relatively low up to 2007 and
the rate of inflation until 2011, however, despite
high petroleum prices.

in petroleum prices is to shift the nation’s short-run aggregate supply curve from SRAS to,
say, SRAS ′, thus defining at the intersection of the SRAS ′ and AD curves the new short-run
equilibrium point E ′ with P ′ > PE and Y ′

N < YN . The combination of recession or stagnation
and higher prices or inflation at point E ′ is referred to as stagflation.

The lower level of natural output and employment at Y ′
N , however, causes prices to fall,

thus lowering costs and shifting the SRAS ′ curve down and to the right, but not all the way
back to SRAS . The reason is that long-run production costs have also increased as a result
of the increase in petroleum prices, and so the LRAS curve has also shifted to the left, say,
to LRAS ′. Thus, the new long-run equilibrium point E ′′ is obtained at the intersection of the
LRAS ′, SRAS ′′, and AD curves at P ′′ < P ′ and Y ′′

N > Y ′
N . At point E ′′, prices are higher and the

natural level of output and employment is lower than at point E before the petroleum shock.
If, instead of waiting for prices to fall and eventually reach long-run equilibrium point E ′′,

the nation used easy or expansionary monetary policy to shift the aggregate demand curve
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from AD to AD ′ in order to speed up recovery from point E ′, the nation would move to
equilibrium point E ∗ at the intersection of the LRAS ′, SRAS ′, and AD ′ curves, and prices
would be even higher. Note that in either case the nation would not get back to the natural
output level of YN that prevailed before the supply (petroleum) shock. Nations such as
Italy and France that tried to use expansionary monetary policies to fight the stagflation
that resulted from the petroleum shock of the 1970s ended up with much higher inflation
rates than nations such as Germany and Japan that used tight or contractionary monetary
policies to fight inflation, even in the face of recession. Case Study 19-4 clearly shows the
two periods of stagflation (recession and inflation) in the United States that resulted from
the two petroleum shocks. Case Study 19-5 shows the estimated impact of a $15 increase in
the price of petroleum on the United States, Japan, the Euro Area, and all OECD countries.
Case Study 19-6 extends the analysis to the relationship between the actual and the natural
unemployment rates, on the one hand, and the rate of inflation, on the other, in the United
States since 1980.

■ CASE STUDY 19-5 Impact of an Increase in the Price of Petroleum

Table 19.2 shows the estimated impact of a sus-
tained or permanent $15 increase in the price of
petroleum in the United States, the European Union
(EMU), Japan, and in the OECD as whole in 2004
and 2005. The effects are measured as deviations
from the baseline scenario and assuming constant
interest rates. The table shows that a $15 sustained
increase in the price of petroleum reduces the level
of U.S. GDP by 0.15 percent (about one-seventh
of 1 percent) in 2004 and by 0.35 percent in 2005
from what would have been the case without the
increase in the price of petroleum. U.S. inflation
would be higher by 0.70 percentage points in 2004

■ TABLE 19.2. Estimated Impact of a $15 Increase in the Price of Petroleum on U.S., EMU,
Japan, and OECD

U.S. EMU Japan OECD

2004 2005 2004 2005 2004 2005 2004 2005

GDP level −0.15 −0.35 −0.20 −0.20 −0.35 −0.35 −0.20 −0.25
Inflation (percentage points) 0.70 0.45 0.65 0.30 0.40 0.15 0.65 0.35
Current account (% of GDP) −0.30 −0.25 −0.40 −0.30 −0.30 −0.40 −0.15 −0.15

Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: December 2004), p. 135.

and 0.45 percentage points in 2005, while the U.S.
current account deficit as a percentage of GDP
would worsen by 0.30 percent in 2004 and 0.25
percent in 2005. The table shows that the impact
on the EMU, Japan, and OECD is similar. Since
the energy crises of the early 1970s and 1980s,
industrial nations have become much more energy
efficient and now require only half as much energy
to produce each dollar of GDP than they did in
the 1970s. This, together with the process of rapid
globalization that has been taking place during the
past three decades, has dampened the inflationary
impact of increases in the price of petroleum.
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■ CASE STUDY 19-6 Actual and Natural Unemployment Rates and Inflation in the United States

Table 19.3 gives the actual unemployment rate and
the inflation rate in the United States from 1980 to
2011. Until the mid-1990s, the natural unemploy-
ment rate was believed to be about 6 percent in the
United States. Any rate of unemployment below 6
percent was supposed to trigger higher inflation.
From the table we see that a higher unemploy-
ment rate was associated with a lower inflation rate
in six of the 14 years from 1980 to 1993 (1982,
1987–1989, 1991–1992). From 1995 to 2007,
however, the rate of unemployment fell below the
natural level in the United States (except in 2003),
but inflation remained very low and even declined
in 1997–1998, 2001–2002, and 2006–2007. One
explanation that has been given for this phe-
nomenon is that because of the rapid globalization
of the world economy, firms try to avoid increas-
ing prices for fear of losing markets to foreign

■ TABLE 19.3. Unemployment and Inflation Rates in the United States

Unemployment Inflation Unemployment Inflation
Year Rate Rate Year Rate Rate

1980 7.2 9.2 1996 5.4 2.9
1981 7.6 9.2 1997 4.9 2.3
1982 9.7 6.3 1998 4.5 1.5
1983 9.6 4.3 1999 4.2 2.2
1984 7.5 4.0 2000 4.0 3.4
1985 7.2 3.5 2001 4.8 2.8
1986 7.0 1.9 2002 5.8 1.6
1987 6.2 3.6 2003 6.0 2.3
1988 5.5 4.1 2004 5.5 2.7
1989 5.3 4.8 2005 5.1 3.4
1990 5.6 5.4 2006 4.6 3.2
1991 6.8 4.2 2007 4.6 2.9
1992 7.5 3.0 2008 5.8 3.8
1993 6.9 3.0 2009 9.3 −0.3
1994 6.1 2.6 2010 9.6 1.6
1995 5.6 2.8 2011 8.9 3.1

Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris: OECD, May 2012).

competitors, and workers refrain from demanding
excessive wage increases for fear of losing their
jobs. In other words, there seems to have occurred
a structural change in the U.S. labor market that
lowered the natural rate of unemployment from 6
percent in the 1980s to around 4 percent afterward.

Sources: “A Century of Booms and How They Ended,” The
Wall Street Journal , February 1, 2000, p. B1; “Sluggish
U.S. Economy a Global Concern,” The New York Times ,
September 27, 2002, p. 14; “On the Roll,” U.S. News and
World Report , January 12, 2004, pp. 32–39; C. Reinhart and
K. Rogoff, “Is the 2007 U.S. Sub-Prime Financial Crisis So
Different? An International Historical Comparison,” Amer-
ican Economic Review , May 2008, pp. 339–344; and D.
Salvatore, “The Global Financial Crisis: Predictions Causes,
Effects, Policies, Reforms and Prospects,” Journal of Eco-
nomic Asymmetries , December 2010, pp. 1–20.
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S U M M A R Y

1. In our discussion of open-economy macroeconomics,
we have generally assumed until now that prices
remained constant as the economy expanded and con-
tracted over the business cycle. In this chapter, we
relax the assumption of constant prices and examine
the short-run and long-run relationship between price
and output in an open economy using an aggregate
demand and aggregate supply framework that incor-
porates the effects of international trade and capital
flows.

2. The aggregate demand (AD) curve is derived from
the IS –LM curves of Chapter 18. The AD curve
slopes downward, indicating that larger quantities of
goods and services are demanded in the economy at
lower prices. The long-run aggregate supply (LRAS )
curve is independent of prices and is vertical at the
nation’s natural level of output, which depends on
the availability of labor, capital, natural resources,
and technology in the nation. The nation’s output
can temporarily deviate from its natural level (i.e.,
the nation’s short-run aggregate supply (SRAS ) curve
is upward sloping) because of imperfect information
or market imperfections. An unexpected increase in
aggregate demand leads firms to temporarily increase
their output. In the long run, however, as expected
prices increase to match the increase in actual prices,
the short-run aggregate supply curve shifts up by
the amount of the price increase and defines a new
long-run equilibrium point at the natural level of out-
put but higher price level.

3. An increase of the price level in the nation causes a
leftward shift in the LM curve because of the reduc-
tion in the real value of the nation’s money supply.
The IS curve shifts to the left because of the worsened
trade balance, and the BP curve does the same because
higher interest rates are now required to attract more
international capital to compensate for the worsened
trade balance. An increase in domestic prices thus
reduces the aggregate quantity of goods and ser-
vices demanded in the economy by more than if the
economy were closed. The open-economy aggregate
demand curve is even flatter or more elastic under
flexible exchange rates because an increase in prices
and worsened trade balance in the nation usually also
lead to exchange rate changes and further trade bal-
ance effects.

4. Any change that affects the IS, LM , and BP curves can
affect the nation’s aggregate demand curve, depending
on whether the nation operates under fixed or flexi-
ble exchange rates. An improvement in the nation’s
trade balance with constant domestic prices leads to a
rightward shift in the nation’s aggregate demand curve
under fixed exchange rates but only to an apprecia-
tion of the nation’s currency under flexible rates. An
autonomous short-term capital inflow to or reduced
outflow from the nation results in a rightward shift
in the nation’s aggregate demand curve under fixed
exchange rates but to a leftward shift under flexi-
ble rates. Under highly elastic short-term international
capital flows, fiscal policy is effective under fixed
exchange rates, whereas monetary policy is ineffec-
tive. The opposite is true under flexible rates.

5. Expansionary fiscal policy under fixed exchange rates
or monetary policy under flexible rates from a posi-
tion of long-run equilibrium leads to an increase in
prices but to only a temporary expansion in output.
A nation could correct a recession with expansion-
ary fiscal policy under fixed exchange rates and easy
monetary policy under flexible rates but only at the
expense of higher prices. In time, the recession would
be automatically eliminated by falling prices, but this
may take too long if prices are sticky and not too flexi-
ble downward. Nations with more independent central
banks have had a better inflation performance than
nations with less independent central banks.

6. Macroeconomic policies can also be used to achieve
long-run growth. The LRAS and SRAS curves then
shift to the right, reaching a larger level of natu-
ral output and employment and lower prices than
with expansionary macroeconomic policies and no
growth. The large supply shocks due to the sharp
increases in petroleum prices during the 1970s caused
the SRAS and LRAS curves of petroleum-importing
countries to shift to the left because of increased
production costs. It is less clear what happened to
aggregate demand. The leftward shift in SRAS and
LRAS curves led to recession and inflation (stagfla-
tion) in petroleum-importing countries. Nations that
used expansionary monetary policies to fight stagfla-
tion generally faced even more inflation than nations
that did not.
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A L O O K A H E A D

The next chapter examines and compares the advantages
and disadvantages of flexible versus fixed exchange rate
systems with the objective of determining which type of
system is “better.” The evaluation will be conducted in
terms of the degree of uncertainty arising under each sys-
tem, the type of speculation that each system is likely
to give rise to, the likely effect of each system on the
rate of inflation, and the policy implications of each

system. The conclusion will be reached that each sys-
tem has some advantages and disadvantages and each
may be more appropriate under different sets of circum-
stances. Chapter 20 also examines the European Monetary
System (EMS) and macroeconomic policy coordination.
Chapter 21 then deals with the operation of the entire
international monetary system.

K E Y T E R M S

Aggregate demand
(AD) curve,
p. 618

Aggregate
supply

(AS ) curve,
p. 619

Expected prices,
p. 622

Inflation targeting,
p. 633

Long-run aggregate
supply (LRAS )

curve,
p. 619

Natural level of
output (YN ),
p. 619

Short-run aggregate
supply (SRAS )
curve, p. 620

Stagflation, p. 637

Q U E S T I O N S F O R R E V I E W

1. Why is it important to examine the relationship
between prices and output in our analysis of
open-economy macroeconomics? How are prices
incorporated into the analysis of open-economy
macroeconomics?

2. What does the aggregate demand curve in a closed
economy show? How is it derived? Why is it down-
ward sloping?

3. Why is a reduction in the general price level for a
given money supply shown as a movement down a
given aggregate demand curve, while an increase in
the money supply for a given price level is shown
as a shift in the aggregate demand curve?

4. How does an increase in government expenditures
affect the AD curve? Why? To what kind of fiscal
policy does this refer?

5. What does the aggregate supply curve show? How
does the long-run aggregate supply curve differ
from the short-run aggregate supply curve?

6. What is the natural level of output?

7. How can a nation’s output temporarily deviate from
its natural level? Why and how does a nation’s out-
put return to its long-run natural level?

8. Using an aggregate demand and an aggregate sup-
ply framework, explain why a nation must neces-
sarily be in short-run equilibrium if it is in long-run

equilibrium. How can the nation be in short-run
equilibrium without being in long-run equilibrium?

9. How is an open economy’s aggregate demand curve
derived under fixed exchange rates? Why is this
more elastic than if the nation were a closed econ-
omy?

10. Why must the Marshall–Lerner condition be sat-
isfied for an open economy’s aggregate demand
curve to be more elastic than if the economy were
closed?

11. How is an open economy’s aggregate demand curve
derived under flexible exchange rates? Why is this
more elastic than if the nation were a closed econ-
omy or for an open economy with fixed exchange
rates?

12. How does the effect of a real-sector shock on the
nation’s aggregate demand differ under fixed and
flexible exchange rates?

13. How does the effect of a monetary shock on
the nation’s aggregate demand differ under fixed
and flexible exchange rates from the case of a
real-sector shock?

14. Why is fiscal policy effective but monetary policy
ineffective under fixed exchange rates? Why is the
opposite true under flexible rates?

(c) ketabton.com: The Digital Library



Salvatore c19.tex V2 - 11/15/2012 6:52 A.M. Page 642

642 Prices and Output in an Open Economy: Aggregate Demand and Aggregate Supply

P R O B L E M S

1. Using an IS –LM diagram, show graphically how
a reduction in the general price level in a nation
results in a movement down the aggregate demand
curve.

2. Using an IS –LM diagram, show graphically that
for a given LM curve, the flatter is the IS curve,
the flatter or more elastic is the aggregate demand
curve.

3. Using an IS –LM diagram, show the effect of an
easy monetary policy on the aggregate demand
curve.

4. Using an IS –LM diagram, show the effect of
an expansionary fiscal policy on the aggregate
demand curve.

*5. Explain why an unexpected increase in prices in
the face of sticky wages (i.e., wages that do not
immediately increase in the same proportion as
prices) can explain an upward sloping short-run
aggregate supply curve.

*6. Suppose that the original long-run and short-run
equilibrium in the economy of Figure 19.3 were
at point C where the AD ′ curve crosses the LRAS
and SRAS ′ curves. Explain why a downward shift
in the aggregate demand curve from AD ′ to AD
would result in a temporary reduction in output
and a permanent reduction in price.

7. Explain in terms of labor market imperfections
how a downward shift in the aggregate demand
curve would result in a temporary reduction in
output and a permanent reduction in price.

*= Answer provided at www.wiley.com/college/
salvatore.

8. Explain how equilibrium in the goods and money
markets and in the balance of payments would
be reached if the LM ′ curve in the left panel of
Figure 19.5 intersected the IS ′ curve below the
BP ′ curve for an economy operating under fixed
exchange rates.

9. Draw a figure similar to the left panel of
Figure 19.6 showing how equilibrium in the goods
and money markets and in the balance of pay-
ments would be reached if the LM ′ curve inter-
sected the IS ′ curve below the BP ′ curve for an
economy operating under flexible exchange rates.

10. Examine the effect on the nation’s aggregate
demand curve of an autonomous worsening of a
nation’s trade balance under fixed exchange rates.

11. Do the same as for Problem 10 for flexible
exchange rates.

*12. Explain why the usefulness of expansionary fiscal
policy or easy monetary policy to correct a reces-
sion depends on how flexible domestic prices are
downward.

13. With reference to Figure 19.12, determine what
would happen if the monetary policy that shifts
the nation’s aggregate demand curve to the right
to AD ′ in order to adjust to stagflation also leads to
growth that keeps the nation’s long-run aggregate
supply curve at LRAS in the long run.

14. Is the concept of the natural rate of unemployment
useful in view of the data presented in Case Study
19-5?
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Flexible versus Fixed Exchange
Rates, the European Monetary
System, and Macroeconomic
Policy Coordination

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Identify the advantages and disadvantages of flexible
and fixed exchange rates

• Understand the meaning of an optimum currency area

• Describe the creation of the euro and the operation of
the European Central Bank

• Describe the operation of a currency board and how it
works in the nations that adopted it

• Describe adjustable pegs, crawling pegs, and managed
floating and how they work

• Know the meaning and importance of macroeconomic
policy coordination

20.1 Introduction
In Chapters 16 through 19, we examined separately the process of adjustment to
balance-of-payments disequilibria under a flexible and under a fixed exchange rate
system. In this chapter, we evaluate and compare the advantages and disadvantages
of a flexible as opposed to a fixed exchange rate system, as well as the merits and
drawbacks of hybrid systems that combine various characteristics of flexible and
fixed exchange rates.

In general, advocates of flexible exchange rates argue that such a system is
more efficient than a system of fixed exchange rates to correct balance-of-payments
disequilibria. Furthermore, they stress that by allowing a nation to achieve exter-
nal balance easily and automatically, flexible rates facilitate the achievement of
internal balance and other economic objectives of the nation. On the other hand,
advocates of fixed exchange rates argue that by introducing a degree of uncer-
tainty not present under fixed rates, flexible exchange rates reduce the volume of
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international trade and investment, are more likely to lead to destabilizing speculation, and
are inflationary.

A careful review of the theoretical arguments raised by each side does not lead to any
clear-cut conclusion that one system is overwhelmingly superior to the other. To be sure, at
the time of the collapse of the fixed exchange rate system in the early 1970s, the majority
of economists seemed to lean toward flexible exchange rates. However, as a result of the
great volatility in exchange rates experienced over the past four decades, the balance today
seems to be toward fixed or more managed rates. It seems that economists often compare
the painfully obvious weaknesses of whatever the prevailing exchange rate system is to an
idealized alternative system. This is contrasted to the more or less consistent preference
of businesspeople, bankers, and government officials for fixed rates, or at least greatly
restrained fluctuations.

No one can deny the important benefits of having a single currency throughout a nation
and thus permanently fixed exchange rates between the various areas of the nation. (For
example, a dollar in New York can be exchanged for a dollar in San Francisco or in any
other part of the United States.) But then the debate over fixed versus flexible exchange
rates becomes essentially a debate over what is an optimum currency area , or how large the
area covered by permanently fixed exchange rates can be before the benefits of fixed rates
are overcome by their drawbacks. In the final analysis, whether flexible or fixed exchange
rates are better may very well depend on the nation or region involved and the conditions
under which it operates.

In Section 20.2, we examine the case for flexible exchange rates, and in Sec-
tion 20.3, the case for fixed exchange rates. Section 20.4 presents the closely related theory
of optimum currency areas and discusses the European Monetary System. Section 20.5
looks at currency board arrangements and dollarization, while Section 20.6 examines the
advantages and disadvantages of hybrid systems that combine some of the characteristics of
flexible and fixed exchange rates in various degrees. These include systems with different
exchange rate bands of fluctuation about a par value or a fixed exchange rate system
characterized by adjustable pegs, crawling pegs, and managed floating. Finally, Section
20.7 deals with international macroeconomic policy coordination. The appendix presents
the exchange rate arrangements of all IMF member countries.

20.2 The Case for Flexible Exchange Rates
We saw in Chapter 16 that under a truly flexible exchange rate system, a deficit or surplus
in the nation’s balance of payments is automatically corrected by a depreciation or an
appreciation of the nation’s currency, respectively, without any government intervention
and loss or accumulation of international reserves by the nation. On the other hand, pegging
or fixing the exchange rate at one level, just as fixing by law the price of any commodity,
usually results in excess demand for or excess supply of foreign exchange (i.e., a deficit or
a surplus in the nation’s balance of payments), which can only be corrected by a change
in economic variables other than the exchange rate. This is inefficient, may lead to policy
mistakes, and requires the use of policies (such as monetary policy) that, therefore, are not
available to achieve purely internal economic objectives.
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20.2A Market Efficiency
Under a flexible exchange rate system, only the exchange rate needs to change to correct a
disequilibrium in a nation’s balance of payments. Balance-of-payments equilibrium would
also be achieved under a fixed exchange rate system (such as the price-specie-flow mech-
anism under the gold standard) if all internal prices were perfectly flexible in the nation.
However, it is argued that it is more efficient or less costly to change only one price (i.e.,
the exchange rate) than to rely on all internal prices changing in order to bring about adjust-
ment in the balance of payments. The reasoning is the same as that for changing to daylight
saving time during the summer months rather than rescheduling all events for one hour
earlier. Furthermore, internal prices are sticky and far from perfectly flexible in today’s
world, especially downward.

According to its advocates, a flexible exchange rate system corrects balance-
of-payments disequilibria smoothly and continuously as they occur. This results in stabi-
lizing speculation, which dampens fluctuations in exchange rates. Whatever fluctuations
remain in exchange rates can then be hedged at a small cost. On the other hand, the
inability or unwillingness of a nation to adjust the exchange rate when out of equilibrium
under a fixed exchange rate system is likely to give rise to destabilizing speculation and
eventually force the nation to make a large discrete change in its exchange rate. This
jolts the economy, imposes serious adjustment costs on the nation, and interferes with the
smooth flow of international trade and investments.

Flexible exchange rates clearly identify the degree of comparative advantage and disad-
vantage of the nation in various commodities when these equilibrium exchange rates are
translated into domestic prices. On the other hand, fixed exchange rates are often out of
equilibrium in the real world, and when this is the case, they distort the pattern of trade and
prevent the most efficient allocation of resources throughout the world.

For example, an exchange rate that is too high may lead the nation to export more of a
commodity than would be justified at the equilibrium exchange rate. In extreme cases, it may
even lead the nation to export a commodity in which, in reality, the nation has comparative
disadvantage. That is, the commodity may be cheaper in relation to competitive foreign
commodities (when expressed in terms of the same currency) at the nation’s undervalued
exchange rate even though it would be more expensive at the equilibrium exchange rate.
This interferes with the most efficient utilization of world resources and reduces the benefits
from international specialization in production and trade.

20.2B Policy Advantages
A flexible exchange rate system also means that the nation need not concern itself with its
external balance and is free to utilize all policies at its disposal to achieve its purely domestic
goals of full employment with price stability, growth, an equitable distribution of income,
and so on. For example, we saw in Chapters 18 and 19 that under a fixed exchange rate
system, the nation could use fiscal policy to achieve internal balance and monetary policy
to achieve external balance. Other things being equal, the achievement of internal balance
would certainly be facilitated if monetary policy were also free to be used alongside fiscal
policy to attain this goal, or monetary policy could be utilized to achieve other purely internal
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objectives, such as growth. In view of the limited number of effective policy instruments
usually available to nations, this is no small benefit. In addition, the possibility of policy
mistakes and delays in achieving external balance would also be minimized under a flexible
exchange rate system.

An additional standard argument for flexible exchange rates is that they enhance the
effectiveness of monetary policy (in addition to freeing it to be used for domestic objectives).
For example, an anti-inflationary policy that improves the trade balance will result in an
appreciation of the domestic currency. This further reduces domestic inflationary pressures
by encouraging imports and discouraging exports.

Different nations also have different trade-offs between inflation and unemployment. For
example, the United Kingdom and Italy seemed to tolerate double-digit inflation more read-
ily than the United States to keep their unemployment rates low during the 1970s. Japan also
seemed more willing than Germany to tolerate inflation to keep its unemployment rate very
low. Flexible exchange rates allow each nation to pursue domestic policies aimed at reach-
ing its own desired inflation–unemployment trade-off. Under fixed exchange rates, different
inflationary rates in different nations result in balance-of-payments pressures (deficit in the
more inflationary nations and surplus in the less inflationary nations), which restrain or pre-
vent each nation from achieving its optimum inflation–unemployment trade-off. However,
the benefit from flexible exchange rates along these lines may be only temporary.

Flexible exchange rates would also prevent the government from setting the exchange rate
at a level other than equilibrium in order to benefit one sector of the economy at the expense
of another or to achieve some economic objective that could be reached by less costly means.
For example, developing nations usually maintain an exchange rate that is too low in order
to encourage the importation of capital equipment needed for development. However, this
discourages exports of agricultural and traditional commodities. The government then uses
a maze of exchange and trade controls to eliminate the excess demand for foreign exchange
resulting at its lower-than-equilibrium exchange rate. Other things being equal, it would
be more efficient to allow the exchange rate to find its own equilibrium level and give
a subsidy to the nation’s industrial producers. This is generally better because a subsidy
is more transparent and comes under legislative scrutiny, and because trade and exchange
controls introduce many distortions and inefficiencies into the economy. As indicated in
Section 11.5c, many developing nations moved in this direction during the 1990s.

Finally, a flexible exchange rate system does not impose the cost of government inter-
ventions in the foreign exchange market required to maintain fixed exchange rates. Flexible
exchange rates are generally preferred by those, such as Nobel laureate Milton Friedman,
who advocate a minimum of government intervention in the economy and a maximum of
personal freedom.

The above represents the strongest possible case that could be made for flexible exchange
rates, and while generally correct in its broad outlines, it needs to be greatly qualified. This
is undertaken in the next two sections in the context of making a case for fixed exchange
rates and in examining the theory of optimum currency areas. Also to be pointed out is that
we are here examining the case for a freely floating exchange rate system in which there is
no government intervention at all in foreign exchange markets. A system that permits even a
minimum of government intervention in foreign exchange markets simply to smooth out
excessive short-run fluctuations without affecting long-run trends or trying to support any
specific set of exchange rates does not qualify as a truly flexible exchange rate system. This is
referred to as a managed floating exchange rate system and will be examined in Section 20.6d.
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20.3 The Case for Fixed Exchange Rates
In this section, we consider the case for fixed exchange rates. This rests on the alleged
smaller degree of uncertainty that fixed exchange rates introduce into international trade
and finance, on fixed exchange rates being more likely to lead to stabilizing rather than
to destabilizing speculation, and on the greater price discipline (i.e., less inflation) than
under flexible rates. Each of these arguments in favor of fixed exchange rates is presented
together with the reply by advocates of flexible exchange rates as well as whatever empirical
evidence is available on the issue.

20.3A Less Uncertainty
According to its advocates, a fixed exchange rate system avoids the wild day-to-day fluc-
tuations that are likely to occur under flexible rates and that discourage specialization
in production and the flow of international trade and investments. That is, with flexible
exchange rates, the day-to-day shifts in a nation’s demand for and supply of foreign exchange
would lead to very frequent changes in exchange rates. Furthermore, because the demand
and supply curves of foreign exchange are supposedly inelastic (i.e., steeply inclined), not
only would exchange rates fluctuate frequently, but these fluctuations would be very large.
These wild fluctuations in exchange rates would interfere with and reduce the degree of
specialization in production and the flow of international trade and investments. In this
form, the case in favor of fixed rates is as much a case against flexible exchange rates as
it is a case in favor of fixed rates as such.

For example, in Figure 20.1, the shift over time in the U.S. demand curve for euros from
the average of D¤ to D ′

¤ and then to D∗
¤ causes the exchange rate to fluctuate from R′ to

R∗ when the U.S. supply curve of euros is S¤, or more elastic, and from R′′ to R∗∗ when
the U.S. supply curve of euros is S ′

¤, or less elastic.
Turning to the real world and back to Figure 14.3, we see that the exchange rate between

the U.S. dollar and the currencies of the largest (G-7) industrial nations did fluctuate widely
on a daily basis from 1980 to 2002. Since 1973, most nations have had managed rather
than freely floating exchange rates. To the extent that the intervention of national monetary
authorities in foreign exchange markets had some success in their alleged aim of smoothing
out short-run fluctuations in exchange rates, fluctuations in exchange rates would have been
even greater under a freely floating exchange rate system.

The question of time is also crucial. That is, elasticities are likely to be higher and
thus exchange rate fluctuations lower in the long run than in the short run. But it is with
the short-run instability in exchange rates that we are now primarily concerned. Excessive
short-run fluctuations in exchange rates under a flexible exchange rate system may be
costly in terms of higher frictional unemployment if they lead to over-frequent attempts at
reallocating domestic resources among the various sectors of the economy. The short-run
tendency of exchange rates to overshoot their long-run equilibrium level has also been noted
in Section 15.5a and Case Study 15-7.

According to advocates of flexible exchange rates, the uncertainty and instability sur-
rounding the large discrete changes in par values that periodically become necessary under
a fixed exchange rate system are even more damaging and disruptive to the smooth flow
of international trade and investments than the uncertainty inherent in fluctuating exchange
rates. Furthermore, while the latter uncertainty can generally be hedged, the former cannot.

(c) ketabton.com: The Digital Library



Salvatore c20.tex V2 - 11/07/2012 10:10 A.M. Page 650

650 Exchange Rates, European Monetary System, Policy Coordination

F
lu

ct
ua

tio
ns

 in
 th

e 
ex

ch
an

ge
 r

at
e

R**

0

E**

E*

R''

R*

R'

R

R ($/   )

E

E'

D*

D'

S'

E''

Million    /day

D

S

FIGURE 20.1. Shifts in the Nation’s Demand Curve for Foreign Exchange and Uncertainty.
The shift over time in the U.S. demand curve for euros from the average D¤ to D ′

¤ and then to D∗
¤ causes

the exchange rate to fluctuate from R ′ to R∗ when the U.S. supply curve of euros is S¤, or elastic, and from
R ′ ′ to R∗∗ when the U.S. supply curve is S ′

¤, or inelastic.

However, it must be pointed out that under a truly fixed exchange rate system, such as
the gold standard, the exchange rate is always kept fixed, and so this source of uncertainty
would be absent.

20.3B Stabilizing Speculation
According to advocates of fixed exchange rates, speculation is more likely to be destabilizing
under a flexible than under a fixed exchange rate system. With destabilizing speculation,
speculators purchase a foreign currency when the exchange rate is rising, in the expectation
that the exchange rate will rise even more, and sell the foreign currency when the exchange
rate is falling, in the expectation that the exchange rate will fall even more. In the process,
the fluctuations in exchange rates resulting from business cycles are amplified, and so are
the uncertainty and risks involved in international transactions. The opposite occurs under
stabilizing speculation.

This is illustrated in Figure 20.2. Curve A shows the hypothetical fluctuation in the
exchange rate that accompanies the business cycle in the absence of speculation (along
an implicit depreciating trend of the dollar over the entire cycle). Curve B shows the
smaller fluctuation in the exchange rate with stabilizing speculation, and curve C shows
the larger fluctuation in the exchange rate with destabilizing speculation. The amplified
fluctuations in exchange rates with destabilizing speculation increase the uncertainty and
risk of international transactions and reduce the international flow of trade and investments.
According to advocates of a fixed exchange rate system, this is more likely to occur when
exchange rates are free to vary than when they are kept fixed.
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FIGURE 20.2. Fluctuations in Exchange Rate in the Absence of Speculation and with Stabilizing and
Destabilizing Speculation.
Curve A shows the fluctuation in the exchange rate over the business cycle in the absence of speculation.
Curve B shows the smaller fluctuation in the exchange rate with stabilizing speculation, while curve C
shows the larger fluctuation in the exchange rate with destabilizing speculation.

Once again, advocates of flexible exchange rates disagree. They point out that destabiliz-
ing speculation is less likely to occur when exchange rates adjust continuously than when
they are prevented from doing so until a large discrete adjustment can no longer be avoided.
Anticipating a large change in exchange rates, speculators will then sell a currency that they
believe is going to be devalued and buy a currency that they believe is going to be revalued
(destabilizing speculation), and their expectations often become self-fulfilling. However, this
is generally true only under a fixed exchange rate system of the Bretton Woods type, which
did allow exchange rate changes in cases of “fundamental disequilibrium.” Under a truly
fixed exchange rate system, such as the gold standard, exchange rates are always kept fixed,
and a balance-of-payments adjustment is achieved by other means, no matter how painful.
In that case, speculation is almost certain to be stabilizing. But then that is also likely to be
the case under a truly flexible exchange rate system.

According to Milton Friedman, speculation is stabilizing on the average because destabi-
lizing speculation would lead to continuous losses by speculators, which would drive them
out of business. That is, with destabilizing speculation, speculators buy a foreign currency
when its price is rising in the expectation that its price will rise even more, but if it does
not, they are forced to resell the currency at a lower price, thus incurring losses. If the pro-
cess continues, it will bankrupt many of them. For speculators to make profits and remain
in business, they must be able to purchase a foreign currency when it is cheap and resell
it when it is expensive. This implies that speculation is stabilizing on the average. Some
economists reject this argument and point out that the ranks of speculators who behave
in a destabilizing manner are always replenished so that speculation can be destabilizing
over a long period of time. Furthermore, the fact that destabilizing speculation would
bankrupt them did not prevent speculators from behaving in a destabilizing fashion dur-
ing the stock market crash in 1929 at the start of the Great Depression and more recently
during the stock market crash of October 1987.
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This is one of those arguments that could possibly be resolved only by examining
real-world experiences. But when we turn to these, we find conflicting evidence. The inter-
war experience (i.e., between World War I and World War II) with flexible exchange rates
clearly indicated the prevalence of destabilizing speculation, according to Nurkse (but this
has more recently been subject to revision). This interwar experience strongly influenced
the Allies at the close of World War II to establish a fixed exchange rate system (the Bretton
Woods system). The Canadian experience with flexible exchange rates during the 1950s,
however, showed that stabilizing speculation was prevalent.

The last days of the Bretton Woods system in the early 1970s were marred by chaotic
conditions in foreign exchange markets, several exchange rate realignments, and clearly
destabilizing speculation. On the other hand, the gold standard period (1880–1914) was
definitely a time of stabilizing speculation. Under the managed floating system in operation
since 1973, exchange rates have fluctuated widely on a daily basis, but there is no general
agreement on whether speculation has been stabilizing or destabilizing on average. Perhaps
there has been some of both.

Thus, destabilizing speculation can occur under a managed floating system of the type
in operation today as well as under a fixed exchange rate system of the Bretton Woods
type. However, a majority of economists seem to believe that, under “normal” conditions,
speculation was for the most part stabilizing under both systems. Under a truly flexible and
a truly fixed exchange rate system, speculation is almost certain to be stabilizing.

20.3C Price Discipline
Fixed exchange rates impose a price discipline on the nation not present under flexible
exchange rates (the so-called anchor argument). That is, a nation with a higher rate of
inflation than the rest of the world is likely to face persistent deficits in its balance of
payments and loss of reserves under a fixed exchange rate system. Since deficits and reserve
losses cannot go on forever, the nation needs to restrain its excessive rate of inflation and
thus faces some price discipline. There is no such price discipline under a flexible exchange
rate system, where balance-of-payments disequilibria are, at least in theory, automatically
and immediately corrected by changes in the exchange rate. Knowing this, elected officials
are more likely to overstimulate the economy in order to increase their chances of reelection.

On theoretical grounds, flexible exchange rates do seem more inflationary than fixed
exchange rates. We saw in Chapter 16 that the depreciation of a nation’s currency increases
domestic prices. On the other hand, an appreciation does not result in a reduction in prices
because of the downward inflexibility of prices in today’s world. To be sure, a devaluation
under a fixed exchange rate system is also inflationary, while a revaluation fails to reduce
domestic prices. However, since fluctuating exchange rates lead to overshooting of the
equilibrium exchange rate in both directions and cause prices to rise when depreciating but
fail to reduce prices when appreciating (the so-called ratchet effect), inflation is likely to be
higher under a flexible than under a fixed exchange rate system.

As pointed out earlier, we have had no real-world experience with truly flexible exchange
rates, and so we must rely on the experience under the managed floating system. Managed
floating since 1973 has coincided with sharp inflationary pressures throughout most of
the world until the early 1980s, but not afterward. Furthermore, the inflationary pressures
during the 1970s were as much, or even primarily, the result of the sharp increase in
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petroleum prices and excessive money creation in most nations (and the resulting inflationary
psychology) as of flexible exchange rates, as such. However, even if we exclude the more
unstable years of the 1970s, we find that the economic performance of the leading industrial
countries was better during the 1960–1973 period than during the 1983–2011 period (see
Case Study 20-1).

Advocates of a flexible exchange rate system acknowledge that flexible rates can be more
inflationary than fixed exchange rates. However, this results because nations desire different

■ CASE STUDY 20-1 Macroeconomic Performance under Fixed and Flexible Exchange Rate Regimes

Table 20.1 presents some indicators of the macro-
economic performance of the leading industrial
(G-7) countries during the last 14 years of the
fixed exchange rate period (i.e., from 1960 to
1973) and the 28 years from 1983 to 2011 of the
present flexible (managed) exchange rate period.
The years from 1974 to 1982 were excluded
because the petroleum crises of 1973–1974 and
1979–1980 (and their aftermath) made this period
quite unusual. The table shows that the rate of
growth or real GDP was, on average, double, the
rate of inflation was 50 percent higher, and the
rate of unemployment was less than half during
the fixed exchange rate period as compared with
the flexible exchange rate period examined.

We cannot, however, attribute the better
macroeconomic performance during the 1960–1973

■ TABLE 20.1. Macroeconomic Performance under Fixed and Flexible Exchange Rates,
1960–1973, 1983–2011

Real GDP Growth Inflation Rate Unemployment Rate

Country 1960–1973 1983–2011 1960–1973 1983–2011 1960–1973 1983–2011

United States 3.7% 3.1% 2.8% 2.9% 4.9% 6.3%
Japan 11.0 2.0 5.6 0.6 1.2 3.5
Germany 5.5 1.9 2.9 1.9 0.6 7.7
United Kingdom 2.9 2.1 4.5 3.3 2.8 7.5
France 6.0 1.9 4.3 2.7 1.8 9.9
Italy 5.7 1.4 3.8 4.3 3.1 9.2
Canada 5.0 2.8 2.8 2.8 5.1 8.8
Weighted average 5.7 2.2 3.8 2.6 2.8 7.6

Sources: Organization for Economic Cooperation and Developement, Economic Outlook (Paris: OECD, various issues);
A. Ghosh, J. D. Ostry, and C. Tsangarides, Exchange Rate Regimes and the Stability of the International Monetary System
(Washington, D.C.: IMF, 2010); and J. E. Gagnon, Flexible Exchange Rates for a Stable World Economy (Washington, D.C.:
Peterson Institute for International Economics, 2011).

period entirely or even primarily to fixed exchange
rates because economic performance depends on
many other factors, such as flexibility of labor
markets, rate of technological change, and glob-
alization. For example, rapid globalization may be
responsible for the lower inflation rate during the
managed exchange rate regime (despite the fact
that we would expect the former to be less infla-
tionary than the latter). In fact, when all the sources
affecting economic performance are taken into con-
sideration, it becomes difficult to say which system
is better. It really depends on the nation and the
circumstances under which it operates. In the final
analysis, no exchange rate regime can substitute
for sound economic policies.
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inflation–unemployment trade-offs and flexible exchange rates allow each nation to pursue
its own stabilization policies—that is, to trade more inflation for less unemployment (or vice
versa) as the nation sees fit. Advocates of flexible exchange rates view this as an important
advantage of a flexible exchange rate system.

Flexible exchange rates to a large extent insulate the domestic economy from external
shocks (such as an exogenous change in the nation’s exports) much more than do fixed
exchange rates. As a result, flexible rates are particularly attractive to nations subject to
large external shocks. On the other hand, a fixed exchange rate system provides more
stability to an open economy subject to large internal shocks.

For example, an autonomous increase in investment in the nation increases the level of
national income according to the familiar multiplier process. The increase in income induces
imports to rise and possibly causes a deficit in the nation’s balance of payments under a
fixed exchange rate system. At least for a time, the nation can finance the deficit out of its
international reserves. Under a flexible exchange rate system, however, the nation’s currency
will automatically depreciate and stimulate its exports, which reinforces the tendency for
the nation’s income to rise. But the outcome can vary greatly when international capital
flows are also considered. Furthermore, since 1973, business cycles seem to have become
more, rather than less, synchronized even though exchange rates are floating.

By way of a summary, we might say that a flexible exchange rate system does not seem
to compare unfavorably to a fixed exchange rate system as far as the type of speculation to
which it gives rise and the degree of uncertainty that it introduces into international trans-
actions when all factors are considered. Furthermore, flexible exchange rates are generally
more efficient and do give nations more flexibility in pursuing their own stabilization poli-
cies. At the same time, flexible exchange rates are generally more inflationary than fixed
exchange rates and less stabilizing and suited for nations facing large internal shocks. The
greatest attraction of flexible exchange rates as far as monetary authorities are concerned
is that they allow the nation to retain greater control over its money supply and possibly
achieve a lower rate of unemployment than would be possible under a fixed or adjustable peg
exchange rate system. However, this benefit is greatly reduced when, as in today’s world,
international capital flows are very large. The greatest disadvantage of flexible exchange
rates is the lack of price discipline and the large day-to-day volatility and overshooting of
exchange rates.

In general, a fixed exchange rate system is preferable for a small open economy that trades
mostly with one or a few larger nations and in which disturbances are primarily of a monetary
nature. On the other hand, a flexible exchange rate system seems superior for a large,
relatively closed economy with diversified trade and a different inflation–unemployment
trade-off than its main trading partners, and facing primarily disturbances originating in the
real sector abroad.

20.3D The Open-Economy Trilemma
From the discussion thus far, we can see that in an open economy, policymakers face a
policy trilemma in trying to achieve internal and external balance. They can attain only two
of the following three policy choices: (1) a fixed exchange rate, (2) unrestricted international
financial or capital flows, and (3) monetary policy autonomy, or independence. The nation
can have a fixed exchange rate and unrestricted international financial flows (choices 1
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FIGURE 20.3. The Policy Trilemma for Open Economies.
Each corner of the triangle shows one policy choice open to the nation. The nation can attain only two of
the three.

and 2) only by giving up monetary policy autonomy (choice 3); or it can have a fixed
exchange rate and monetary policy autonomy (choices 1 and 3) only by restricting or
controlling international financial flows (choice 2); or finally, it can have monetary policy
autonomy and unrestricted international financial flows (choices 2 and 3) only by giving up
a fixed exchange rate (choice 1).

The three policy trilemma that policymakers face in an open economy are shown by
the corners of the triangle in Figure 20.3. If the nation chooses a fixed exchange rate and
unrestricted international financial flows (the right leg of the triangle), it must give up
monetary policy autonomy (as under the gold standard or any other rigidly fixed exchange
rate system—see Section 16.6). In this case, a deficit nation will have to allow its money
supply to fall for its trade and balance of payments deficit to be corrected (the opposite would
be the case for a surplus nation). Conversely, if the nation chooses a fixed exchange rate and
monetary policy autonomy (the left leg of the triangle), the nation must restrict international
financial flows so as to retain control over its money supply. Finally, if the nation chooses to
have monetary policy autonomy and unrestricted international financial flows, it cannot have
a fixed exchange rate (i.e., it must accept a flexible exchange rate, as shown in the bottom leg
of the triangle). Of course, a nation could choose an intermediate policy—for example, by
accepting some exchange rate flexibility with either some loss of monetary policy autonomy
or imposing some controls over international financial flows (or some of both).

20.4 Optimum Currency Areas, the European Monetary
System, and the European Monetary Union

In this section we examine the theory of optimum currency areas, the European Monetary
System, and the European Monetary Union with the creation of the European Central Bank
and the common currency (the euro).
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20.4A Optimum Currency Areas
The theory of optimum currency areas was developed by Robert Mundell and Ronald
McKinnon during the 1960s. We are particularly interested in this theory for the light that
it can shed on the conflict over fixed versus flexible exchange rates. An optimum currency
area or bloc refers to a group of nations whose national currencies are linked through per-
manently fixed exchange rates and the conditions that would make such an area optimum.
The currencies of member nations could then float jointly with respect to the currencies of
nonmember nations. Obviously, regions of the same nation, sharing as they do the same
currency, are optimum currency areas.

The formation of an optimum currency area eliminates the uncertainty that arises when
exchange rates are not permanently fixed, thus stimulating specialization in production and
the flow of trade and investments among member regions or nations. The formation of an
optimum currency area also encourages producers to view the entire area as a single market
and to benefit from greater economies of scale in production.

With permanently fixed exchange rates, an optimum currency area is likely to experience
greater price stability than if exchange rates could change between the various member
nations. The greater price stability arises because random shocks in different regions or
nations within the area tend to cancel each other out, and whatever disturbance may remain
is relatively smaller when the area is increased. This greater price stability encourages the
use of money as a store of value and as a medium of exchange, and discourages inefficient
barter deals arising under more inflationary circumstances. An optimum currency area also
saves the cost of official interventions in foreign exchange markets involving the currencies
of member nations, the cost of hedging, and the cost of exchanging one currency for another
to pay for imports of goods and services and when citizens travel between member nations
(if the optimum currency area also adopts a common currency).

Perhaps the greatest disadvantage of an optimum currency area is that each member nation
cannot pursue its own independent stabilization and growth policies attuned to its particular
preferences and circumstances. For example, a depressed region or nation within an optimum
currency area might require expansionary fiscal and monetary policies to reduce an excessive
unemployment rate, while the more prosperous region or nation might require contractionary
policies to curb inflationary pressures. To some extent, this cost of an optimum currency
area is compensated by the ability of workers to emigrate from the poorer to the richer
members and by greater capital inflows into the poorer members. Despite the fact that
national differences are likely to persist, few would suggest that poorer nations or regions
would do better by not entering into or seceding from an optimum currency area or nation.
(In December 1971, however, East Pakistan, charging exploitation, did break away from
West Pakistan and proclaimed itself Bangladesh, and Quebec has threatened to secede from
Canada for economic as well as cultural reasons.) Furthermore, poorer nations or regions
usually receive investment incentives and other special aid from richer members or areas.

The formation of an optimum currency area is more likely to be beneficial on balance
under the following conditions: (1) the greater the mobility of resources among the various
member nations, (2) the greater their structural similarities, and (3) the more willing they
are to closely coordinate their fiscal, monetary, and other policies. An optimum currency
area should aim at maximizing the benefits from permanently fixed exchange rates and
minimizing the costs. It is not easy, however, to actually measure the net benefits accruing
to each member nation or region from joining an optimum currency area.
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To be noted is that some of the benefits provided by the formation of an optimum
currency area can also be obtained under the looser form of economic relationship provided
by fixed exchange rates. Thus, the case for the formation of an optimum currency area is
to some extent also a case for fixed as opposed to flexible exchange rates. The theory of
optimum currency areas can be regarded as the special branch of the theory of customs
unions (discussed in Chapter 10) that deals with monetary factors.

20.4B European Monetary System (1979–1998)
In March 1979, the European Union or EU (then called the European Economic Community
or EEC) announced the formation of the European Monetary System (EMS) as part of its
aim toward greater monetary integration among its members, including the ultimate goal
of creating a common currency and a Community-wide central bank. The main features of
the EMS were (1) the European Currency Unit (ECU), defined as the weighted average of
the currencies of the member nations, was created. (2) The currency of each EU member
was allowed to fluctuate by a maximum of 2.25 percent on either side of its central rate
or parity (6 percent for the British pound and the Spanish peseta; Greece and Portugal
joined later). The EMS was thus created as a fixed but adjustable exchange rate system
and with the currencies of member countries floating jointly against the dollar. Starting in
September 1992, however, the system came under attack, and in August 1993 the range of
allowed fluctuation was increased from 2.25 percent to 15 percent (see Case Study 20-2).
(3) The European Monetary Cooperation Fund (EMCF) was established to provide short-
and medium-term balance-of-payments assistance to its members.

When the fluctuation of a member nation’s currency reached 75 percent of its allowed
range, a threshold of divergence was reached, and the nation was expected to take a number
of corrective steps to prevent its currency from fluctuating outside the allowed range. If
the exchange rate did reach the limit of its range, intervention burdens were to be shared
symmetrically by the weak- and the strong-currency member. For example, if the French
franc depreciated to its upper limit against the German mark, then the French central bank
had to sell Deutsche mark (DM) reserves and the German central bank (the Bundesbank)
had to lend the necessary DM to France.

Member nations were assigned a quota in the EMCF, 20 percent to be paid in gold
(valued at the market price) and the remainder in dollars, in exchange for ECUs. The
amount of ECUs grew rapidly as member nations converted more and more of their dollars
and gold into ECUs. Indeed, ECUs became an important international asset and intervention
currency. One advantage of the ECU was its greater stability in value with respect to any
one national currency. It was anticipated that the EMCF would eventually evolve into an
EU central bank. By the beginning of 1998, the total reserve pool of the EMCF was over
$50 billion and the value of the ECU was $1.1042.

From March 1979 to September 1992, there was a total of 11 currency realignments of
the EMS. In general, high-inflation countries such as Italy and France (until 1987) needed to
periodically devalue their currency with respect to the ECU in order to maintain competitive-
ness in relation to a low-inflation country such as Germany. This points to the fundamental
weakness of the EMS in attempting to keep exchange rates among member nations within
narrowly defined limits without at the same time integrating their monetary, fiscal, tax,
and other policies. As pointed out by Fratianni and von Hagen (1992), inflation in Italy
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■ CASE STUDY 20-2 The 1992–1993 Currency Crisis in the European Monetary System

In September 1992, the United Kingdom and
Italy abandoned the exchange rate mechanism
(ERM), which allowed EU currencies to fluctuate
only within narrowly defined limits, and this was
followed by devaluations of the Spanish peseta,
Portuguese escudo, and Irish pound between
September 1992 and May 1993. High German
interest rates to contain inflationary pressures
(resulting from the high cost of restructuring East
Germany) made the German mark strong against
other currencies and have been widely blamed for
the tensions in the EMS. In the face of deepening
recession and high and rising unemployment, the
United Kingdom and Italy felt that the cost of keep-
ing exchange rates within the ERM had become
unbearable and so they abandoned it. This allowed
their currencies to depreciate and their interest rates
to be lowered—both of which stimulated growth.

But this was not the end of the crisis.
When the Bundesbank (the German central bank)
refused to lower the discount rate, as many finan-
cial analysts and currency traders had expected in
August 1993, speculators responded by unloading
the currencies of France, Denmark, Spain, Portu-
gal, and Belgium with a vengeance. (The United

Kingdom and Italy had already left the ERM and
were not directly affected.) After massive interven-
tions in foreign exchange markets, especially by
the Bank of France in concert with Bundesbank,
failed to put an end to the massive speculative
attack, European Union finance ministers agreed to
abandon the narrow band of fluctuation of ±2.25
percent for a much wider band of ±15 percent on
either side of their central rates.

During the crisis, the Bundesbank sold more
than $35 billion worth of marks in support of
the franc and other currencies, and the total spent
on market intervention by all the central banks
involved may have exceeded $100 billion. But with
more than $1 trillion moving each day through
foreign exchange markets, even such massive inter-
vention could not reverse market forces in the face
of a massive speculative attack. Greatly widen-
ing the band of allowed fluctuation put an end to
the speculative attack, but exchange rates remained
close to their precrisis level.

Source: D. Salvatore, “The European Monetary System:
Crisis and Future,” Open Economies Review , December
1996, pp. 593–615.

and France during the 1979–1987 period was restrained by the presence of Germany in the
EMS, and this reduced the need for higher real appreciations of the Deutsche mark. France
and Italy, however, paid a price in terms of greater unemployment for the gradual con-
vergence toward Germany’s low inflation rate. The EU’s desire to stabilize exchange rates
was understandable in view of the large exchange rate fluctuations since 1973 (see Case
Study 20-2). Empirical evidence (see Giavazzi and Giovannini , 1989, and MacDonald and
Taylor , 1991) indicates that variations in nominal and real exchange rates and money sup-
plies among EMS members were smaller than among nonmembers, at least until September
1992.

20.4C Transition to Monetary Union
In June 1989, a committee headed by Jacques Delors, the president of the European Com-
mission, recommended a three-stage transition to the goal of monetary union. The first stage,
which started in July 1990, called for convergence of economic performance and cooperation
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in monetary and fiscal policy, as well as the removal of all restrictions to intra-Community
capital movements. The second stage, approved at a meeting in the Dutch city of Maas-
tricht in December 1991, called for the creation of a European Monetary Institute (EMI) as
the forerunner of a European Central Bank (ECB) to further centralize members’ macro-
economic policies and reduce exchange rate margins by January 1994. (The EMI was, in
fact, established as scheduled in 1994.) The third stage was to involve the completion of
the monetary union by either 1997 or 1999 with the establishment of a single currency
and a European Central Bank that would engage in foreign exchange market interventions
and open market operations. This meant that member nations relinquished sovereign power
over their money supply and monetary policy. In addition, they would no longer have full
freedom over their budget policies. With a common central bank, the central bank of each
nation would assume functions not unlike those of Federal Reserve banks in the United
States.

The Maastricht Treaty set several conditions before a nation could join the monetary
union: (1) The inflation rate must not exceed by more than 1.5 percentage points the average
rate of the three Community nations with the lowest rate; (2) its budget deficit must not
exceed 3 percent of its GDP; (3) its overall government debt must not exceed 60 percent of
its GDP; (4) long-term interest rates must not exceed by more than two points the average
interest rate of the three countries with the lowest inflation rates; and (5) its average exchange
rate must not fall by more than 2.25 percent of the average of the EMS for the two years
before joining. By 1991, only France and Luxembourg had met all of these criteria. Because
the cost of reunification pushed its budget deficit to 5 percent of its GDP, Germany did not
meet all conditions for joining in 1991. Italy, with its budget deficit of 10 percent of GDP
and overall debt of more than 100 percent of GDP, did not meet any of the conditions.
By 1998, however, most member countries of the European Union had met most of the
Maastricht criteria (see Case Study 20-3), and the stage was set for true monetary union.

In 1997, the Stability and Growth Pact (SGP) was negotiated to further tighten the fiscal
constraint under which countries participating in the monetary union would operate. The
SGP required member countries to aim at budget deficits smaller than 3 percent of GDP,
so that in case of recession the nation could conduct expansionary fiscal policy and still
remain below the 3 percent guideline. Nations that violated the fiscal indicator would be
subject to heavy fines. Germany demanded the Pact as a condition for proceeding toward
monetary union in order to make sure that fiscal discipline would prevail in the monetary
union and avoid excessive money creation, inflation, and a weak euro. The irony is that it
was precisely Germany (and France) that was unable to meet the SGP in 2003, when its
budget deficit reached 4 percent of its GDP, and this led to the relaxation of the SGP’s rules
by adding some loopholes in 2005.

Throughout the negotiations, the United Kingdom tried consistently to slow the EU’s
moves toward greater economic and political union for fear of losing more of its sovereignty.
The United Kingdom refused to promise that it would give up the pound sterling as its
national currency or that it would accept Community-wide labor legislation. Differences in
culture, language, and national temperament made progress toward monetary union difficult,
and the future admission of the new democracies of Eastern and Central Europe was expected
to greatly complicate matters. Nevertheless, the Maastricht Treaty operated as the bridge
that led to true monetary union in Europe at the beginning of 1999, when the ECB (created
in 1998) began to operate and the euro came into existence.
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20.4D Creation of the Euro
At the beginning of 1999, the European Monetary System became the European Monetary
Union (EMU) with the introduction of the euro and a common monetary policy by the
European Central Bank. On January 1, 1999, the euro (¤) came into existence as the common
currency of 11 countries of the euro area or Euroland (Austria, Belgium, Germany, Finland,

(continued)

■ CASE STUDY 20-3 Maastricht Convergence Indicators

Table 20.2 gives the value of four of the five
Maastricht indicators for the 15 member countries
of the European Union in January 1998. This infor-
mation, together with the exchange rate indicator
(not shown in the table) is what the European
Commission used to determine which member
nations were eligible to participate in the single
currency. From the table we see that all countries,
except Greece, satisfied the inflation, public
deficit, and long-term interest indicators, but eight
countries did not satisfy the public debt criterion.
Furthermore, Ireland did not meet the exchange

■ TABLE 20.2. EU Members’ Maastricht Convergence Indicators, January 1998

Inflation Public Deficita Public Debta Long-term
Rate (%) as % of GDP as % of GDP Interest Rate (%)

Germany 1.4 2.5 61.2b 5.6
France 1.2 2.9 58.1 5.5
Italy 1.8 2.5 118.1b 6.7
United Kingdom 1.8 0.6 52.3 7.0
Austria 1.1 2.3 64.7b 5.6
Belgium 1.4 1.7 118.1b 5.7
Denmark 1.9 −1.1 59.5 6.2
Greece 5.2b 2.2 107.7b 9.8b

Finland 1.3 −0.3 53.6 5.9
Ireland 1.2 −1.1 59.5 6.2
Luxembourg 1.4 −1.0 7.1 5.6
Netherlands 1.8 1.6 70.0b 5.5
Portugal 1.8 2.2 60.0 6.2
Spain 1.8 2.2 67.4b 6.3
Sweden 1.9 0.5 74.1b 6.5
EU average 1.6 1.9 70.5 6.1
Reference value 2.7 3.0 60.0 7.8

aForecast.
bCountry not satisfying criteria.
Source: European Commission, Convergence Report 1999 (Brussels: European Commission, 1998).

rate indicator. The European Commission, how-
ever, ruled that all countries (except Greece) had
made sufficient progress for all to participate in the
single currency. The United Kingdom, Denmark,
and Sweden chose not to participate because of
their unwillingness to lose complete control over
their money supply and monetary policy, but they
reserved the right to join later. Greece was admit-
ted on January 1, 2001, Slovenia in 2007, Cyprus
and Malta in 2008, Slovakia in 2009, and Estonia
in 2011—thus increasing the number of members
of the Eurozone countries to 17 (see Figure 20.4).

(c) ketabton.com: The Digital Library



Salvatore c20.tex V2 - 11/07/2012 10:10 A.M. Page 661

20.4 Optimum Currency Areas, European Monetary System, European Monetary Union 661

■ CASE STUDY 20-3 Continued
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FIGURE 20.4. The Eurozone Countries as of the Beginning of 2012.
As of the beginning of 2012, the 17 members of the Eurozone were Austria, Belgium, Cyprus, Estonia, Finland, France,
Germany, Greece, Ireland, Italy, Luxembourg, Malta, the Netherlands, Portugal, Slovakia, Slovenia, and Spain.

France, Ireland, Italy, Luxembourg, Spain, Portugal, and the Netherlands). Greece was
admitted on January 1, 2001. Britain, Sweden, and Denmark chose not to participate. The
creation of the euro is one of the most important events in postwar monetary history: Never
before had a large group of sovereign nations voluntarily given up their own currency for
a common currency.

From January 1, 1999, euros were traded in financial markets, new issues of securities
were denominated in euros, and official statistics in the euro area were quoted in euros, but
euro bank notes and coins were not introduced until the beginning of 2002. That is, until that
date, the euro was only a unit of account and not an actual physical circulating currency.
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■ TABLE 20.3. Official Currency Conversion Rates for the Euro

Country National Currency Currency Units per Euro

Austria schilling 13.7603
Belgium Belgian franc 40.3399
Finland markka 5.94573
France French franc 6.55957
Germany Deutsche mark 1.95583
Ireland punt 0.787564
Italy Italian lira 1936.27
Luxembourg Luxembourg franc 40.3399
Netherlands guilder 2.20371
Portugal escudo 200.482
Spain peseta 166.386

Source: ‘‘The Launch of the Euro,’’ Federal Reserve Bulletin, October 1999, pp. 655–666.

From January 1 until July 1, 2002, euros and national currencies circulated together for
nations that so chose, but by July 1, 2002, all national currencies were phased out (taken
out of circulation), and euro paper currency and coins became the sole legal tender in the
12 participating members of the euro area.

The value of the euro in terms of the participating currencies was decided in the fall of
1998 and became rigidly fixed (i.e., it could not be changed). The official euro conversion
rates for the currencies of the participating countries are given in Table 20.3.

From January 1, 1999, until January 1, 2002, the exchange rate of the euro fluctuated in
terms of other currencies, such as the U.S. dollar, the British pound, the Japanese yen, and
so on, but the value of each participating currency remained rigidly fixed in terms of euros.
This means that the exchange rates of the currencies participating in the euro fluctuated in
relation to other currencies only to the extent that the euro fluctuated in relation to those
other currencies. For example, if the dollar price of the euro is $1.10, the dollar value of
the Deutsche mark is 10 percent higher than the Deutsche mark price of the euro, or 1.10 ×
1.95583, which was equal to $2.151413. If, then, the euro depreciated to $1.05, the dollar
price of the Deutsche mark became 1.05 × 1.95583, or $2.0536215.

In order to avoid excessive volatility and possible misalignments between the currencies
of the United Kingdom, Sweden, and Denmark and the euro, the Exchange Rate Mechanism
II (ERM II) was set up, similar to the one operating under the European Monetary System.
As experience with the 1992–1993 ERM crisis showed, however, such a system is unstable
and crisis prone. But it is in the interest of the United Kingdom, Sweden, and Denmark to
limit even more the fluctuation of their currencies vis-à-vis the euro to facilitate their future
possible adoption of the euro (see Salvatore, 2000). In June 2004, Estonia, Lithuania, and
Slovenia joined ERM II with a 15 percent band of fluctuation around parity.

The euro was introduced on January 1, 1999, at the exchange rate of ¤1 = $1.17 but,
contrary to most experts’ opinion, it fluctuated downward to just below parity (i.e., ¤1
= $1) by the end of 1999. It actually fell to a low of $0.82 at the end of October 2000
before returning to near parity with the dollar by the middle of 2002. It then rose to a high
of $1.36 in December 2004, to the all-time high of $1.63 in July 2008, and it was $1.32
in March 2012 (see Case Study 15-8). The creation of the euro provides major benefits
to euro-area countries but also imposes significant costs, especially in the short run (see
Case Study 20-4).
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■ CASE STUDY 20-4 Benefits and Costs of the Euro

The adoption of the euro as the common currency
of the euro-area countries confers major bene-
fits on the participating countries, but it also led
to significant costs. The benefits are: (1) elimi-
nation of the need to exchange currencies among
euro-area members (this has been estimated to save
as much as $30 billion per year); (2) elimination
of exchange rate volatility among the currencies of
participating countries; (3) more rapid economic
and financial integration of participating nations;
(4) the ability of the European Central Bank to
conduct a more expansionary monetary policy
than the one practically imposed by the German
Bundesbank on other members of the European
Union in the past; (5) greater economic disci-
pline for countries such as Greece and Italy, which
seemed unwilling or unable to put their houses in
order without externally imposed conditions; (6)
seignorage from use of the euro as an international
currency (see Case Study 14-1); (7) reduced cost of
borrowing in international financial markets; and
(8) increased economic and political importance
for the European Union in international affairs.

The most serious problem created by the
adoption of the euro for the participating countries
arises when only one or a few of them face a reces-
sion or some other asymmetric shock. The reason
is that the nation or nations so affected can use

neither exchange rate nor monetary policy to over-
come the problem, and (as indicated) fiscal policy
is also severely constrained or limited. In such a
situation, the nation or nations must then wait for
the problem to be resolved by itself, gradually, over
time. In a more fully integrated economy, such as
the United States, if a region is in a recession, some
labor will immediately move out and the region
will also benefit from a great deal of fiscal redis-
tribution (such as greater unemployment insurance
receipts). In the EMU, instead, labor mobility is
much lower than in the United States, and so is
fiscal redistribution. Thus, it will be much more
difficult for a nation of the euro area to deal with
an asymmetric shock. It is true that economic inte-
gration will encourage intra-EMU labor mobility,
but this is a slow process that is likely to take years
to complete. Capital mobility within the euro area,
however, can to some extent substitute for inade-
quate labor mobility in overcoming the problem.

Sources: G. Fink and D. Salvatore, “Benefits and Costs
of European Economic and Monetary Union,” The Brown
Journal of World Affairs , Summer/Fall 1999, pp. 187–194;
D. Salvatore, “The Unresolved Problem with the EMS
and EMU,” American Economic Review Proceedings , May
1997, pp. 224–226; and D. Salvatore, “Euro,” Prince-
ton Encyclopedia of the World Economy (Princeton, N.J.:
Princeton University Press, 2008), pp. 350–352.

20.4E The European Central Bank and the Common
Monetary Policy

In 1998, the European Central Bank (ECB) was established as the operating arm of the
European System of Central Banks (ESCB), a federal structure of the national central banks
of the European Union. In January 1999, the ECB assumed responsibility for the common
EMU monetary policy. ECB’s monetary decisions are made by a majority vote of the
governing council, composed of a six-member executive board (including the president of
the ECB, who was Willem F. Duisenberg of the Netherlands until 2003, Jean-Claude Trichet
of France until 2011, and Mario Draghi of Italy since then) and the heads of the participating
national central banks.

The Maastricht Treaty entrusted the ECB with the sole goal of pursuing price stability
and made it almost entirely independent of political influences. The ECB is required only
to regularly brief the European Parliament on its activities, but the European Parliament has
no power to influence ECB’s decisions. While the U.S. Congress could pass laws reducing
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the independence of the Federal Reserve Board, the Maastricht Treaty itself would have to
be amended by the legislatures or voters in every member country for the ECB’s statute to
be changed. The almost total independence of the ECB from political influence was delib-
erate so as to shield the ECB from being forced to provide excessive monetary stimulus,
and thus lead to inflation. But this also led to the criticism that the ECB is distant and
undemocratic, and not responsive to the economic needs of the citizens.

Strangely, however, the exchange rate policy of the euro is ultimately in the hands of
politicians rather than of the ECB. This is puzzling because monetary and exchange rate
policies are closely related, and it is impossible to conduct a truly independent policy in
one without the other. Be that as it may, the EMU’s first year of operation in 1999 was
somewhat turbulent, with politicians demanding lower interest rates to stimulate growth
and with the ECB for the most part resisting for fear of resurgent inflation. The conflict
in the conduct of a unionwide monetary policy also became evident during 1999, when
nations such as Ireland and Spain faced excessive growth and the danger of inflation (hence
requiring a more restrictive monetary policy), while other nations (such as Germany and
Italy) faced anemic growth (hence requiring lower interest rates).

As it was, the ECB adopted an intermediate monetary policy, with interest rates possibly
being too low for Ireland and Spain and too high for Germany and Italy. From 2000 to
2008, the ECB conducted a fairly tight monetary policy (tighter than the one pursued by the
U.S. Fed) for fear of resurgent inflation and in order to establish its credibility. Starting in
fall 2008, however, the ECB slashed interest rates to fight the deep recession and economic
crisis facing the Eurozone (see Case Study 20-5).

(continued)

■ CASE STUDY 20-5 The Eurozone Crisis

Before the 2008–2009 global economic crisis
ended, the Eurozone fell into a serious crisis that
threatened its very existence in 2010–2011 and
is still continuing, as of this writing in 2012.
The crisis has affected primarily Ireland, Greece,
Portugal, Spain, and Italy and has resulted from
excessive and unsustainable borrowing in the face
of slow growth or recession (see Table 20.4).

Excessive borrowing resulted when the bor-
rowing costs of the weak nations fell drastically
when joining the euro. But in the face of slow
growth or recession in 2008–2009, it became clear
that these nations would be unable to repay their
loans. The collapse of Ireland, Portugal, and espe-
cially Greece was avoided only by huge bailouts or
rescue packages by the richer Eurozone countries
(primarily Germany) and by the European Cen-
tral Bank (ECB) purchasing the government bonds
of the weak nations and providing more than 800
European banks in excess of $1.3 trillion of loans

for three years at 1 percent interest (which the
banks immediately used to buy government bonds
paying 5 to 6 percent interest). In exchange, weak
nations agreed to a new stability pact that called
for keeping budget deficits to no more than 0.5 per-
cent of GDP in good or normal times (as compared
with the previous Maastricht criteria of 3 percent of
GDP) and reinforcing the debt ceiling criteria of 60
percent of GDP. Fiscal austerity, however, further
slowed down growth or plunged weak nations into
recession. The Euro crisis was really a crisis wait-
ing to happen in view of the halfway house that
the Eurozone represents, with a common monetary
policy but a mostly independent fiscal policy.

Sources: D. Salvatore, “The Common Unresolved Problem
of the EMS and EMU,” American Economic Review , May
1997, pp. 224–226; and O. Issing, “The Crisis of European
Monetary Union—Lessons to Be Drawn,” Journal of Policy
Modeling , September/October 2011, pp. 737–749.
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■ CASE STUDY 20-5 Continued

■ TABLE 20.4. Government Debts and Budget Deficits of Eurozone Countries in 2011

Budget Deficit Government Debt Percentage Growth
Country as Percent of GDP as Percent of GDP of Real GDP

Germany 1.0 87.2 3.1
Austria 2.6 79.7 3.0
Belgium 3.9 102.3 2.0
Netherlands 4.6 75.2 1.3
France 5.2 100.1 1.7
Italy 3.8 119.7 0.5
Portugal 4.2 117.6 −1.6
Spain 8.5 75.3 0.7
Greece 9.2 170.0 −6.9
Ireland 13.0 114.1 0.7

Source: Organization for Economic Cooperation and Development, Economic Outlook (Paris, OECD, May 2012).

20.5 Currency Boards Arrangements and Dollarization
In this section, we examine the benefits and costs of rigidly pegging or fixing the nation’s
exchange rate by establishing a currency board or by adopting another nation’s currency
(dollarization). In the next section, we then focus on the advantages and disadvantages of
hybrid exchange rate systems that combine some of the characteristics of fixed and flexible
exchange rates in various degrees.

20.5A Currency Board Arrangements
Currency board arrangements (CBAs) are the most extreme form of exchange rate peg
(fixed exchange rate system), short of adopting a common currency or dollarizing (i.e.,
adopting the dollar as the nation’s currency). Under CBAs, the nation rigidly fixes (often
by law) the exchange rate of its currency to a foreign currency, SDR, or composite, and its
central bank ceases to operate as such. CBAs are similar to the gold standard in that they
require 100 percent international-reserve backing of the nation’s money supply. Thus, the
nation gives up control over its money supply, and its central bank abdicates its function
of conducting an independent monetary policy. With a CBA, the nation’s money supply
increases or decreases, respectively, only in response to a balance-of-payments surplus
and inflow of international reserves or to a balance-of-payments deficit and outflow of
international reserves. As a result, the nation’s inflation and interest rates are determined,
for the most part, by conditions in the country against whose currency the nation pegged
or fixed its currency.

A nation usually makes this extreme arrangement when it is in deep financial crisis and
as a way to effectively combat inflation. CBAs have been in operation in several countries
or economies, such as Hong Kong (since 1983), Argentina (from 1991 to the end of 2001),
Estonia (from 1992 to the end of 2010), Lithuania (since 1994), Bulgaria (since 1997), and
Bosnia and Herzogovina (since 1997). The key conditions for the successful operation of
CBAs (besides those generally required for the successful operation of a fixed exchange
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rate system) are a sound banking system (since the central bank cannot be the “lender of
last resort” or extend credit to banks experiencing difficulties) and a prudent fiscal policy
(since the central bank cannot lend to the government).

The main advantage of CBAs is the credibility of the economic policy regime (since
the nation is committed politically and often by law to stick with it), which results in
lower interest rates and lower inflation in the nation. The cost of CBAs is the inability of
the nation’s central bank to (1) conduct its own monetary policy, (2) act as a lender of
last resort, and (3) collect seignorage from independently issuing its own currency. Case
Study 20-6 examines Argentina’s experience with CBAs during the 1990s.

20.5B Dollarization
Some nations go even further than making CBAs by adopting another nation’s currency
as its own legal tender. Even though the nation can adopt the currency of any other
nation, the process is usually referred to as dollarization. Besides the Commonwealth of
Puerto Rico and the U.S. Virgin Islands, Panama has had full or official dollarization

■ CASE STUDY 20-6 Argentina’s Currency Board Arrangements and Crisis

Argentina had a currency board from 1991 until the
end of 2001, when it collapsed in the face of a deep
economic crisis. Argentina’s CBA operated reason-
ably well until Brazil was forced first to devalue its
currency (the real) in 1999 and then allowing it to
sharply depreciate. With the peso rigidly tied to the
dollar, Argentina suffered a huge loss of interna-
tional competitiveness vis-à-vis Brazil (its largest
trade partner) and plunged into recession. But hav-
ing a grossly overvalued currency was not the
only reason for Argentina’s economic crisis. Even
more serious was its out-of-control budget deficit.
Argentina was simply living beyond its possibili-
ties and this was unsustainable. The overvaluation
of the peso only made the crisis deeper. Tighten-
ing up its public finances in order to encourage
foreign investments deepened the recession and
led to riots in the streets without attracting new
foreign investments. Foreign investors feared that
Argentina would be forced to abandon its currency
board and devalue the peso, which would lead to
losses and possibly even restrictions on repatriation
of the capital invested.

This left Argentina only two choices: devalue
the peso or full dollarization. Argentina was very

reluctant to abandon its CBA and devalue the
peso for fear of returning to the condition of
hyperinflation of the late 1980s. Dollarization was
not without risks either. Specifically, while it
would eliminate the foreign exchange risk and very
likely attract more foreign investments, dollariza-
tion would not eliminate Argentina’s international
competitiveness problem, especially with respect
to Brazil, nor would it solve Argentina’s budget
problems. As it was, in January 2002, Argentina
defaulted on its huge foreign debt and was forced
first to abandon its currency board and devalue the
peso, and then let it float. By fall 2002, the peso
had depreciated from 1 peso to the dollar under
the CBA to more than 3.5 pesos per dollar (a 250
percent depreciation). Argentina eventually repaid
only 25 cents on the dollar to foreign holders of
its bonds.

Source: A. de la Torre, E. Yeyati, and E. Talvi, “Living and
Dying with Hard Pegs: The Rise and Fall of Argentina’s
Currency Board,” in G. von Furstenberg, V. Alexander,
and J. Melitz, Eds., Monetary Unions and Hard Pegs (New
York: Oxford University Press, 2004), pp. 183–230.
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since 1904. Ecuador fully dollarized in 2000 and El Salvador in 2001. Since 2001, Nicaragua
has nearly fully dollarized and Costa Rica has considered it.

The benefits and costs of dollarization are similar to those arising from adopting a
CBA, only they are more pronounced because dollarization involves an even more complete
renouncement of the nation’s monetary sovereignty by practically giving up an “exit option”
to abandon the system. The benefits of dollarization arise from the nation (1) avoiding
the cost of exchanging the domestic currency for dollars and the need to hedge foreign
exchange risks; (2) facing a rate of inflation similar to that of the United States as a result
of commodity arbitrage, and interest rates tending to fall to the U.S. level, except for any
remaining country risk (i.e., political factors that affect security and property rights in the
nation); (3) avoiding foreign exchange crises and the need for foreign exchange and trade
controls, fostering budgetary discipline; and (4) encouraging more rapid and full international
financial integration.

Dollarization also imposes some costs on the dollarizing country: (1) the cost of replacing
the domestic currency with the dollar (estimated to be about 4 to 5 percent of GDP for the
average Latin American country); (2) the loss of independence of monetary and exchange
rate policies (the country will face the same monetary policy of the United States, regardless
of its cyclical situation); and (3) the loss of its central bank as a lender of last resort to bail
out domestic banks and other financial institutions facing a crisis.

Good candidates for dollarization are small open economies for which the United States
is the dominant economic partner and which have a history of poor monetary performance,
and hence very little economic-policy credibility. Most of the small countries of Latin
America, especially those in Central America, as well as the Caribbean nations, fit this
description very well. Once we move from small to large countries, however, it becomes
more difficult to come up with clear-cut answers as to whether dollarization would provide
a net benefit to the nation.

20.6 Exchange Rate Bands, Adjustable Pegs, Crawling
Pegs, and Managed Floating

In this section, we examine the advantages and disadvantages of hybrid exchange rate
systems that combine some of the characteristics of fixed and flexible exchange rates in
various degrees. These involve different exchange rate bands of fluctuation about a par
value, or fixed exchange rate, adjustable peg systems, crawling pegs, and managed floating.

20.6A Exchange Rate Bands
Most fixed exchange rate systems usually allow the exchange rate to fluctuate within nar-
rowly defined limits. That is, nations decide on the exchange rate, or par value, of their
currencies and then allow a narrow band of fluctuation above and below the par value. For
example, under the Bretton Woods system, which operated during the postwar period until
1971, the exchange rate was allowed to fluctuate within 1 percent above and below the
established par value, or fixed exchange rate. Under the gold standard, the exchange rate,
say between the dollar and the pound, could fluctuate above and below the mint parity (the
so-called gold points) by the cost of transporting and insuring £1 worth of gold between
New York and London (see Section 16.6a).
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The actual exchange rate under a fixed exchange rate system is then determined by
the forces of demand and supply within the band of fluctuation, and it is prevented from
moving outside this band by official interventions in foreign exchange markets under a
fixed exchange rate not tied to gold and by gold shipments under the pure gold standard (as
explained in Chapter 16). In what follows, we concentrate on a fixed exchange rate system
not tied to gold. The advantage of the small band of fluctuation under a fixed exchange rate
system is that monetary authorities will not have to intervene constantly in foreign exchange
markets to maintain the established par value, but only to prevent the exchange rate from
moving outside the allowed limits of fluctuation.

The overall band of fluctuation under a fixed exchange rate system is shown in the top
panel of Figure 20.5, where the par value, or fixed exchange rate between the dollar and
the euro, is assumed to be R = $/¤ = 1 and is allowed to fluctuate within 1 percent above
and below the par value (as under the Bretton Woods system). As a result, the band of
fluctuation (given by the dashed horizontal lines) is defined by R = $0.99 (the lower limit)
and R = $1.01 (the upper limit).

Thus, a fixed exchange rate system exhibits some elements of flexibility about the fixed
exchange rate, or par value. Technically, nations could increase the width of the band of
allowed fluctuation and let the actual exchange rate be determined more and more by market
forces, thus reducing more and more the need for official intervention. Ultimately, the band
of allowed fluctuation could be made so wide as to eliminate all official intervention in
foreign exchange markets. This would essentially represent a flexible exchange rate system.
A preference for fixed exchange rates would allow only a very narrow band of fluctuation,
while a preference for flexible exchange rates would make the band very wide.

20.6B Adjustable Peg Systems
An adjustable peg system requires defining the par value and the allowed band of fluctua-
tion, with the stipulation that the par value will be changed periodically and the currency
devalued to correct a balance-of-payments deficit or revalued to correct a surplus. The
Bretton Woods system (see Chapter 21) was originally set up as an adjustable peg system,
with nations allowed to change the par value of their currencies when faced with a “fun-
damental” disequilibrium. Nowhere was fundamental disequilibrium clearly defined, but it
broadly referred to a large actual or potential deficit or surplus persisting over several years.

However, under the Bretton Woods system, nations—both for national prestige rea-
sons and for fear that frequent changes in exchange rates would encourage destabilizing
speculation (and for the United States also because the dollar was held as international
reserves)—were generally unwilling to change par values until practically forced to do so,
often under conditions of destabilizing speculation. Thus, while the Bretton Woods system
was set up as an adjustable peg system, in fact it operated more nearly as a truly fixed
exchange rate system.

A truly adjustable peg system would be one under which nations with balance-
of-payments disequilibria would in fact take advantage (or be required to take advantage)
of the flexibility provided by the system and change their par values without waiting
for the pressure for such a change to become unbearable. This is shown in the middle
panel of Figure 20.5, where the original par value is the same as in the top panel, and
then the nation at the beginning of the fourth month either devalues its currency (raises
the exchange rate) if faced with a balance-of-payments deficit or revalues (lowers the
exchange rate) if faced with a surplus.
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FIGURE 20.5. Exchange Rate Band, Adjustable Pegs, and Crawling Pegs.
In the top panel, the par value is R = $1/¤1, and the exchange rate is allowed to fluctuate by
1 percent above and below the par value established. The middle panel shows the nation devaluat-
ing its currency from R = $1.00 to R = $1.06 to correct a balance-of-payments deficit, or revaluing from R
= $1.00 to R = $0.94 to correct a surplus in its balance of payments. The bottom panel shows the nation
devaluing its currency by about 2 percent at the end of each of three months to correct a deficit in its
balance of payments.
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For an adjustable peg system to operate as intended, however, some objective rule would
have to be agreed upon and enforced to determine when the nation must change its par value
(such as when the international reserves of the nation fell by a certain percentage). Any such
rule would to some extent be arbitrary and would also be known to speculators, who could
then predict a change in the par value and profitably engage in destabilizing speculation.

20.6C Crawling Pegs
It is to avoid the disadvantage of relatively large changes in par values and possibly desta-
bilizing speculation that the crawling peg system or system of “sliding or gliding parities”
was devised. Under this system, par values are changed by small preannounced amounts or
percentages at frequent and clearly specified intervals, say every month, until the equilib-
rium exchange rate is reached. This is illustrated in the bottom panel of Figure 20.5 for a
nation requiring a devaluation of its currency. Instead of a single devaluation of 6 percent
required after three months, the nation devalues by about 2 percent at the end of each of
three consecutive months.

The nation could prevent destabilizing speculation by manipulating its short-term interest
rate so as to neutralize any profit that would result from the scheduled change in the
exchange rate. For example, an announced 2 percent devaluation of the currency would be
accompanied by a 2 percent increase in the nation’s short-term interest rate. However, this
would interfere with the conduct of monetary policy in the nation. Nevertheless, a crawling
peg system can eliminate the political stigma attached to a large devaluation and prevent
destabilizing speculation. The crawling peg system can achieve even greater flexibility if it
is combined with wide bands of fluctuation.

Note that if the upper limit of the band before a mini-devaluation coincides with (as in the
figure) or is above the lower limit of the band after the mini-devaluation, then the devaluation
may result in no change in the actual spot rate. Nations wanting to use a crawling peg must
decide the frequency and amount of the changes in their par values and the width of the
allowed band of fluctuation. A crawling peg seems best suited for a developing country that
faces real shocks and differential inflation rates.

20.6D Managed Floating
Even if speculation were stabilizing, exchange rates would still fluctuate over time (if
allowed) because of the fluctuation of real factors in the economy over the business cycle.
Destabilizing speculation and overshooting would amplify these intrinsic fluctuations in
exchange rates. As we have seen, exchange rate fluctuations tend to reduce the flow of
international trade and investments. Under a managed floating exchange rate system, the
nation’s monetary authorities are entrusted with the responsibility of intervening in foreign
exchange markets to smooth out these short-run fluctuations without attempting to affect the
long-run trend in exchange rates. To the extent that they are successful, the nation receives
most of the benefits that result from fixed exchange rates (see Section 20.4) while at the
same time retaining flexibility in adjusting balance-of-payments disequilibria.

One possible difficulty is that monetary authorities may be in no better position than
professional speculators, investors, and traders to know what the long-run trend in exchange
rates is. Fortunately, knowledge of the long-run trend is not needed to stabilize short-run
fluctuations in exchange rates if the nation adopts a policy of leaning against the wind.
This requires the nation’s monetary authorities to supply, out of international reserves, a
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portion (but not all) of any short-run excess demand for foreign exchange in the market
(thus moderating the tendency of the nation’s currency to depreciate) and absorb (and add
to its reserves) a portion of any short-run excess supply of foreign exchange in the market
(thus moderating the tendency of the nation’s currency to appreciate). This reduces short-run
fluctuations without affecting the long-run trend in exchange rates.

Note that under a managed float there is still a need for international reserves, whereas
under a freely floating exchange rate system, balance-of-payments disequilibria are imme-
diately and automatically corrected by exchange rate changes (with stable foreign exchange
markets) without any official intervention and need for reserves. However, the freely float-
ing exchange rate system will experience exchange rate fluctuations that the managed float
attempts to moderate.

What proportion of the short-run fluctuation in exchange rates monetary authorities suc-
ceed in moderating under a managed floating system depends on what proportion of the
short-run excess demand for or supply of foreign exchange they absorb. This, in turn,
depends on their willingness to intervene in foreign exchange markets for stabilization pur-
poses and on the size of the nation’s international reserves. The larger the nation’s stock of
international reserves, the greater is the exchange rate stabilization that it can achieve.

There is, however, the danger that if the rules of leaning against the wind discussed
earlier are not spelled out precisely (as has been the case since 1973), a nation might be
tempted to keep the exchange rate high (i.e., its currency at a depreciated level) to stimulate
its exports (this has been precisely the U.S. situation with China since 2005). This is a
disguised beggar-thy-neighbor policy and invites retaliation by other nations when they
face an increase in their imports and a reduction in their exports. This type of floating is
sometimes referred to as dirty floating. Thus, in the absence of clearly defined and adhered-to
rules of behavior, there exists the danger of distortions and conflicts that can be detrimental
to the smooth flow of international trade and investments.

The world has had a floating exchange rate system of sorts since 1973. To be sure,
this system was not deliberately chosen but was imposed by the collapse of the Bretton
Woods system under chaotic conditions in foreign exchange markets and unbearable desta-
bilizing speculation. In the early days of the managed floating system, serious attempts
were made to devise specific rules for managing the float to prevent dirty floating and the
inevitable conflicts that would follow. However, all of these attempts have failed. What is
true is that neither the best expectations of those who favored flexible rates in the early
1970s, nor the worst fears of those who opposed flexible rates, have in fact material-
ized over the past four decades of the managed float. What is also probably true is that
no fixed exchange rate system would have survived the great turmoil of the 1970s aris-
ing from the sharp increase in petroleum prices and consequent worldwide inflation and
recession.

Nevertheless, the large appreciation of the U.S. dollar from 1980 until February 1985
and the equally large depreciation from February 1985 to the end of 1987 clearly indicate
that large exchange rate disequilibria can arise and persist over several years under the
present managed floating exchange rate system. This has renewed calls for reform of the
present international monetary system along the lines of establishing target zones of allowed
fluctuations for the leading currencies and for more international cooperation and coordina-
tion of policies among the leading nations.

The present system thus exhibits a large degree of flexibility and more or less allows
each nation to choose the exchange rate regime that best suits its preferences and circum-
stances (see Case Study 20-7). In general, large industrial nations and nations suffering
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■ CASE STUDY 20-7 Exchange Rate Arrangements of IMF Members

Table 20.5 gives the distribution of actual (de facto)
exchange rate arrangements of the 187 member
countries of the International Monetary Fund and
three territories: Aruba (Netherlands), Curacao and
Saint Maarten (Netherlands), and Hong Kong SAR
(China) as of April 30, 2011. The table shows 107
countries (56.4 percent of the total of 190 countries
and territories) operated under hard or soft pegged
(i.e., some kind of fixed exchange rate system) and
83 countries (43.6 percent of the total) operated
with floating or other managed arrangements.

Among the 13 countries with no separate
legal tender (hard peg) were Ecuador, El Salvador,
and Panama (all three using the dollar); among
the 12 countries that have a currency board (also
a hard peg) are Bulgaria, Hong Kong SAR, and
Lithuania; the 43 countries that have a conven-
tional (soft) peg include Denmark, Jordan, Kuwait,

■ TABLE 20.5. Exchange Rate Arrangements of IMF Members as of April 30, 2011

Exchange Rate Arrangements Number of Countries Percent

Hard Pegs 25 13.2
No separate legal tender 13 6.8
Currency board 12 6.3

Soft Pegs 82 43.2
Conventional peg 43 22.6
Stabilized arrangement 23 12.1
Crawling peg 3 1.6
Crawl-like arrangement 12 6.3
Pegged exchange rate within horizontal bands 1 0.5

Floating 66 34.7
Floating 36 18.9
Free floating 30 15.8

Residual
Other managed arrangements 17 8.9

Total 190 100.0

Source: International Monetary Fund, Annual Report on Exchange Rate Arrangements and Exchange Rate
Restrictions 2011 (Washington, D.C.: 2011).

Libya, Morocco, Saudi Arabia, and Venezuela;
the 23 countries that have stabilized arrangements
(also a soft peg) include Iran, Pakistan, Syria, and
the Ukraine; and among the 12 countries with
a crawl-like arrangement (also a soft peg) are
Argentina, Bangladesh, China, Dominican Repub-
lic, and Egypt.

Among the 36 countries that operate under
floating are Brazil, Hungary, India, Indone-
sia, Korea, Mexico, Philippines, Romania, South
Africa, Thailand, and Turkey; the 30 countries
that operate under free floating include the United
States, the 17 members of the European Mone-
tary Union (EMU) or Eurozone, Japan, the United
Kingdom, Australia, Canada, Chile, Poland, and
Sweden. Thus, we see that there were a wide vari-
ety of exchange rate arrangements in existence at
the end of April 2011.
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from greater inflationary pressures than the rest of the world have opted for greater exchange
rate flexibility than smaller developing nations or highly specialized open economies. Under
the 1976 Jamaica Accords (which more or less formally recognized the de facto managed
floating system in operation since 1973), a nation may change its exchange rate regime
as conditions change, as long as this does not prove disruptive to trade partners and the
world economy. (More will be said on this in Chapter 21.) In recent years a near consensus
seems to be emerging that nations should only consider and choose between rigidly fixed
exchange rates or fairly flexible ones. Intermediate systems are considered less attractive
because they are more likely to lead to destabilizing speculation and thus become more
easily unsustainable.

20.7 International Macroeconomic Policy Coordination
During recent decades, the world has become much more integrated, and industrial countries
have become increasingly interdependent. International trade has grown twice as fast as
world output, and the international mobility of financial capital has increased even faster,
especially since the early 1970s. Today, the ratio of international trade to GNP in the seven
largest industrialized (i.e., G-7) countries is twice as large as in 1960, and the world is
rapidly moving toward truly integrated and global international capital markets.

The increased interdependence in the world economy today has sharply reduced the
effectiveness of national economic policies and increased their spillover effects on the rest of
the world. For example, an easy monetary policy to stimulate the U.S. economy will reduce
interest rates in the United States and lead to capital outflows. This undermines some of the
expansionary effect of the easy monetary policy in the United States and results in a dollar
depreciation (other things being equal). Other nations face a capital inflow and appreciation
of their currencies as the direct result of monetary expansion in the United States, and this
may undermine their ability to achieve their own specific national objectives. Similarly, an
expansionary fiscal policy in the United States will have important spillover effects on the
rest of the world (refer to Case Studies 17-6, 18-3, and 18-4).

With increased interdependence, international macroeconomic policy coordination
becomes more desirable and essential. Specifically, nations can do better by setting policies
cooperatively than by each acting independently. International macroeconomic policy
coordination thus refers to the modifications of national economic policies in recognition
of international interdependence. For example, with a worldwide recession, each nation
may hesitate to stimulate its economy to avoid a deterioration of its trade balance. Through
a coordinated simultaneous expansion of all nations, however, output and employment can
increase in all nations without any of them suffering a deterioration in their trade balances.
Similarly, international policy coordination can avoid competitive devaluations by nations
in order to stimulate their exports (beggar-thy-neighbor policies). Competitive devaluations
are very likely to lead to retaliation and are self-defeating, and disrupt international trade.
This is in fact what occurred during the interwar period (i.e., in the years between World
War I and World War II) and was one of the reasons for the establishment of a fixed
exchange rate system (the Bretton Woods system) after World War II. This can be regarded
as a cooperative agreement to avoid competitive devaluations.
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International policy coordination under the present international monetary system has
occurred only occasionally and has been limited in scope. One such episode was in 1978
when Germany agreed to serve as “locomotive” for the system (i.e., to stimulate its
economy, thereby increasing its imports and thus stimulating the rest of the world). Fearing
a resurgence of domestic inflation, however, Germany abandoned its effort before it bore
fruit. A more successful episode of limited international policy coordination was the Plaza
Agreement of September 1985, under which the G-5 countries (the United States, Japan,
Germany, France, and the United Kingdom) agreed to jointly intervene in foreign exchange
markets to induce a gradual depreciation or “soft landing” of the dollar in order to eliminate
its large overvaluation. A related example of successful but limited international policy
coordination was the Louvre Accord in February 1987, which established soft reference
ranges or target zones for the dollar-yen and dollar-mark exchange rates. Other examples
of successful but limited policy coordination are given by the series of coordinated interest
rate cuts engineered by the United States, Japan, and Germany in 1986 and their quick
coordinated response to the October 1987 worldwide equity-market crash. There was also
some coordinated response after the September 11, 2001, terrorist attacks on the United
States and during the 2008–2009 world economic recession.

The above instances of policy coordination were sporadic and limited in scope, however.
The coordination process seems also to have deteriorated since 1989. For example, in
December 1991, Germany sharply increased interest rates to their highest level since 1948
in order to stem inflationary pressures fueled by the rebuilding of East Germany, in spite of
the fact that the United States and the rest of Europe were in or near recession and therefore
would have preferred lower interest rates. The United States did in fact lower its interest
rate to pull out of its recession, and this led to a sharp depreciation of the dollar vis-à-vis the
German mark. The other countries of the EU were instead forced to follow the German lead
and raise interest rates in order to keep their exchange rates within the allowed 2.25 percent
band of fluctuation, as required by the European Monetary System, and thus had to forgo
easy monetary policy to stimulate their weak economies. This total German disregard for
the requirements of other leading nations was a serious setback for international monetary
cooperation and coordination and led to the serious crisis of the ERM in September 1992
and August 1993 (refer to Section 20.4b).

There are several obstacles to successful and effective international macroeconomic pol-
icy coordination. One is the lack of consensus about the functioning of the international
monetary system. For example, the U.S. Fed may believe that a monetary expansion would
lead to an expansion of output and employment, while the European Central Bank may
believe that it will result in inflation. Another obstacle arises from the lack of agreement
on the precise policy mix required. For example, different macroeconometric models give
widely different results as to the effect of a given fiscal expansion. There is then the problem
of how to distribute the gains from successful policy coordination among the participants
and how to spread the cost of negotiating and policing agreements. Empirical research
reported in Frenkel , Goldstein, and Masson (1991) indicates that nations gain from interna-
tional policy coordination about three-quarters of the time but that the welfare gains from
coordination, when they occur, are not very large. These empirical studies, however, may
not have captured the full benefits from successful international policy coordination.
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S U M M A R Y

1. While we earlier examined separately the process of
adjustment under flexible and fixed exchange rate sys-
tems, in this chapter we evaluated and compared the
advantages and disadvantages of a flexible as opposed
to a fixed exchange rate system, as well as the mer-
its and drawbacks of hybrid systems combining var-
ious characteristics of flexible and fixed exchange
rates.

2. The case for a flexible exchange rate system rests on
its alleged greater market efficiency and its policy
advantages. A flexible exchange rate system is said
to be more efficient than a fixed exchange rate sys-
tem because (1) it relies only on changes in exchange
rates, rather than on changing all internal prices, to
bring about balance-of-payments adjustment; (2) it
makes adjustment smooth and continuous rather than
occasional and large; and (3) it clearly identifies the
nation’s degree of comparative advantage and disad-
vantage in various commodities. The policy advan-
tages of a flexible exchange rate system are (1) it frees
monetary policy for domestic goals; (2) it enhances
the effectiveness of monetary policy; (3) it allows
each nation to pursue its own inflation–unemployment
trade-off; (4) it removes the danger that the govern-
ment will use the exchange rate to reach goals that
can be better achieved by other policies; and (5) it
eliminates the cost of official interventions in foreign
exchange markets.

3. The case for a fixed exchange rate system rests on
the alleged lower uncertainty, on the belief that spec-
ulation is more likely to be stabilizing, and on fixed
rates being less inflationary. However, on both theo-
retical and empirical grounds, it seems that a flexible
exchange rate system does not compare unfavorably
with a fixed exchange rate system as far as the type
of speculation to which it gives rise. On the other
hand, flexible exchange rates are generally more effi-
cient and do give nations more flexibility in pursuing
their own stabilization policies, but they are generally
more inflationary than fixed exchange rates and less
stabilizing and suited for nations facing large internal
shocks. They also seem to lead to excessive exchange
rate volatility. Be that as it may, policymakers face an
open-economy policy trilemma.

4. An optimum currency area or bloc refers to a group of
nations whose national currencies are linked through
permanently fixed exchange rates. This offers impor-
tant advantages but also leads to some costs for the
participating nations. The European Monetary System
(EMS) was started in 1979 and involved creating the
European Currency Unit (ECU), keeping exchange
rates of member countries fluctuating within a 2.25
percent band, and establishing the European Monetary
Cooperation Fund (EMCF) to provide members with
short- and medium-term balance-of-payments assis-
tance. In June 1989, a committee headed by Jacques
Delors, the president of the European Commission,
recommended a three-stage transition to the goal of
monetary union, with a single currency and a Euro-
pean Central Bank (ECB) by 1997 or 1999. In Septem-
ber 1992, the United Kingdom and Italy dropped out
of the exchange rate mechanism and the band of
allowed fluctuation was increased to ±15 percent. On
January 1, 1999, 11 of the then 15 members of the
European Union (EU) formed the European Mone-
tary Union (EMU) with the adoption of the euro as
their common currency and with the European Cen-
tral Bank (ECB) responsible for unionwide monetary
policy in the eurozone. By 2011, 17 EU nations had
adopted the euro.

5. Under currency board arrangements (CBAs), the
nation rigidly fixes the exchange rate and its central
bank loses control over the nation’s money supply or
its ability to conduct an independent monetary pol-
icy or be the lender of last resort. With a CBA the
nation’s money supply increases or decreases, respec-
tively, only in response to a balance-of-payments sur-
plus or to a balance-of-payments deficit. The main
advantage of CBAs is the credibility of the economic
policy regime and lower interest rates and inflation.
Dollarization refers to a nation adopting the currency
of another nation (most often the dollar) as its legal
tender. The benefits and costs of dollarization are sim-
ilar to those arising from adopting a CBA, only they
are more pronounced because the nation gives up its
“exit option.”

6. Most exchange rate systems usually allow the
exchange rate to fluctuate within narrowly defined
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limits. An adjustable peg system would require nations
periodically to change their exchange rates when
in balance-of-payments disequilibrium. The disadvan-
tage of an adjustable peg system is that it may lead to
destabilizing speculation. This can be overcome by a
crawling peg system wherein par values are changed
by small amounts at frequent specified intervals. Half
of the 185 members of the International Monetary
Fund operated under a fixed exchange rate system of
some type, while the other half had some exchange
rate flexibility in 2011.

7. During recent decades, the world has become increas-
ingly interdependent. This has made international

policy coordination more desirable and essential.
International policy coordination under the present
international monetary system has occurred only occa-
sionally and has been limited in scope. The obstacles
arise because of the lack of consensus about the func-
tioning of the international monetary system, lack of
agreement on the precise policy mix required, and dif-
ficulty in agreeing on how to distribute the gains from
successful policy coordination among the participants
and how to spread the cost of negotiating and polic-
ing agreements. Empirical research indicates that the
welfare gains from coordination, when they occur, are
not very large.

A L O O K A H E A D

In Chapter 21 (the last chapter in the book), we exam-
ine the operation of the international monetary system
from the gold standard period to the present. Fragments
of this experience were presented as examples as the vari-
ous mechanisms of balance-of-payments adjustment were
examined in previous chapters. However, in Chapter 21,

we will bring it all together and evaluate the process of
balance-of-payments adjustment as it actually occurred
under the various international monetary systems that
existed from 1880 through 2011. We also indicate how the
international economic problems facing the world today,
which were identified in Chapter 1, might be solved.

K E Y T E R M S

Adjustable peg
system, p. 668

Crawling peg
system, p. 670

Currency
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arrangements
(CBAs),
p. 665

Dirty floating,
p. 671

Dollarization, p. 666
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European Currency
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Cooperation
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Monetary
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Union (EMU),
p. 660

Exchange Rate
Mechanism

(ERM),
p. 658

Freely floating
exchange rate
system, p. 648

International
macroeconomic
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Leaning against the
wind,
p. 670

Maastricht Treaty,
p. 659

Managed floating
exchange rate
system, p. 670

Optimum currency
area or bloc,
p. 656

Stability and Growth
Pact (SGP),
p. 659

Trilemma, p. 654

Q U E S T I O N S F O R R E V I E W

1. How does a flexible exchange rate system in gen-
eral adjust balance-of-payments disequilibria? How
does a fixed exchange rate system in general
adjust balance-of-payments disequilibria? Why is
the choice between these two basic types of adjust-
ment systems important?

2. What are the two main types of advantage of a flex-
ible as opposed to a fixed exchange rate system?
What are the specific advantages subsumed under
each main type of advantage of a flexible exchange
rate system?
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3. What are the alleged advantages of a fixed over
a flexible exchange rate system? How would the
advocates of flexible exchange rates reply?

4. On the basis of the theoretical and empirical evi-
dence available, indicate what overall conclusion
can be reached on whether a flexible or a fixed
exchange rate system is preferred.

5. What is meant by an optimum currency area or
bloc?

6. What are the main advantages and disadvantages
of an optimum currency area? What are the condi-
tions required for the establishment of an optimum
currency area?

7. What is meant by the European Monetary Sys-
tem? How has it functioned since its establishment?
What is the European Monetary Union? the euro?
What is the function of the European Central Bank?

8. What is meant by currency board arrangements?
dollarization? Why would a nation adopt one or
the other? How does each operate? What are the
benefits and costs of each?

9. What is the effect of increasing the allowed band
of exchange rate fluctuation under a fixed exchange
rate system?

10. What is meant by an adjustable peg system?
What are the advantages and disadvantages of an
adjustable peg system with respect to a system of
permanently fixed exchange rates?

11. What is meant by a crawling peg system? How
can such a system overcome the disadvantage of
an adjustable peg system?

12. What is meant by a managed floating exchange rate
system? How does the policy of leaning against the
wind operate? What is the advantage of a managed
floating system with respect to a freely floating
exchange rate system and a fixed exchange rate
system?

13. What is meant by dirty floating? How well is the
present managed floating system operating?

14. What is meant by international macroeconomic pol-
icy coordination? Why is it needed? How does it
operate?

15. How large are the potential benefits from greater
macroeconomic policy coordination? How likely is
it that we will see much greater macroeconomic
policy coordination among the leading industrial
nations in the foreseeable future?

P R O B L E M S

*1. Suppose that the price of a commodity is $3.50 in
the United States and ¤4 in the European Mone-
tary Union and the actual exchange rate between
the dollar and the euro is R = $1/¤1, but, the equi-
librium exchange rate R′ = $0.75/¤1.

(a) Will the United States import or export this
commodity?

(b) Does the United States have a comparative
advantage in this commodity?

*2. Explain why monetary policy would be completely
ineffective under a fixed exchange rate system and
perfectly elastic international capital flows.

3. Draw a figure similar to Figure 20.1, but show-
ing that for given shifts in the nation’s supply
curve of foreign exchange, the exchange rate would

fluctuate less when the demand for foreign
exchange is elastic than when it is inelastic.

4. Draw a figure similar to Figure 20.2 showing the
fluctuation in the exchange rate over the business
cycle without speculation, with stabilizing specula-
tion, and with destabilizing speculation when there
is no long-run trend in the exchange rate over the
cycle.

5. Do the same as in Problem 4 but assuming an
implicit appreciating trend of the dollar over the
business cycle.

*6. Explain the difference between an optimum cur-
rency area and a fixed exchange rate system.

*= Answer provided at www.wiley.com/college/
salvatore.
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7. Explain why (a) a single central bank and currency
for the countries of the European Union mean that
its members can no longer have an independent
monetary policy and (b) there is no such thing as
an exchange rate among member nations.

8. Indicate the benefits and costs that are likely to
arise for the EU member countries from the estab-
lishment of a single currency.

9. Indicate the difference among

(a) a fixed exchange rate system,

(b) a currency board arrangement, and

(c) dollarization.

10. Starting with the exchange rate of R = $2/¤1, draw
a figure showing the exchange rate under a crawling
peg system with the nation appreciating its currency
by 1 percent at the end of each month for three
months, with an allowed band of fluctuation of 1
percent above and below the par value.

11. Starting with the solid line (curve A) showing
the fluctuation in the exchange rate over the
business cycle in the absence of speculation in
Figure 20.2, draw a figure showing the fluctua-
tion in the exchange rate over the cycle (under

a managed floating exchange rate system and no
speculation) with a policy of leaning against the
wind that eliminates about one-half of the fluctua-
tion in the exchange rate.

12. A flexible exchange rate system will insulate the
economy from international disturbance and there-
fore eliminate the need for international policy
coordination. True or false? Explain.

13. Explain how game theory can be used to examine
international macroeconomic policy coordination.

14. Explain why each nation might pursue a loose fiscal
policy and a tight monetary policy in the absence
of international policy coordination but the opposite
with policy coordination.

15. sfasfd(a) Review the experience with international
macroeconomic policy coordination among the
leading industrial countries during the past two
decades.

(b) What conclusion can you reach regarding the
possibility of much greater international macro-
economic policy coordination among the leading
industrial countries of the world today?

APPENDIX

A20.1 Exchange Rate Arrangements
In this appendix, we present the exchange rate arrangements, as of April 30, 2011, of the
187 countries and three territories that are members of the International Monetary Fund.
This is shown in Table 20.6 on the following three pages. The table shows that the present
system exhibits a large degree of freedom for each nation to choose the exchange regime
that best suits it. As a result, some have referred to the present system as a nonsystem. A
nation may also change its exchange regime as long as the change is not disruptive to its
trade partners and to the world economy.

Problem What kind of exchange rate arrangement did the nations of the European Union
adopt on January 1, 1999?
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■ TABLE 20.6. De Facto Classification of Exchange Rate Arrangements and Monetary Policy Framework, April 30, 2011
Monetary Policy Framework

Exchange Rate Monetary Inflation-Exchange Rate Anchorarrangement aggregate targeting
(number of U.S. dollar Euro Composite Other target framework Other1

countries) (48) (27) (14) (8) (29) (31) (33)

No separate
legal tender
(13)

Ecuador
El Salvador
Marshall

Islands
Micronesia,

Fed. States
of

Palau
Panama
Timor-Leste
Zimbabwe

(01/10)

Kosovo
Montenegro

San Marino Kiribati
Tuvalu

Currency board
(12)

ECCU
Antigua and

Barbuda
Dominica
Grenada
St. Kitts and

Nevis
St. Lucia

St. Vincent
and the
Grenadines

Djibouti
Hong Kong

SAR

Bosnia and
Herzegovina

Bulgaria

Lithuania2 Brunei
Darussalam

Conventional
peg (43)

Aruba
Bahamas,

The Bahrain
Barbados
Belize
Curaçao

and Sint
Maarten

Eritrea

Jordan
Oman
Qatar
Saudi Arabia
Turkmenistan
United Arab

Emirates
Venezuela

Cape Verde
Comoros
Denmark2

Latvia2

São Tomé and
Prı́ncipe
(01/10)

WAEMU
Benin
Burkina Faso
Côte d’Ivoire
Guinea-Bissau
Mali
Niger

Senegal
Togo

CAEMC
Cameroon
Central African

Rep.
Chad
Congo, Rep. of
Equatorial

Guinea
Gabon

Fiji, Rep. of
Kuwait
Libya
Morocco3

Samoa

Bhutan
Lesotho
Namibia
Nepal
Swaziland
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■ TABLE 20.6. Continued

Monetary Policy Framework

Exchange Rate Monetary Inflation-Exchange Rate Anchorarrangement aggregate targeting
(number of U.S. dollar Euro Composite Other target framework Other1

countries) (48) (27) (14) (8) (29) (31) (33)

Stabilized
arrangement
(23)

Cambodia
Guyana
Honduras
Iraq
Jamaica
Lao Peoples

Dem. Rep.
Lebanon

Malawi4

(02/10)
Maldives

(04/11)
Suriname
Trinidad and

Tobago
Vietnam

Macedonia Belarus
(05/10)

Iran, Islamic
Rep. of

Syrian Arab
Rep.

Tunisia

Burundi5

Pakistan5

(06/10)
Tajikistan5

Ukraine4, 5

(03/10)

Azerbaijan5

Bolivia5

Crawling
peg (3)

Nicaragua Botswana Uzbekistan5

Crawl-like
arrangement
(12)

Ethiopia
Kazakhstan

Croatia (06/10) Argentina4,5

(01/10)
Bangladesh5

(10/10)
Congo,

Dem. Rep.
of5 (05/10)

China5

(06/10)
Dominican

Rep.4,5

(02/10)
Rwanda4,5

(01/10)
Sri Lanka4,5

(03/10)

Egypt4,6

(03/09)
Haiti4,5

(03/10)
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Pegged
exchange rate
within
horizontal
bands (1)

Tonga

Other managed
arrangement
(17)

Angola
Liberia
Sudan4

(12/09)

Algeria
Singapore
Vanuatu

Guinea
Nigeria
Paraguay
Solomon

Islands
(02/11)

Yemen, Rep.
of

Costa Rica
Kyrgyz Rep.
Malaysia
Mauritania
Myanmar
Russian

Federation

Floating (36) Afghanistan,
Islamic
Rep. of
(04/11)

Gambia, The
Kenya
Madagascar
Mongolia
Mozam-

bique
Papua New

Guinea
Seychelles
Sierra Leone
Tanzania
Uganda
Zambia

Albania
Armenia6

Brazil
Colombia
Georgia4,7

(01/10)
Ghana
Guatemala
Hungary
Iceland
Indonesia

(02/11)
Israel
Korea, Rep. of
Mexico
Moldova
Peru (04/11)
Philippines
Romania
Serbia
South Africa
Thailand
Turkey (10/10)
Uruguay

India
Mauritius

(07/10)

(continued)
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■ TABLE 20.6. Continued

Monetary Policy Framework

Exchange Rate Monetary Inflation-Exchange Rate Anchorarrangement aggregate targeting
(number of U.S. dollar Euro Composite Other target framework Other1

countries) (48) (27) (14) (8) (29) (31) (33)

Free floating (30) Australia
Canada
Chile
Czech Rep.
New Zealand
Norway
Poland
Sweden
United Kingdom

Japan
Somalia
Switzerland (06/10)
United States
EMU
Austria
Belgium
Cyprus
Estonia (01/11)
Finland
France
Germany
Greece
Ireland
Italy
Luxembourg
Malta
Netherlands
Portugal
Slovak

Republic
Slovenia
Spain

Note: If the member country’s de facto exchange rate arrangement has been reclassified during the reporting period, the date of change is indicated in parentheses.
1Includes countries that have no explicitly stated nominal anchor, but rather monitor various indicators in conducting monetary policy.
2The member participates in the European Exchange Rate Mechanism (ERM II).
3Within the framework of an exchange rate fixed to a currency composite, the Bank Al-Maghrib (BAM) adopted a monetary policy framework in 2006 based on various
inflation indicators with the overnight interest rate as its operational target to pursue its main objective of price stability. Since March 2009, the BAM reference interest rate
has been set at 3.25%.
4The exchange rate arrangement was reclassified retroactively, overriding a previously published classification.
5The de facto monetary policy framework is an exchange rate anchor to the U.S. dollar.
6The de facto monetary policy framework is an exchange rate anchor to a composite.
7The central bank has taken preliminary steps toward inflation targeting and is preparing for the transition to full-fledged inflation targeting.
Source: IMF staff.
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I N T E R N e t

The International Monetary Fund (IMF), the Organization
for Economic Cooperation and Development (OECD), and
the Bank for International Settlements (BIS) regularly
review the monetary, fiscal, and exchange rate policies of
various nations and other economic units and post many
of their results on their web sites, which are:

http://www.imf.org

http://www.oecd.org

http://www.bis.org

The central banks of the leading nations (the Board of
Governors of the Federal Reserve Bank and the Federal
Reserve Bank of New York for the United States and the
European Central Bank for the European Monetary Union)
include on their web sites a great deal of information on
national economic and financial policies. The web sites
for the United States, the European Union, the Bank of
England, the Bank of Japan, and the Bank of Canada are:

http://www.federalreserve.gov/policy.htm

http://www.newyorkfed.org/index.html

http://www.ecb.int

http://www.bankofengland.co.uk

http://www.boj.or.jp/en/index.htm

http://www.bankofcanada.ca/en/index.html

The link to most of the worlds’ central banks is found
on the web site of the Bank for International Settlements
(BIS) at:

http://www.bis.org/cbanks.htm

Analyses of monetary and other economic policies of the
leading nations are also provided in The Economic Report
of the President, The Federal Reserve Bank of St. Louis,
the European Commission (EC), National Bureau of Eco-
nomic Research (NBER), and Institute for International
Economics (IIE). The web sites for these organizations
are:

http://www.gpoaccess.gov/eop

http://www.stls.frb.org

http://europa.eu

http://nber.org

http://www.iie.com
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The International Monetary
System: Past, Present,
and Future

chapter

LEARNING GOALS:

After reading this chapter, you should be able to:

• Understand how the gold standard operated

• Describe how the postwar Bretton Woods System
operated and why it collapsed

• Know how the present international monetary system
works

• Identify the major international economic problems
facing the world today

21.1 Introduction
In this chapter, we examine the operation of the international monetary system from
the gold standard period to the present. Fragments of this experience were pre-
sented as examples when the various mechanisms of balance-of-payments adjust-
ment were examined. We now bring it all together and evaluate the process of
balance-of-payments adjustment and, more broadly, open-economy macroeconomic
policies and performance as they actually occurred under the various international
monetary systems that existed from 1880 to the present. Although the approach
is historical, the evaluation of the operation of the various international mone-
tary systems will be conducted in terms of the analytical framework developed in
Chapters 16 through 20.

An international monetary system (sometimes referred to as an international
monetary order or regime) refers to the rules, customs, instruments, facilities, and
organizations for effecting international payments. International monetary systems
can be classified according to the way in which exchange rates are determined or
according to the form that international reserve assets take. Under the exchange
rate classification, we can have a fixed exchange rate system with a narrow band
of fluctuation about a par value, a fixed exchange rate system with a wide band
of fluctuation, an adjustable peg system, a crawling peg system, a managed float-
ing exchange rate system, or a freely floating exchange rate system. Under the
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international reserve classification, we can have a gold standard (with gold as the only
international reserve asset), a pure fiduciary standard (such as a pure dollar or exchange
standard without any connection with gold), or a gold-exchange standard (a combination of
the previous two).

The various classifications can be combined in various ways. For example, the gold
standard is a fixed exchange rate system. However, we can also have a fixed exchange
rate system without any connection with gold, but with international reserves comprised of
some national currency, such as the U.S. dollar, that is no longer backed by gold. Sim-
ilarly, we can have an adjustable peg system or a managed float with gold and foreign
exchange or with only foreign exchange as international reserves. Under a freely float-
ing exchange rate system, there is theoretically no need for reserves since exchange rate
changes automatically and immediately correct any balance-of-payments disequilibrium as
it develops. Throughout the period of our analysis, most of the international monetary sys-
tems possible were in operation at one time or another or for some nations, as described in
this chapter.

A good international monetary system is one that maximizes the flow of international
trade and investments and leads to an “equitable” distribution of the gains from trade
among the nations of the world. An international monetary system can be evaluated in
terms of adjustment, liquidity, and confidence. Adjustment refers to the process by which
balance-of-payments disequilibria are corrected. A good international monetary system is
one that minimizes the cost of and the time required for adjustment. Liquidity refers to
the amount of international reserve assets available to settle temporary balance-of-payments
disequilibria. A good international monetary system is one that provides adequate interna-
tional reserves so that nations can correct balance-of-payments deficits without deflating
their own economies or being inflationary for the world as a whole. Confidence refers to
the knowledge that the adjustment mechanism is working adequately and that international
reserves will retain their absolute and relative values.

In Section 21.2, we examine the gold standard as it operated from about 1880 to 1914
and the experience between World War I and World War II. The gold standard was a fixed
exchange rate system with gold as the only international reserve asset. The interwar period
was characterized first by a system of flexible exchange rates and subsequently by the
attempt to reestablish the gold standard—an attempt doomed to failure. Sections 21.3, 21.4,
and 21.5 examine the establishment, operation, and collapse of the Bretton Woods system,
the fixed or adjustable peg gold-exchange standard that operated from the end of World
War II until August 1971. From then through March 1973, an adjustable peg dollar standard
prevailed. Section 21.6 examines the operation of and the problems facing the present
managed floating exchange rate system. Finally, the appendix presents the composition and
value of international reserves from 1950 to 2011.

21.2 The Gold Standard and the Interwar Experience
In this section, we examine first the gold standard as it operated from about 1880 to the
outbreak of World War I in 1914. Then we examine the interwar experience with flexible
exchange rates between 1919 and 1924 and the subsequent attempt to reestablish the gold
standard. (This attempt failed with the deepening of the Great Depression in 1931.)
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21.2A The Gold Standard Period (1880–1914)
The gold standard operated from about 1880 to 1914. Under this standard, as explained
in Section 16.6a, each nation defined the gold content of its currency and passively stood
ready to buy or sell any amount of gold at that price. Since the gold content in one unit of
each currency was fixed, exchange rates were also fixed. This was called the mint parity .
The exchange rate could then fluctuate above and below the mint parity (i.e., within the
gold points) by the cost of shipping an amount of gold equal to one unit of the foreign
currency between the two monetary centers.

The exchange rate was determined within the gold points by the forces of demand and
supply and was prevented from moving outside the gold points by gold shipments. That
is, the tendency of a currency to depreciate past the gold export point was halted by gold
outflows from the nation. These gold outflows represented the deficit in the nation’s balance
of payments. Conversely, the tendency of a nation’s currency to appreciate past the gold
import point was halted by gold inflows. These gold inflows measured the surplus in the
nation’s balance of payments. Since deficits were supposed to be settled in gold and nations
had limited gold reserves, deficits could not go on forever but had to be corrected quickly.

The adjustment mechanism under the gold standard, as explained by Hume, was the
automatic price-specie-flow mechanism (see Section 16.6b), which operated as follows.
Since each nation’s money supply consisted of either gold itself or paper currency backed
by gold, the money supply would fall in the deficit nation and rise in the surplus nation.
This would cause internal prices to fall in the deficit nation and rise in the surplus nation
(the quantity theory of money). As a result, the exports of the deficit nation would be
encouraged and its imports discouraged until its balance-of-payments deficit was eliminated.
The opposite would occur in the surplus nation.

Passively allowing its money supply to change for balance-of-payments considerations
meant that a nation could not use monetary policy for achieving full employment without
inflation. But this created no difficulties for classical economists, since they believed that
there was an automatic tendency in the economic system toward full employment without
inflation.

For the adjustment process to operate, nations were not supposed to sterilize (i.e., neu-
tralize) the effect of a balance-of-payments deficit or surplus on the nation’s money supply.
On the contrary, the rules of the game of the gold standard required a deficit nation to
reinforce the adjustment process by further restricting credit and a surplus nation to fur-
ther expand credit. However, Nurkse and Bloomfield found that monetary authorities often
did not follow the rules of the game during the period of the gold standard but sterilized
part, though not all, of the effect of a balance-of-payments disequilibrium on the nation’s
money supply. Michaely argued that this was necessary to moderate the adjustment process
and prevent an excessive reduction in the deficit nation’s money supply and an excessive
increase in the surplus nation’s money supply.

This is how the adjustment mechanism was supposed to have worked under the gold
standard. In reality, Taussig and some of his students at Harvard found in the 1920s that the
adjustment process seemed to work much too quickly and smoothly and with little, if any,
actual transfers of gold among nations. Taussig found that balance-of-payments disequilibria
were settled mostly by international capital flows rather than through gold shipments (as
described above). That is, when the United Kingdom had a balance-of-payments deficit,
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its money supply fell, interest rates rose, and this attracted a short-term capital inflow to
cover the deficit.

The United Kingdom reinforced this incentive for capital inflows by deliberately raising
its discount rate (called the bank rate then), which increased interest rates and capital inflows
even more. Furthermore, the reduction in the U.K. money supply as a result of a deficit seems
to have reduced domestic economic activity more than prices, and this discouraged imports
(as described by the automatic income adjustment mechanism discussed in Chapter 17). The
opposite process corrected a surplus in the U.K. balance of payments.

Not only did most of the adjustment under the gold standard not take place as described by
the price-specie-flow mechanism, but if the adjustment process was quick and smooth, this
was due to the special conditions that existed during the period of the gold standard. This was
a period of great economic expansion and stability throughout most of the world. The pound
sterling was the only important international currency and London the only international
monetary center. Therefore, there could be no lack of confidence in the pound and shifts
into other currencies and to other rival monetary centers. There was greater price flexibility
than today, and nations subordinated internal to external balance. Under such circumstances,
any international monetary system would probably have worked fairly smoothly.

Reestablishing the gold standard today without at the same time recreating the conditions
that ensured its smooth operation during the 30 years or so before World War I would
certainly lead to its collapse. Nevertheless, the period of the gold standard is surrounded by
an aura of nostalgia about “the good old days” that is difficult to dispel and that to some
extent lingers on even today. However, it is improbable that the gold standard or anything
closely resembling it will be reestablished in the foreseeable future.

21.2B The Interwar Experience
With the outbreak of World War I, the classical gold standard came to an end. Between 1919
and 1924, exchange rates fluctuated wildly, and this led to a desire to return to the stability
of the gold standard. In April 1925, the United Kingdom reestablished the convertibility
of the pound into gold at the prewar price and lifted the embargo on gold exports that it
had imposed at the outbreak of World War I. Other nations followed the United Kingdom’s
lead and went back to gold. (The United States had already returned to gold in 1919.)
However, the new system was more in the nature of a gold-exchange standard than a pure
gold standard in that both gold and currencies convertible into gold (mostly pounds but also
U.S. dollars and French francs) were used as international reserves. This economized on
gold, which (at the prewar price and in the face of a substantial increase in other prices as a
result of the war) had become a much smaller percentage of the total value of world trade.

Since the United Kingdom had lost a great deal of its competitiveness (especially to
the United States) and had liquidated a substantial portion of its foreign investments to
pay for the war effort, reestablishing the prewar parity left the pound grossly overval-
ued (see the discussion of Cassell’s purchasing-power theory in Section 15.2). This led to
balance-of-payments deficits and to deflation as the United Kingdom attempted to contain
its deficits. On the other hand, France faced large balance-of-payments surpluses after the
franc was stabilized at a depreciated level in 1926.

Seeking to make Paris an international monetary center in its own right, France passed a
law in 1928 requiring settlement of its balance-of-payments surpluses in gold rather than in
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pounds or other currencies. This was a serious drain on the meager U.K. gold reserves and
led to a shift of short-term capital from London to Paris and New York. When France also
sought to convert all of its previously accumulated pounds into gold, the United Kingdom
was forced in September 1931 to suspend the convertibility of the pound into gold, which
devalued the pound, and the gold-exchange standard came to an end. (The United States
actually went off gold in 1933.)

While France’s decision to convert all of its pounds into gold was the immediate cause of
the collapse of the gold-exchange standard, the more fundamental causes were (1) the lack
of an adequate adjustment mechanism as nations sterilized the effect of balance-of-payments
disequilibria on their money supplies in the face of grossly inappropriate parities, (2) the
huge destabilizing capital flows between London and the emerging international monetary
centers of New York and Paris, and (3) the outbreak of the Great Depression (to which the
malfunction of the international monetary system contributed). However, it is likely that
any international monetary system would have collapsed under the tremendous strain of
worldwide depression.

There followed, from 1931 to 1936, a period of great instability and competitive devalu-
ations as nations tried to “export” their unemployment. The United States even devalued the
dollar (by increasing the dollar price of gold from $20.67 to $35 an ounce) in 1933–1934,
from a position of balance-of-payments surplus , in order to stimulate its exports. Needless
to say, this was a serious policy mistake. Expansionary domestic policies would have stim-
ulated the U.S. economy and at the same time corrected or reduced its balance-of-payments
surplus. By 1936, exchange rates among the major currencies were approximately the same
as they had been in 1930, before the cycle of competitive devaluations began. The only effect
was that the value of gold reserves was increased. However, most foreign exchange reserves
had been eliminated by mass conversions into gold as protection against devaluations.

This was also a period when nations imposed very high tariffs and other serious import
restrictions, so that international trade was cut almost in half. For example, in 1930 the
United States passed the Smoot–Hawley Tariff Act , which raised U.S. import duties to
an all-time high (see Section 9.6a). By 1939, of course, depression gave way to full
employment—and war.

According to Nurkse, the interwar experience clearly indicated the prevalence of desta-
bilizing speculation and the instability of flexible exchange rates. This experience strongly
influenced the Allies at the close of World War II to establish an international mone-
tary system with some flexibility but with a heavy emphasis on fixity as far as exchange
rates were concerned. (This is discussed in the next section.) More recently, the inter-
war experience has been reinterpreted to indicate that the wild fluctuations in exchange
rates during the 1919–1924 period reflected the serious pent-up disequilibria that had
developed during World War I and the instability associated with postwar reconstruction,
and that in all likelihood no fixed exchange rate system could have survived during this
period.

21.3 The Bretton Woods System
In this section, we describe the Bretton Woods system and the International Monetary Fund
(the institution created to oversee the operation of the new international monetary system
and provide credit to nations facing temporary balance-of-payments difficulties).
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21.3A The Gold-Exchange Standard (1947–1971)
In 1944, representatives of the United States, the United Kingdom, and 42 other nations
met at Bretton Woods, New Hampshire, to decide on what international monetary system
to establish after the war. The system devised at Bretton Woods called for the estab-
lishment of the International Monetary Fund (IMF) for the purposes of (1) overseeing
that nations followed a set of agreed upon rules of conduct in international trade and
finance and (2) providing borrowing facilities for nations in temporary balance-of-payments
difficulties.

The new international monetary system reflected the plan of the American delegation,
drawn up by Harry D. White of the U.S. Treasury, rather than the plan submitted by John
Maynard Keynes , who headed the British delegation. Keynes had called for the establishment
of a clearing union able to create international liquidity based on a new unit of account
called the “bancor,” just as a national central bank (the Federal Reserve in the United
States) can create money domestically. The IMF opened its doors on March 1, 1947, with
a membership of 30 nations. With the admission of the Soviet Republics and other nations
during the 1990s, IMF membership reached 187 at the beginning of 2012. Only a few
countries, such as Cuba and North Korea, are not members.

The Bretton Woods system was a gold-exchange standard. The United States was to
maintain the price of gold fixed at $35 per ounce and be ready to exchange on demand
dollars for gold at that price without restrictions or limitations. Other nations were to fix
the price of their currencies in terms of dollars (and thus implicitly in terms of gold) and
intervene in foreign exchange markets to keep the exchange rate from moving by more
than 1 percent above or below the par value. Within the allowed band of fluctuation, the
exchange rate was determined by the forces of demand and supply.

Specifically, a nation would have to draw down its dollar reserves to purchase its own
currency in order to prevent it from depreciating by more than 1 percent from the agreed
par value, or the nation would have to purchase dollars with its own currency (adding to
its international reserves) to prevent an appreciation of its currency by more than 1 percent
from the par value. Until the late 1950s and early 1960s, when other currencies became
fully convertible into dollars, the U.S. dollar was the only intervention currency, so that the
new system was practically a gold-dollar standard.

Nations were to finance temporary balance-of-payments deficits out of their international
reserves and by borrowing from the IMF. Only in a case of fundamental disequilibrium was
a nation allowed, after the approval of the Fund, to change the par value of its currency.
Fundamental disequilibrium was nowhere clearly defined but broadly referred to large and
persistent balance-of-payments deficits or surpluses. Exchange rate changes of less than 10
percent were, however, allowed without Fund approval. Thus, the Bretton Woods system was
in the nature of an adjustable peg system, at least as originally conceived, combining general
exchange rate stability with some flexibility. The stress on fixity can best be understood as
resulting from the strong desire of nations to avoid the chaotic conditions in international
trade and finance that prevailed during the interwar period.

After a period of transition following the war, nations were to remove all restrictions
on the full convertibility of their currencies into other currencies and into the U.S. dollar.
Nations were forbidden to impose additional trade restrictions (otherwise currency convert-
ibility would not have much meaning), and existing trade restrictions were to be removed
gradually in multilateral negotiations under the sponsorship of GATT (see Section 9.6b).
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Restrictions on international liquid capital flows were, however, permitted to allow nations
to protect their currencies against large destabilizing, or “hot,” international money flows.

Borrowing from the Fund (to be described below) was restricted to cover temporary
balance-of-payments deficits and was to be repaid within three to five years so as not to
tie up the Fund’s resources in long-term loans. Long-run development assistance was to be
provided by the International Bank for Reconstruction and Development (IBRD or World
Bank) and its affiliates, the International Finance Corporation (established in 1956 to stim-
ulate private investments in developing nations from indigenous and foreign sources) and
the International Development Association (established in 1960 to make loans at subsidized
rates to the poorer developing nations).

The Fund was also to collect and propagate balance-of-payments, international trade,
and other economic data of member nations. Today the IMF publishes, among other things,
International Financial Statistics and Direction of Trade Statistics , the most authoritative
sources of comparable time series data on the balance of payments, trade, and other economic
indicators of member nations.

21.3B Borrowing from the International Monetary Fund
Upon joining the IMF, each nation was assigned a quota based on its economic importance
and the volume of its international trade. The size of a nation’s quota determined its voting
power and its ability to borrow from the Fund. The total subscription to the Fund was
set in 1944 at $8.8 billion. As the most powerful nation, the United States was assigned
by far the largest quota, 31 percent. Every five years, quotas were to be revised to reflect
changes in the relative economic importance and international trade of member nations.
At the end of 2011, the total subscription of the Fund had grown to 238.0 billion SDRs
($369.2 billion) through increases in membership and periodic increases in quotas. The U.S.
quota had declined to 16.80 percent of the total, the quotas of Japan and Germany were,
respectively, 6.25 and 5.83, and that of France and the United Kingdom was 4.30 percent.
China, with 10.0 percent of the global economy, had a quota of 3.82 percent.

Upon joining the IMF, a nation was to pay 25 percent of its quota to the Fund in gold
and the remainder in its own currency. In borrowing from the Fund, the nation would get
convertible currencies approved by the Fund in exchange for depositing equivalent (and
additional) amounts of its own currency into the Fund, until the Fund held no more than
200 percent of the nation’s quota in the nation’s currency.

Under the original rules of the Fund, a member nation could borrow no more than 25
percent of its quota in any one year, up to a total of 125 percent of its quota over a five-year
period. The nation could borrow the first 25 percent of its quota, the gold tranche, almost
automatically, without any restrictions or conditions. For further borrowings (in subsequent
years), the credit tranches, the Fund charged higher and higher interest rates and imposed
more and more supervision and conditions to ensure that the deficit nation was taking
appropriate measures to eliminate the deficit.

Repayments were to be made within three to five years and involved the nation’s repur-
chase of its own currency from the Fund with other convertible currencies approved by the
Fund, until the IMF once again held no more than 75 percent of the nation’s quota in the
nation’s currency. The Fund allowed repayments to be made in currencies of which it held
less than 75 percent of the issuing nation’s quota. If before a nation (Nation A) completed
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repayment, another nation (Nation B) borrowed Nation A’s currency from the Fund, then
Nation A would end repayment of its loan as soon as the Fund’s holdings of Nation A’s
currency reached 75 percent of its quota.

If the Fund’s holding of a nation’s currency fell below 75 percent of its quota, the nation
could borrow the difference from the Fund without having to repay its loan. This was called
the super gold tranche. In the event that the Fund ran out of a currency altogether, it would
declare the currency “scarce” and allow member nations to discriminate in trade against the
scarce-currency nation. The reason for this was that the Fund viewed balance-of-payments
adjustments as the joint responsibility of both deficit and surplus nations. However, the
Fund has never been called upon to invoke this scarce-currency provision during its many
years of operation.

A nation’s gold tranche plus its super gold tranche (if any), or minus the amount of
its borrowing (if any), is called the nation’s net IMF position. Thus, the nation’s net IMF
position is given by the size of its quota minus the Fund’s holding of its currency. The
amount of gold reserves paid in by a nation upon joining the Fund was called the nation’s
reserve position in the Fund and was added to the nation’s other international reserves of
gold, Special Drawing Rights (SDRs—see the next section), and other convertible currencies
to obtain the total value of the nation’s international reserves (see Section 13.3).

21.4 Operation and Evolution of the Bretton
Woods System

In this section, we examine the operation of the Bretton Woods system from 1947 until it
collapsed in 1971. We also examine the way in which the system evolved over the years in
response to changing conditions from the blueprint agreed upon in 1944.

21.4A Operation of the Bretton Woods System
While the Bretton Woods system envisaged and allowed changes in par values in cases of
fundamental disequilibrium, in reality industrial nations were very reluctant to change their
par values until such action was long overdue and was practically forced on them by the
resulting destabilizing speculation. Deficit nations were reluctant to devalue their currencies
because they regarded this as a sign of national weakness. Surplus nations resisted needed
revaluations, preferring instead to continue accumulating international reserves. Thus, from
1950 until August 1971, the United Kingdom devalued only in 1967; France devalued only
in 1957 and 1969; West Germany revalued in 1961 and 1969; and the United States, Italy,
and Japan never changed their par values. Meanwhile, Canada (defying the rules of the
IMF) had fluctuating exchange rates from 1950 to 1962 and then reinstituted them in 1970.
Developing nations, on the other hand, devalued all too often.

The unwillingness of industrial nations to change their par values as a matter of policy
when in fundamental disequilibrium had two important effects. First, it robbed the Bretton
Woods system of most of its flexibility and the mechanism for adjusting balance-of-payments
disequilibria. We will see in Section 21.5 that this played a crucial role in the collapse
of the system in August 1971. Second, and related to the first point, the reluctance of
industrial nations to change their par value when in fundamental disequilibrium gave rise
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to huge destabilizing international capital flows by providing an excellent one-way gamble
for speculators.

Specifically, a nation such as the United Kingdom, with chronic balance-of-payments
deficits over most of the postwar period, was plagued by huge liquid capital outflows
in the expectation that the pound would be devalued. Indeed, these expectations became
self-fulfilling, and the United Kingdom was forced to devalue the pound in 1967 (after a
serious deflationary effort to avoid the devaluation). On the other hand, a nation such as West
Germany, with chronic balance-of-payments surpluses, received huge capital inflows in the
expectation that it would revalue the mark. This made revaluation of the mark inevitable in
1961 and again in 1969.

The convertibility of the dollar into gold resumed soon after World War II. The major
European currencies became convertible for current account purposes de facto in 1958 and
de jure, or formally, in 1961. The Japanese yen became formally convertible into U.S.
dollars and other currencies in 1964. As pointed out in Section 21.3a, capital account
restrictions were permitted to allow nations some protection against destabilizing capital
flows. Despite these restrictions, the postwar era experienced periods of huge destabilizing
capital flows, which became more frequent and more disruptive, culminating in the collapse
of the Bretton Woods system in August 1971. These large destabilizing “hot” money flows
were facilitated by the establishment and rapid growth of Eurocurrency markets during the
1960s (see Section 14.7).

Under the Trade Expansion Act of 1962 and GATT auspices (see Section 9.6c), the United
States initiated and engaged in wide-ranging multilateral trade negotiations (the Kennedy
Round ), which lowered average tariffs on manufactured goods to less than 10 percent.
However, many nontariff barriers to international trade remained, especially in agriculture
and on simple manufactured goods, such as textiles, which are of special importance to
developing nations. This was also the period when several attempts were made at economic
integration, the most successful being the European Union (EU), then called the European
Common Market (see Section 10.6a).

21.4B Evolution of the Bretton Woods System
Over the years, the Bretton Woods system evolved (until 1971) in several important direc-
tions in response to changing conditions. In 1962, the IMF negotiated the General Arrange-
ments to Borrow (GAB) up to $6 billion from the so-called Group of Ten most important
industrial nations (the United States, the United Kingdom, West Germany, Japan, France,
Italy, Canada, the Netherlands, Belgium, and Sweden) and Switzerland to supplement its
resources, if needed, to help nations with balance-of-payments difficulties. This sum of
$6 billion was over and above the periodic increases in the Articles of Agreement that
established the IMF. The GAB was renewed and expanded in subsequent years.

Starting in the early 1960s, member nations began to negotiate standby arrangements.
These refer to advance permission for future borrowings by the nation at the IMF. Once
a standby arrangement was negotiated, the nation paid a small commitment charge of
one-fourth of 1 percent of the amount earmarked and was then able to borrow up to this
additional amount immediately when the need arose at a 5.5 percent charge per year on
the amount actually borrowed. Standby arrangements were usually negotiated by member
nations as a first line of defense against anticipated destabilizing hot money flows. After
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several increases in quotas, the total resources of the Fund reached $28.5 billion by 1971
(of which $6.7 billion, or about 23.5 percent, was the U.S. quota). By the end of 1971,
the Fund had lent about $22 billion (mostly after 1956), of which about $4 billion was
outstanding. The Fund also changed the rules and allowed member nations to borrow up to
50 percent of their quotas in any one year (up from 25 percent).

National central banks also began to negotiate so-called swap arrangements to exchange
each other’s currency to be used to intervene in foreign exchange markets to combat hot
money flows. A central bank facing large liquid capital flows could then sell the foreign
currency forward in order to increase the forward discount or reduce the forward premium
on the foreign currency and discourage destabilizing hot money flows (see Sections 14.3
to 14.6). Swap arrangements were negotiated for specific periods of time and with an
exchange rate guarantee. When due, they could either be settled by a reverse transaction
or be renegotiated for another period. The United States and European nations negotiated
many such swap arrangements during the 1960s.

The most significant change introduced into the Bretton Woods system during the
1947–1971 period was the creation of Special Drawing Rights (SDRs) to supplement
the international reserves of gold, foreign exchange, and reserve position in the IMF.
Sometimes called paper gold , SDRs are accounting entries in the books of the IMF. SDRs
are not backed by gold or any other currency but represent genuine international reserves
created by the IMF. Their value arises because member nations have so agreed. SDRs can
only be used in dealings among central banks to settle balance-of-payments deficits and
surpluses and not in private commercial dealings. A charge of 1.5 percent (subsequently
increased to 5 percent and now based on market rates) was applied on the amount by
which a nation’s holdings of SDRs fell short of or exceeded the amount of SDRs allocated
to it. The reason for this was to put pressure on both deficit and surplus nations to correct
balance-of-payments disequilibria.

At the 1967 meeting of the IMF in Rio de Janeiro, it was agreed to create SDRs in
the amount of $9.5 billion to be distributed to member nations according to their quotas
in the IMF in three installments in January 1970, 1971, and 1972. Further allocations of
SDRs were made in the 1979–1981 period (see Section 21.6a). The value of one SDR was
originally set equal to one U.S. dollar but rose above $1 as a result of the devaluations to
the dollar in 1971 and 1973. Starting in 1974, the value of SDRs was tied to a basket of
currencies, as explained in Section 21.6a.

In 1961 the so-called gold pool was started by a group of industrial nations under the
leadership of the United States to sell officially held gold on the London market to prevent
the price of gold from rising above the official price of $35 an ounce. This was discontinued
as a result of the gold crisis of 1968 when a two-tier gold market was established. This
kept the price of gold at $35 an ounce in official transactions among central banks, while
allowing the commercial price of gold to rise above the official price and be determined by
the forces of demand and supply in the market. These steps were taken to prevent depletion
of U.S. gold reserves.

Over the years, membership in the IMF increased to include most nations of the world.
Despite the shortcomings of the Bretton Woods system, the postwar period until 1971
was characterized by world output growing quite rapidly and international trade growing
even faster. Overall, it can thus be said that the Bretton Woods system served the world
community well, particularly until the mid-1960s (see Case Study 21-1).
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■ CASE STUDY 21-1 Macroeconomic Performance under Different Exchange Rate Regimes

Table 21.1 presents some indicators of the macro-
economic performance of the United Kingdom and
the United States under the gold standard, in the
interwar period, and during the post-World War II
period, under fixed and flexible exchange rates. The
table shows that the growth in per capita income
in both the United Kingdom and the United States
was higher during the post-World War II period
than during the gold standard period, inflation
was higher, and unemployment was lower, except
for the United Kingdom during 1973–2011. Thus,
aside from the lower inflation rate, the macroeco-
nomic performance of both countries was not better
during the gold standard period as compared with
the post-World War II period. On the other hand,

■ TABLE 21.1. Macroeconomic Performance of the United States and the United
Kingdom under Different Exchange Rate Regimes, 1870–2011

Average Growth in
Real per Capita Rate of Rate of

Income per Year Inflation Unemployment

Gold Standard:
United Kingdom (1870–1913) 1.0 −0.7 4.3a

United States (1879–1913) 1.4 0.1 6.8b

Interwar period:
United Kingdom (1919–1938) 0.6 −4.6 13.3
United States (1919–1940) 1.6 −2.5 11.3

Post-World War II period—
Fixed exchange rate period:

United Kingdom (1946–1972) 1.7 3.5 1.9
United States (1946–1972) 2.2 1.4 4.6

Post-World War II period—
Flexible exchange rate period:

United Kingdom (1973–2011) 2.0 5.9 7.5
United States (1973–2011) 2.8 4.2 6.5

a1888–1913; b1890–1913.
Sources: M. D. Bordo, ‘‘The Classical Gold Standard: Some Lessons for Today,’’ in Readings in International
Finance (Chicago: Federal Reserve Bank of Chicago, 1987), pp. 83–97; M. Friedman and A. J. Schwartz,
A Monetary History of the United States (Princeton, N.J.: Princeton University Press, 1963); and Organization
for Economic Cooperation and Development, Economic Outlook (Paris: OECD, various issues).

the interwar period, dominated as it was by the
Great Depression, was characterized by a gener-
ally worse macroeconomic performance than either
under the gold standard or in the post-World War
II period. The only exception is that the growth
in real per capita income during the interwar
period (despite the Great Depression) in the United
States exceeded its growth during the gold stan-
dard period. Caution should be exercised, however,
in comparing pre- to post-World War II not only
because data for the former period were of poorer
quality but also (and more importantly) because
many other factors affecting growth were different
in the two periods.

(c) ketabton.com: The Digital Library



Salvatore c21.tex V2 - 11/07/2012 10:29 A.M. Page 698

698 The International Monetary System: Past, Present, and Future

21.5 U.S. Balance-of-Payments Deficits and Collapse
of the Bretton Woods System

In this section, we briefly examine the causes of the U.S. balance-of-payments deficits over
most of the postwar period and their relationship to the collapse of the Bretton Woods
system in August 1971. We then consider the more fundamental causes of the collapse of
the system and their implications for the present managed floating exchange rate system.

21.5A U.S. Balance-of-Payments Deficits
From 1945 to 1949, the United States ran huge balance-of-payments surpluses with Europe
and extended Marshall Plan aid to European reconstruction. With European recovery more
or less complete by 1950, the U.S. balance of payments turned into deficit. Up to 1957,
U.S. deficits were rather small, averaging about $1 billion each year. These U.S. deficits
allowed European nations and Japan to build up their international reserves. This was the
period of the dollar shortage. The United States settled its deficits mostly in dollars. Surplus
nations were willing to accept dollars because (1) the United States stood ready to exchange
dollars for gold at the fixed price of $35 an ounce, making the dollar “as good as gold”;
(2) dollars could be used to settle international transactions with any other nation (i.e., the
dollar was truly an international currency); and (3) dollar deposits earned interest while
gold did not.

Starting in 1958, U.S. balance-of-payments deficits increased sharply and averaged over
$3 billion per year. Contributing to the much larger U.S. deficits since 1958 was first the
huge increase in capital outflows (mostly direct investments in Europe) and then the high
U.S. inflation rate (connected with the excessive money creation during the Vietnam War
period), which led, starting in 1968, to the virtual disappearance of the traditional U.S. trade
balance surplus. The United States financed its balance-of-payments deficits mostly with
dollars so that by 1970, foreign official dollar holdings were more than $40 billion, up from
$13 billion in 1949. (Foreign private dollar holdings were even larger, and these could also
be potential claims on U.S. gold reserves.) At the same time, U.S. gold reserves declined
from $25 billion in 1949 to $11 billion in 1970.

Because the dollar was an international currency, the United States felt that it could
not devalue to correct its balance-of-payments deficits. Instead, it adopted a number of
other policies which, however, had only very limited success. One of these was the attempt
in the early 1960s to keep short-term interest rates high to discourage short-term capital
outflows, while at the same time trying to keep long-term interest rates relatively low to
stimulate domestic growth (operation twist). The United States also intervened in foreign
exchange markets and sold forward strong currencies, such as the German mark, to increase
the forward discount and discourage liquid capital outflows under covered interest arbitrage
(see Section 14.6). It also intervened in the spot market in support of the dollar.

The resources for these interventions in the spot and forward markets were usually
obtained from swap arrangements with other central banks and from standby arrangements
with the IMF. The United States took additional steps to encourage its exports, reduced mili-
tary and other government expenditures abroad, and tied most of its foreign aid to be spent in
the United States. Furthermore, during the 1963–1968 period, the United States introduced
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a number of direct controls over capital outflows. These were the Interest Equalization Tax,
the Foreign Direct Investment Program, and restrictions on bank loans to foreigners.

As the U.S. deficits persisted and rose over time, U.S. gold reserves declined while
foreign-held dollar reserves grew to the point where in the early 1960s they began to exceed
the U.S. gold reserves. To discourage foreign official holders of dollars from converting their
excess dollars into gold at the Federal Reserve and further reducing U.S. gold reserves,
the United States created the so-called Roosa bonds. These were medium-term treasury
bonds denominated in dollars but with an exchange rate guarantee. Nevertheless, U.S. gold
reserves continued to decline, while foreign-held dollar reserves continued to rise. By 1970,
they exceeded total U.S. gold reserves by a multiple of about 4.

In the face of large and persistent U.S. balance-of-payments deficits and sharply reduced
U.S. gold reserves, it became evident that a realignment of parities was necessary. The
United States sought unsuccessfully in 1970 and early 1971 to persuade surplus nations,
particularly West Germany and Japan, to revalue their currencies. The expectation then
became prevalent that the United States would sooner or later have to devalue the dollar.
By now international capital markets had become highly integrated through Eurocurrency
markets. This led to huge destabilizing capital movements out of dollars and into stronger
currencies, particularly the German mark, the Japanese yen, and the Swiss franc. On August
15, 1971, President Nixon was forced to suspend the convertibility of dollars into gold. The
“gold window” had been shut. The Bretton Woods system was dead. At the same time, the
United States imposed wage and price controls as well as a temporary 10 percent import
surcharge, to be lifted after the required currency realignment took place.

The ability of the United States to settle its balance-of-payments deficits with dollars had
conferred an important privilege on the United States that was not available to other nations
(which faced the strict limitation imposed by their limited supplies of gold and foreign
exchange on the balance-of-payments deficits that they could incur). The benefit accruing
to a nation from issuing the currency or when its currency is used as an international
currency is referred to as seigniorage. However, the United States paid a heavy price for
its seigniorage privilege. It was unable to devalue the dollar (as other nations, such as the
United Kingdom and France, occasionally did) without bringing down the Bretton Woods
system. The use of monetary policy was more constrained in the United States than in other
nations. Consequently, the United States had to rely more heavily on fiscal policy to achieve
domestic objectives and on ad hoc measures (such as controls over capital flows) to correct
balance-of-payments deficits.

It is difficult to determine whether on balance the United States benefited or was harmed as a
result of the dollar becoming an international currency. In any event, France, Germany, Japan,
and other surplus nations began to view the United States as abusing its position as the world’s
banker by supplying excessive liquidity with its large and persistent balance-of-payments
deficits. The unwillingness of Germany and Japan to revalue forced the United States to
devalue the dollar, thus bringing the Bretton Woods system down. To a large extent, this was a
political decision to remove the United States from its unique position as the “world’s banker”
or to take away from the United States this “exorbitant” privilege (to use Charles de Gaulle’s
words). The irony of it all is that the dollar remained an international currency without any
backing of gold after the Bretton Woods system collapsed in August 1971 and even after the
dollar was allowed to fluctuate in value in March 1973. Indeed, the amount of foreign-held
dollars has risen dramatically in the years since 1971 (see Section 21.6).
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21.5B Collapse of the Bretton Woods System
As explained earlier, the immediate cause of the collapse of the Bretton Woods system
was the expectation in late 1970 and early 1971, in the face of huge balance-of-payments
deficits, that the United States would soon be forced to devalue the dollar. This led to a
massive flight of liquid capital from the United States, which prompted President Nixon
to suspend the convertibility of the dollar into gold on August 15, 1971, and to impose a
temporary 10 percent import surcharge.

In December 1971, representatives of the Group of Ten nations met at the Smithsonian
Institution in Washington, D.C., and agreed to increase the dollar price of gold from $35
to $38 an ounce. This implied a devaluation of the dollar of about 9 percent. At the same
time, the German mark was revalued by about 17 percent, the Japanese yen by about 14
percent, and other currencies by smaller amounts with respect to the dollar. In addition,
the band of fluctuation was increased from 1 percent to 2.25 percent on either side of
the new central rates, and the United States removed its 10 percent import surcharge.
Since the dollar remained inconvertible into gold, the world was now essentially on a
dollar standard. President Nixon hailed this Smithsonian Agreement as the “most significant
monetary agreement in the history of the world” and promised that the dollar “would never
again be devalued.”

However, with another huge U.S. balance-of-payments deficit in 1972 ($9 billion—see
Table 13.3), it was felt that the Smithsonian Agreement was not working and that another
devaluation of the dollar was required. This expectation led to renewed speculation against
the dollar and became self-fulfilling in February 1973, when the United States was once
again forced to devalue the dollar, this time by about 10 percent (achieved by increasing the
official price of gold to $42.22 an ounce). At the same time, the dollar remained inconvert-
ible into gold. In March 1972, the original six member nations of the European Common
Market decided to let their currencies float jointly against the dollar with a total band of
fluctuation of only 2.25 percent, instead of the 4.5 percent agreed on in December 1971. This
was named the European snake or the “snake in the tunnel” and lasted until March 1973.

When speculation against the dollar flared up again in March 1973, monetary authorities
in the major industrial nations decided to let their currencies float either independently (the
U.S. dollar, the British pound, the Japanese yen, the Italian lira, the Canadian dollar, and
the Swiss franc) or jointly (the German mark, the French franc, and the currencies of six
other central and northern European nations—the snake with the maximum total spread of
2.25 percent between the strongest and the weakest currency with respect to the dollar).
The present managed floating exchange rate system was born. France abandoned the snake
in 1974, Norway in 1977, and Sweden in 1978. (The United Kingdom, Italy, and Ireland
had not joined in 1973.)

While the immediate cause of the collapse of the Bretton Woods system was the huge
balance-of-payments deficits of the United States in 1970 and 1971, the fundamental cause is
to be found in the interrelated problems of liquidity, adjustment, and confidence. Liquidity
refers to the amount of international reserves available in relation to the need for them.
International reserves comprise official holdings of gold, foreign exchange (mostly U.S.
dollars), the reserve position of member nations in the IMF, and SDRs. Table 21.2 shows that
most of the increase in liquidity under the Bretton Woods system resulted from the increase
in official holdings of foreign exchange, mostly dollars, to finance U.S. balance-of-payments
deficits.
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■ TABLE 21.2. International Reserves, 1950–1973, Selected Years
(billions of U.S. dollars, at year end)

1950 1960 1969 1970 1971 1972 1973

Gold (at official price) 33 38 39 37 36 36 36
Foreign exchange 13 19 33 45 75 96 102
SDRs — — — 3 6 9 9
Reserve position in the IMF 2 4 7 8 6 6 6

Total 48 61 79 93 123 147 153

Source: International Monetary Fund, International Financial Statistics Yearbook, 1989.

In Table 21.2, all international reserves are expressed in terms of U.S. dollars, even
though the IMF now expresses all international reserves in terms of SDRs. One SDR was
equal to $1 up to 1970, about $1.09 in 1971 and 1972, and about $1.21 in 1973 (see
Section 21.6a). Gold reserves were valued at the official price of gold of $35 an ounce up
to 1970, at $38 an ounce in 1971 and 1972, and at $42.22 an ounce in 1973. Valued at
the London free market price of gold of $112.25 an ounce prevailing at the end of 1973,
total world gold reserves were $115 billion. For simplicity, all reserves were valued in U.S.
dollars instead of SDRs and gold reserves were valued at official prices.

International liquidity is needed so that nations can finance temporary balance-of-payments
deficits without trade restrictions while the adjustment mechanisms supposedly operate to
eventually correct the deficit. Inadequate liquidity hampers the expansion of world trade.
On the other hand, excessive liquidity leads to worldwide inflationary pressures. But this
raised a serious dilemma, according to Robert Triffin (1961). Under the Bretton Woods
system, most liquidity was provided by an increase in foreign exchange arising from
U.S. balance-of-payments deficits. However, the longer these balance-of-payments deficits
persisted and the more unwanted dollars accumulated in foreign hands, the smaller was the
confidence in the dollar. The dollar shortage of the 1950s had given way to the dollar glut
of the 1960s.

It was in response to this problem and in the hope that the United States would soon
be able to correct its deficits that the IMF decided to create $9.5 billion of SDRs in 1967.
These SDRs were distributed in three installments in January 1970, 1971, and 1972, at the
very time when the world was suffering from excessive increases in liquidity resulting from
huge U.S. balance-of-payments deficits. Note that the increase in SDRs from 1970 to 1971
and 1972 shown in Table 21.2 reflects not only the new installments of SDRs distributed
to member nations in January of 1971 and 1972 but also the increase in the dollar value of
SDRs as a result of the dollar devaluation in December 1971. Similarly, there was no new
distribution of SDRs between 1972 and 1973, but the value of one SDR rose from about
$1.09 in 1972 to $1.21 in 1973.

As we have seen, the United States was unable to correct its large and persistent
balance-of-payments deficits primarily because of its inability to devalue the dollar. Thus,
the Bretton Woods system lacked an adequate adjustment mechanism that nations would be
willing and able to utilize as a matter of policy. U.S. balance-of-payments deficits persisted,
and this undermined confidence in the dollar. Thus, the fundamental cause of the collapse
of the Bretton Woods system is to be found in the interrelated problems of adjustment,
liquidity, and confidence.
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21.6 The International Monetary System:
Present and Future

In this section, we examine the operation of the present managed floating exchange rate
system, discuss present IMF operation, identify the most important monetary and trade
problems, and evaluate proposals for reforms.

21.6A Operation of the Present System
Since March 1973, the world has had a managed floating exchange rate system. Under such
a system, nations’ monetary authorities are entrusted with the responsibility to intervene in
foreign exchange markets to smooth out short-run fluctuations in exchange rates without
attempting to affect long-run trends. This could be achieved by a policy of leaning against
the wind (see Section 20.6d). To be sure, this system was not deliberately chosen but was
imposed on the world by the collapse of the Bretton Woods system in the face of chaotic
conditions in foreign exchange markets and huge destabilizing speculation.

In the early days of the managed floating system, serious attempts were made to devise
specific rules for managing the float to prevent competitive exchange rate depreciations
(which nations might use to stimulate their exports), thus possibly returning to the chaotic
conditions of the 1930s. However, as the worst fears of abuse did not materialize, all of
these attempts failed. Indeed, the 1976 Jamaica Accords formally recognized the managed
floating system and allowed nations the choice of foreign exchange regime as long as their
actions did not prove disruptive to trade partners and the world economy. These Jamaica
Accords were ratified and took effect in April 1978.

At the beginning of 2012, half of the 187 nations that were members of the IMF had
opted for some form of exchange rate flexibility. These included practically all the industrial
nations and many large developing nations, so that more than four-fifths of total world trade
moved between nations with managed exchange rates, either independently or jointly (as
in the European Union). Most of the remaining nations adopted the currency of another
nation (i.e., dollarized), operated under a currency board arrangment (CBA), or pegged
their currencies to the U.S. dollar, the euro, or a basket of currencies (see Section 20.6 and
Table 20.4). During the period from 1974 to 1977, again from 1981 to 1985, and since
the early 1990s, the United States generally followed a policy of benign neglect by not
intervening in foreign exchange markets to stabilize the value of the dollar.

In March 1979, the European Monetary System (EMS) was formed and in January 1999,
the European Monetary Union (EMU) came into existence with the creation of the euro
(which began actual circulation at the beginning of 2002) and the European Central Bank
(ECB) beginning operation (see Section 20.4).

Under the present managed float, nations still need international reserves in order to
intervene in foreign exchange markets to smooth out short-run fluctuations in exchange
rates. At present, such interventions are still made mostly in dollars. In January 1975, U.S.
citizens were allowed for the first time since 1933 to own gold (other than in jewelry), and
the United States sold a small portion of its gold holdings on the free market. The price of
gold on the London market temporarily rose above $800 an ounce in January 1980, but it
soon fell and stabilized at about half of its peak price; it then rose to the all-time price high
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■ TABLE 21.3. International Reserves in 2011 (billions of U.S. dollars
and SDRs, at year end)

U.S. Dollars SDRs

Foreign exchange 10, 196.4 6, 641.3
SDRs 313.4 204.1
Reserve position in the IMF 150.9 98.3

Total minus gold 10, 660.7 6, 943.7
Gold at official price 34.8 22.7

Total with gold at official price 10, 695.5 6, 966.4

Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, March 2012).

of $1,896.50 an ounce on September 5, 2001. As part of the Jamaica Accords, the IMF
sold one-sixth of its gold holdings on the free market between 1976 and 1980 (and used the
proceeds to aid the poorest developing nations) to demonstrate its commitment to eliminate
gold (the “barbarous relic”—to use Keynes’s words) as an international reserve asset. The
official price of gold was abolished, and it was agreed that there would be no future gold
transactions between the IMF and member nations. The IMF also continued to value its
gold holdings at the pre-1971 official price of $35 or 35 SDRs an ounce. However, it may
be some time before gold completely “seeps out” of international reserves—if it ever will.
In the fall of 1996, the IMF agreed to sell about $2 billion of its gold holdings and use the
proceeds to reduce the foreign debt of the poorest developing countries.

One SDR was valued at $1.00 up to 1971, $1.0857 after the dollar devaluation of Decem-
ber 1971, and $1.2064 after the subsequent dollar devaluation of February 1973. In 1974,
the value of one SDR was made equal to the weighted average of a basket of 16 leading
currencies in order to stabilize its value. In 1981, the number of currencies included in the
basket was reduced to five and, with the advent of the euro, to the following four (with their
respective relative weights in 2001 given in parentheses): U.S. dollar (45 percent); euro (29
percent); Japanese yen (15 percent); and British pound (11 percent). At the end of 2011,
one SDR was valued at $1.5353.

Since 1974, the IMF has measured all reserves and other official transactions in terms of
SDRs instead of U.S. dollars. Table 21.3 shows the composition of international reserves
both in U.S. dollars and in SDRs (valued at $1.5353 at the end of 2011). For the composition
of international reserves from 1950 to 2011 in terms of SDRs, as presented by the IMF, see
Table 21.7 in the appendix.

21.6B Current IMF Operation
Several recent changes have occurred in the operation of the IMF. The quotas of IMF
member nations have been increased across the board several times, so that at the end of
2011, resources totaled $369.2 billion (up from $8.8 billion in 1947). Members are generally
required to pay 25 percent of any increase in their quota in SDRs or in currencies of other
members selected by the Fund, with their approval, and the rest in their own currency.
New members pay in their quota in the same way. The old gold tranche is now called the
first-credit tranche.
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The IMF has also renewed and expanded the General Arrangements to Borrow (GAB) ten
times since setting them up in 1962; and in 1997, it extended it with the New Arrangement
to Borrow (NAB), so that at the end of 2011, the IMF could lend up to SDR $564.2 billion to
supplement its regular resources. Central bankers also expanded their swap arrangements to
over $54 billion and their standby arrangements to $92 billion. Borrowing rules at the Fund
were also relaxed, and new credit facilities were added that greatly expanded the overall
maximum amount of credit available to a member nation. However, this total amount of
credit consists of several different credit lines subject to various conditions. The IMF loans
are now specified in terms of SDRs. There is an initial fee, and the interest charged is
based on the length of the loan, the facility used, and prevailing interest rates. Besides the
usual surveillance responsibilities over the exchange rate policies of its members, the Fund
has recently broadened its responsibilities to include help for members to overcome their
structural problems.

The new credit facilities set up by the IMF include (1) the Extended Fund Facility
(EFF), established in 1974 for long-term assistance to support members’ structural reforms
to address balance of payments difficulties of a long-term character; (2) the Supplemental
Reserve Facility (SRF), established in December 1997 during the Asian Crisis, to provide
short-term assistance for balance-of-payments difficulties related to crises of market confi-
dence; (3) the Compensatory and Contingency Financing Facility (CCFF), set up in 1963 to
provide medium-term assistance for temporary export shortfalls or cereal import excesses;
(4) the flexible credit line (FCL), created in March 2009, to provide assistance in crisis
prevention; (5) the Precautionary Credit Line (PCL), available to a wider group of countries
than the FCL; (6) the Post-Catastrophe Debt Relief (PCDR) Trust, established to allow the
Fund to join international debt relief efforts when poor countries are hit by the most catas-
trophic of natural disasters; and the Systematic Transformation Facility (STF) to provide
longer-term assistance for deep-seated balance of payments difficulties of a structural nature
to encourage poverty-reducing growth.

A member country’s overall access to Fund resources is now up to 200 percent of its
quota in any single year, or twice the old cumulative limit of 100 percent, with a cumulative
limit of 600 percent of a member’s quota. The recipients of the loans as well as the type of
loans made by the Fund also changed significantly over time. During the first 20 years of
its existence, industrial countries accounted for over half of the use of Fund resources, and
loans were made primarily to overcome short-term balance-of-payments problems. Since
the early 1980s, most loans have been made to developing countries, and an increasing
share of these loans has been made for the medium term in order to overcome structural
problems. Total Fund credit and loans outstanding were $14.0 billion in 1980, $41.0 billion
in 1986, and $100 billion at the end of 2011.

In the face of the huge international debt problems of many developing countries since
1982, particularly the large countries of Latin America, the IMF engaged in a number of
debt rescheduling and rescue operations. As a condition for the additional loans and special
help, the IMF usually required reductions in government spending, in growth of the money
supply, and in wage increases in order to reduce imports, stimulate exports, and make the
country more nearly self-sustaining. Such IMF conditionality, however, proved to be very
painful and led to riots and even the toppling of governments during the late 1980s and
1990s. It also led to accusations that the IMF did not take into account the social needs
of debtor nations and the political consequences of its demands, and that its policies were
“all head and no heart.” Partly in response to these accusations, the IMF has become more

(c) ketabton.com: The Digital Library



Salvatore c21.tex V2 - 11/07/2012 10:29 A.M. Page 705

21.6 The International Monetary System: Present and Future 705

flexible in its lending activities in recent years and has begun to grant even medium term
loans to overcome structural problems (something that was traditionally done only by the
World Bank).

In 2006, the Fund proposed some fundamental reforms of its mission toward more mul-
tilateral surveillance, such as addressing the issue of global imbalances of big member
countries like the United States and China, as well as providing greater representation to
Asian emerging markets, especially China, to reflect their growing economic importance,
rather than focusing (as in past decades) primarily on the challenges of global poverty of its
low-income members and on international financial crises that affected only a small group
of vulnerable emerging-market economies.

By way of summary, Table 21.4 presents the most important dates in modern monetary
history.

■ TABLE 21.4. Important Dates in Modern Monetary History

1880–1914 Classical gold standard period
April 1925 United Kingdom returns to the gold standard
October 1929 United States stock market crashes
September 1931 United Kingdom abandons the gold standard
February 1934 United States raises official price of gold from $20.67 to $35 an ounce
July 1944 Bretton Woods Conference
March 1947 IMF begins operation
September 1967 Decision to create SDRs
March 1968 Two-tier gold market established
August 1971 United States suspends convertibility of the dollar into gold—end of

Bretton Woods system
December 1971 Smithsonian Agreement (official price of gold increased to $38 an

ounce; band of allowed fluctuation increased to 4.5%)
February 1973 United States raises official price of gold to $42.22 an ounce
March 1973 Managed floating exchange rate system comes into existence
October 1973 OPEC selective embargo on petroleum exports and start of sharp

increase in petroleum prices
January 1976 Jamaica Accords (agreement to recognize the managed float and

abolish the official price of gold)
April 1978 Jamaica Accords take effect
Spring 1979 Second oil shock
March 1979 Establishment of the European Monetary System (EMS)
January 1980 Gold price rises temporarily above $800 per ounce
September 1985 Plaza agreement to intervene to lower value of dollar
Fall 1986 New round of GATT multilateral trade negotiations begins
February 1987 Louvre agreement to stabilize exchange rates
October 1987 New York Stock Exchange collapses and spreads to other stock

markets around the world
1989–1990 Democratic and market reforms begin in Eastern Europe and German

reunification occurs
December 1991 Maastricht Treaty approved calling for European Union to move

toward monetary union by 1997 or 1999
December 1991 Soviet Union dissolved and Commonwealth of Independent States

(CIS) formed
September 1992 United Kingdom and Italy abandon Exchange Rate Mechanism (ERM)
January 1, 1993 European Union (EU) becomes a single unified market

(continued)
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■ TABLE 21.4. (continued)

August 1, 1993 European Monetary System allows ±15% fluctuation in exchange rates
December 1993 Uruguay Round completed and World Trade Organization (WTO)

replaces GATT
January 1, 1994 North American Free Trade Agreement (NAFTA) comes into existence
January 1, 1994 Creation of the European Monetary Institute (EMI) as the forerunner of

the European Central Bank by the European Union
January 1, 1999 Introduction of the single currency (the euro) and European

Union-wide monetary policy by the European Central Bank (ECB)
October 2000 Euro falls to lowest level with respect to the dollar
January 1, 2002 Euro begins circulation as the currency of the 12-member European

Monetary Union (EMU)
December 2006 U.S. current account deficit reaches all-time high of 6 percent

of GDP
July 15, 2008 Euro reaches the all-time high of $1.60
September 15, 2008 Lehman Brothers files for bankruptcy, leading to full global financial

crisis
September 5, 2011 Gold price reaches the all-time high of $1,896.50 an ounce
February 2012 Greece restructures its debt, thus avoiding default and possibly

abandoning the euro

21.6C Problems with Present Exchange Rate Arrangements
The present international monetary system faces a number of serious and closely interrelated
international monetary problems today. These are (1) the large volatility and the wide and
persistent misalignments of exchange rates; (2) the failure to promote greater coordination
of economic policies among the leading industrial nations; and (3) the inability to prevent
international financial crises or to deal with them adequately when they do arise.

We have seen in Sections 14.5a and 15.5a that since 1973 exchange rates have been
characterized by very large volatility and overshooting. This state of affairs can discourage
the flow of international trade and investments. Much more serious is the fact that under the
present managed floating exchange rate system large exchange rate disequilibria can arise
and persist for several years (see Figure 14.3 and Section 14.5A). This is clearly evident
from the large appreciation of the dollar from 1980 to 1985 and its even larger depreciation
from February 1985 until the end of 1987. More recently, the yen–dollar exchange rate
swung from 85 yen to the dollar in April 1995, to 132 yen to the dollar in February 2002,
and 78 at the end of 2011. From January 1, 1999, to October 2000, the euro depreciated from
$1.17 to $0.82, before rising to $1.36 in December 2004, falling to $1.18 in November 2005,
and then rising to the all-time high of $1.60 on July 15, 2008. The excessive appreciation
of the dollar during the first half of the 1980s and the overvaluation of the late 1990s
and early 2000s has been associated with large and unsustainable trade deficits and calls
for protectionism in the United States. It has also led to renewed calls for reform of the
present international monetary system, along the lines of establishing target zones of allowed
fluctuations for the major currencies and more international policy coordination among the
leading nations. The earlier debate on the relative merits of fixed versus flexible rates has
now been superseded by discussions of the optimal degree of exchange rate flexibility and
policy cooperation.

Some increased cooperation has already occurred. For example, in September 1985, the
United States negotiated with Germany, Japan, France, and the United Kingdom (in the
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so-called Plaza Agreement in New York City), a coordinated effort to intervene in foreign
exchange markets to lower the value of the dollar. In 1986, the United States negotiated
with Japan and Germany a simultaneous coordinated reduction in interest rates to stimulate
growth and reduce unemployment (which exceeded 10 percent of the labor force in most
nations of Europe during most of the 1980s) without directly affecting trade and capital flows
(see Section 18.6c). The leading industrial nations are now paying much more attention to
the international repercussions of their monetary and other policy changes. In February 1987,
the G-7 nations agreed at the Louvre to establish soft reference ranges or target zones for
the dollar–yen and the dollar–mark exchange rates (without, however, much success). Other
examples of international monetary cooperation were the quick, coordinated response to the
October 1987 worldwide stock market crash; to the September 11, 2001, terrorist attacks
on the United States; and to some extent to the deep recession in advanced economies and
sharply reduced growth in emerging markets in 2008–2009.

A closely related problem to exchange rate misalignments is the huge dollar overhang,
or large quantity of dollars held by foreigners and ready to move from monetary center to
monetary center in response to variations in international interest differentials and expecta-
tions of exchange rate changes. These “hot money” flows have been greatly facilitated by
the extremely rapid growth of Eurocurrency markets (see Section 14.7). One proposal of
long standing aimed at eliminating this problem involves converting all foreign-held dollars
into SDRs by the introduction of a substitution account by the IMF. No action, however,
has been taken on this proposal, and there are several unresolved problems, such as what
interest rate to pay on these SDRs and the procedure whereby the United States can buy
these dollars back from the IMF. At least for the foreseeable future, the dollar will likely
remain the leading international and intervention currency (see Case Studies 14-1 and 14-2).

21.6D Proposals for Reforming Present Exchange Rate
Arrangements

Several proposals have been advanced to reduce exchange rate volatility and avoid large
exchange rate misalignments. One proposal, first advanced by Williamson (1986), is based
on the establishment of target zones . Under such a system, the leading industrial nations
estimate the equilibrium exchange rate and agree on the range of allowed fluctuation.
Williamson suggested a band of allowed fluctuation of 10 percent above and below the
equilibrium exchange rate. The exchange rate is determined by the forces of demand and
supply within the allowed band of fluctuation and is prevented from moving outside the
target zones by official intervention in foreign exchange markets. The target zones would
be soft, however, and would be changed when the underlying equilibrium exchange rate
moves outside of or near the boundaries of the target zone. Though not made explicit, the
leading industrial nations seemed to have agreed upon some such “soft” target or “reference
zones” for the exchange rate between the dollar and the yen and between the dollar and
the German mark at the Louvre agreement in February 1987 (but with the allowed band of
fluctuation much smaller than the ±10 percent advocated by Williamson). During the early
1990s, however, this tacit agreement was abandoned in the face of strong market pressure
which saw the dollar depreciate very heavily with respect to the yen.

Critics of target zones believe that target zones embody the worst characteristics of fixed
and flexible exchange rate systems. As in the case of flexible rates, target zones allow
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substantial fluctuation and volatility in exchange rates and can be inflationary. As in the
case of fixed exchange rates, target zones can only be defended by official interventions in
foreign exchange markets and thus reduce the monetary autonomy of the nation. In response
to this criticism, Miller and Williamson (1988) extended their blueprint to require substantial
policy coordination on the part of the leading industrial nations so as to reduce the need for
intervention in foreign exchange markets to keep exchange rates within the target zones.

Other proposals for reforming the present international monetary system are based
exclusively on extensive policy coordination among the leading countries. The best and
most articulate of these proposals is the one advanced by McKinnon (1984, 1988). Under
this system, the United States, Japan, and Germany (now the European Monetary Union)
would fix the exchange rate among their currencies at their equilibrium level (determined
by purchasing-power parity) and then closely coordinate their monetary policies to keep
exchange rates fixed. A tendency for the dollar to depreciate vis-à-vis the yen would signal
that the United States should reduce the growth rate of its money supply, while Japan
should increase it. The net overall increase in the money supply of these three countries
(or areas) would then be expanded at a rate consistent with the noninflationary expansion
of the world economy.

Another proposal advocated by the IMF Interim Committee in 1986 was based on the
development of objective indicators of economic performance to signal the type of coor-
dinated macropolicies for nations to follow, under the supervision of the Fund, in order to
keep the world economy growing along a sustainable noninflationary path. These objective
indicators are the growth of GNP, inflation, unemployment, trade balance, growth of the
money supply, fiscal balance, exchange rates, interest rates, and international reserves. A
rise or fall in these objective indicators in a nation would signal the need for respectively
restrictive or expansionary policies for the nation. Stability of the index for the world as a
whole would be the anchor for noninflationary world expansion.

As long as nations have very different inflation–unemployment trade-offs, however,
effective and substantial macroeconomic policy coordination is practically impossible. For
example, during the 1980s and early 1990s, the United States seemed unable or unwilling
to reduce its huge budget deficit substantially and rapidly. Germany has been unwilling
to stimulate its economy even though it faced a high rate of unemployment, and Japan
has been very reluctant to dismantle its protectionistic policies to allow more imports from
the United States so as to help reduce the huge trade imbalance between the two nations.
Empirical research has also shown that nations gain from international policy coordination
about three-quarters of the time but that the welfare gains from coordination, when they
occur, are not very large (see Section 20.7).

Another class of proposals for reforming the present international monetary system is
based on the premise that huge international capital flows in today’s highly integrated
international capital markets are the primary cause of exchange rate instability and global
imbalances afflicting the world economy today. These proposals are, therefore, based on
restricting international speculative capital flows. Tobin (1978) would do this with a trans-
action tax that would become progressively higher the shorter the duration of the transaction
in order “to put some sand in the wheels of international finance.” Dornbusch and Frankel
(1987) would instead reduce financial capital flows internationally with dual exchange
rates—a less flexible one for trade transactions and a more flexible one for purely financial
transactions not related to international trade and investments. By restricting international
“hot money” flows through capital market segmentation or the decoupling of asset markets,
Tobin, Dornbusch, and Frankel believed that the international financial system could be
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made to operate much more smoothly and without any need for close policy coordination
by the leading industrial countries, which they regard as neither feasible nor useful. Critics
of these proposals, however, point out that it is next to impossible to separate “nonproduc-
tive” or speculative capital flows from “productive” ones related to international trade and
investments. Finally, there is the single world currency advocated by Mundell because “a
global economy requires a global currency.”

It remains to be seen, however, if the leading nations are prepared to give up some
of their autonomy in the coming years in order to have greater success in achieving their
economic objectives. In the end, reform of the present international monetary system is
likely to involve improving the functioning of the present system rather than replacing the
present system by establishing a brand new one [see Kenen (1983, 2007); Goldstein (1995);
Eichengreen (1999, 2008); Salvatore (2000, 2002, 2005, 2010, 2011, 2012); Rajan (2008,
2010); Truman (2006, 2009); Dooley, Folkets-Landau, and Garbar (2009); Ghosh, Ostry,
and Tsangarides (2010); Stigliz (2010); Klein and Shambaugh (2010); Reinhart and Rogoff
(2010); and Razin and Rosefielde (2011)].

21.6E Financial Crises in Emerging Market Economies
Another serious problem facing the present international monetary system is its seem-
ing inability to prevent international financial crises in emerging and advanced market
economies. There have been six crises in emerging markets since the mid-1990s: Mex-
ico in 1994–1995, Southeast Asia in 1997–1999, Russia in summer 1998, Brazil in 1999,
and Turkey and Argentina in 2001–2002 (see Case Studies 21-2 and 21-3). The IMF

■ CASE STUDY 21-2 The Anatomy of a Currency Crisis: The Collapse of the Mexican Peso

In December 1994, Mexico found itself in the grip
of an intense financial crisis that triggered the deep-
est recession the country had faced in decades.
The immediate cause for the crisis was the sharp
increase in U.S. interest rates during 1994, which
reversed the large United States to Mexico capital
flow. This was aggravated by the political crisis
triggered by the armed rebellion in the southern
state of Chiapas in January 1994 and the murder
of two high political officials later in 1994.

In order to reverse the resulting mas-
sive capital outflows, Mexico started to issue
short-term, dollar-denominated securities and
sharply increased domestic interest rates. Fearful
that Mexico would not be able to service its loan
obligations, however, foreign investors continued
to pull funds out of Mexico. This forced Mexico to
devalue the peso by 15 percent from 3.500 pesos to
the dollar to 4.025 on December 20, 1994. But this

was too little too late, and in the face of continued
loss of international reserves, Mexico was forced
to let the peso float. The peso then depreciated to
7 pesos to the dollar by March 1995 and reached
nearly 8 pesos to the dollar in December 1995.

In order to help Mexico and to prevent the
spread of the financial crisis to other emerging mar-
kets (particularly Argentina and Brazil), the United
States organized an international support package
of nearly $48 billion through the IMF in January
1995, which succeeded in calming financial mar-
kets and containing the crisis to Mexico. But very
high interest rates and deep budget deficit cuts
plunged Mexico into a deep recession in 1995. It
was only in 1996 that the bottom of the recession
was reached and growth resumed in Mexico.

Source: Federal Reserve Bank of Atlanta, “A Predictable
and Avoidable Mexican Meltdown,” Economics Update,
December 1996, pp. 1–3.
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■ CASE STUDY 21-3 Chronology of Economic Crises in Emerging Markets: From Asia to Argentina

Table 21.5 presents the chronology of the economic
crises in emerging markets from the late 1990s to
the present. The economic crises of the 1990s in
emerging markets started in Thailand in July 1997.
By fall 1997 the crisis had spread to the Philip-
pines, South Korea, Indonesia, and Malaysia; by
summer 1998 to Russia; and in January 1999 to
Brazil. It also affected China, Taiwan, Hong Kong,
and Singapore, as well as Mexico and Argentina
and, to some extent, most other developing coun-
tries. By the end of 1999, the crisis was more or

■ TABLE 21.5. Chronology of Economic Crises in Emerging Markets from the Late 1990s

1997
May 15 Thailand announces capital controls in an effort to ease the pressure on the baht.
July 2 Thailand devalues the baht by 15 to 20 percent.
July 14 The Philippines and Indonesia devalue the peso and the rupiah, respectively.
August 20 Thailand and the IMF agree on a $17 billion financial stabilization package.
October 27 The Dow Jones Industrial Average falls 554 points amid Asian fears.
October 31 Indonesia and the IMF agree on a $23 billion financial support package.
November 7 Financial markets in Argentina, Brazil, Mexico, and Venezuela fall sharply.
November 17 South Korea abandons its defense of the won.
December 3 South Korea and the IMF agree on a $57 billion financial assistance package.
December The South Korean won and the Indonesian rupiah collapse.
December 30 Foreign banks agree to roll over South Korea’s $100 billion short-term debt.

1998
Early March The Indonesian economy verges on hyperinflation; rioting erupts. The

government subsidizes food imports, violating the IMF program.
April 10 Indonesia signs a new letter of intent with the IMF for a new reform program.
Early May The economic situation in Indonesia deteriorates; more frequent and larger riots

erupt.
May 19 Political upheaval in Indonesia causes markets in Russia to fall sharply amid fears of

spreading financial contagion.
May 21 Suharto resigns as president of Indonesia; B. J. Habbie takes over.
May 26 The South Korean stock market hits an 11-year low.
May 27 The Russian Central Bank triples interest rates to 150% to encourage foreign capital

to stay.
July 13 Russia and the IMF agree on an emergency $22.6 billion financial stabilization

package.
August 17 Russia devalues the ruble and defaults on payments on its short-term debt.
Late September The New York Federal Reserve Bank coordinates a bailout of Long-Term Capital

Management, a hedge fund with some $100 billion in liabilities.
November 13 Brazil negotiates a $41.5 billion IMF/World Bank/multicountry rescue package.

(continued)

less over, and growth resumed in most emerging
markets, except Indonesia and Russia. In 2001,
however, a banking and financial crisis erupted
in Turkey, and in 2002, Argentina faced a total
financial, economic, and political collapse. Both of
these crises, however, were more or less resolved
by 2003. In 2008–2009, growth in most emerging
markets slowed significantly as a result of the deep
recession engulfing most advanced economies (see
Case Study 21-5).
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■ CASE STUDY 21-3 (Continued)

■ TABLE 21.5. (continued)

1999
January 8 Brazil devalues the real by 8 percent in the face of large capital outflows.
January 15 Brazil allows the real to float freely on world markets, and the real declines by

35 percent.
January 27 China denies rumors that it will devalue the yuan; China’s growth rate declines.
Late 1999 Financial crises in emerging markets declared over; growth resumes.

2001
February Turkey suffers banking crisis and lets the currency (the lira) float.
December Argentina defaults on its debt (largest in history).

2002
January Argentina experiences end of currency board arrangements and devaluation of

peso and plunges into financial, economic, and political turmoil; IMF refuses to
grant loans without credible plan for economic restructuring.

February 4 Turkey receives IMF loan of $12.8 billion.
August 7 Brazil receives $30 billion grant to help it avoid new financial crisis.

2005
June Argentina restructures its foreign debt with about 75 percent of its bondholders.
July China revalues its currency by 2 percent and breaks its exchange rate peg to the

dollar.
November Brazil pays off its outstanding IMF debt early.

2006
January Argentina pays off its outstanding IMF debt early.

Source: Inter-American Development Bank, 1999; updated by the author.

estimated that the cumulative loss of output as a percentage of GDP over the years of the
most recent crises was 30 for Mexico, 82 for Indonesia, 57 for Thailand, 39 for Malaysia,
and 27 for Korea (there are no estimates for Brazil, Russia, Turkey, or Argentina).

Although the fundamental problem that led to these crises was different, the process was
very similar. Each crisis started as a result of a massive withdrawal of short-term liquid funds
at the first sign of financial weakness in the nation. Foreign investors poured funds into many
emerging markets during the early 1990s after these nations liberalized their capital markets
in order to take advantage of high returns and in order to diversify their portfolios, but
immediately withdrew their funds on a massive scale at the first sign of economic trouble in
the nation—thereby precipitating a crisis. The danger for the international monetary system
is that such crises could spread to the rest of the world, including advanced countries.

The heavy currency devaluation that usually accompanies a financial crisis leads to a fur-
ther serious economic harm to a developing country. This is due to the fact that developing
countries, as opposed to advanced ones, are usually forced to borrow in terms of a major
foreign currency (the dollar, euro, or yen) because lenders worry (based on past experience)
about being repaid with a devalued currency of the nation. Thus, when a developing coun-
try’s currency is devalued, the domestic-currency value of its debt increases by the percent
of the devaluation (i.e., there is transfer of wealth to foreign lenders). The inability of a
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developing country to borrow in its own currency was called the original sin by Eichengreen
and Hausmann (1999)—and the name stuck. In recent years, some habitual past “sinners,”
such as Mexico and Brazil, have been able to borrow in their own currency. Still, many
private borrowers in developing countries continue to borrow in dollars and thus would face
a problem if the nation’s currency is devalued or depreciates.

A number of measures have been proposed, and some steps have already been taken to
avoid or minimize such crises in the future and thus greatly strengthen the architecture of
the present international monetary system and improve its functioning. These include (1)
increasing transparency in international monetary relations, (2) strengthening banking and
financial systems, and (3) promoting greater private-sector involvement.

Increased transparency is essential because markets cannot work efficiently without
adequate, reliable, and timely information. To this end, the IMF established the Special
Data Dissemination Standards (SDDS) in 1996 and the General Data Dissemination System
(GDDS) in 1997 (enhanced in 2001 by the Data Quality Assessment Framework ). These
early-warning financial indicators , such as the budget and current account deficit, long-term
and short-term foreign debts, and international reserves as percentages of GDP, could signal
which emerging country or countries might be heading for trouble. The hope is that foreign
investors would take note of the potential problem and avoid pouring excessive funds into
the nation or nations, thus possibly avoiding a crisis.

The second way of improving the architecture of the present international monetary sys-
tem is by strengthening emerging markets’ banking and financial systems. Weakness in the
banking systems was common to all emerging markets that were involved in financial crises
during the past decade. A weak banking and financial system invites a financial crisis and
guarantees its severity. The banking and financial system can be strengthened by improving
supervision and prudential standards, and making sure that banks meet capital requirements,
make adequate provisions for bad loans, and publish relevant and timely information on their
loan activity. It is also important to deal with insolvent institutions promptly and effectively.
Implementing these policies is difficult, especially when a nation’s banking and financial
system is already in trouble, but a sound financial system is essential for the health and
growth of the entire economy. The IMF has been formulating standards or codes of good
practice in accounting, auditing, corporate governance, payments and settlements systems,
insurance, and banking, and some of these are already being implemented as part of the
IMF surveillance function.

The third way of strengthening the present international monetary system is to get much
greater private-sector involvement in resolving a financial crisis in emerging markets by
rolling over and renegotiating loans or providing new money rather than rushing for the
exit, as a precondition for IMF official assistance. The logic is that lenders should be
compelled to take some responsibility for the crisis by having lent too much short-term
funds to an emerging market for nonproductive purposes. That is, lenders should be “bailed
in” rather than be allowed to bail out and rush for the exit door. To this end, the IMF has
proposed the creation of a Sovereign Debt Restructuring Mechanism (SDRM) for quickly
returning an emerging market economy facing a financial problem to sustainability.

Financial crises are not confined to emerging markets, however. In 2008–2009, the United
States and most other advanced nations faced a serious financial and economic crisis (see
Case Study 21-4). It was at this time that the Group of Twenty (G-20) economies “seized
power” and essentially replaced the G-7 (or G-8, which includes Russia) as the steering
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■ CASE STUDY 21-4 The Financial Crisis in the United States and Other Advanced Economies

The U.S. subprime mortgage crisis started in the
United States in 2007 and from there it spread to
the rest of the financial sector and the real econ-
omy of the United States and the world in 2008.
This was the first global financial crisis of the
twenty-first century and the most serious financial
crisis in a generation. The losses from the crisis
have been estimated in the trillions of dollars in
the United States alone.

Subprime mortgages are housing loans
issued to borrowers facing a high risk of being
unable to meet their mortgage payments. Many of
these subprime mortgages were made at variable
rates in 2003 and 2004 when the U.S. lending rate
was the lowest in 50 years and led to a serious
housing bubble (home prices rising very rapidly
and excessively). When the Fed started to increase
interest rates in June 2004 to fight inflationary
pressures, many subprime borrowers defaulted on
their mortgages, housing prices fell, and finan-
cial institutions faced huge losses, write-downs,
and failures. Troubles in the U.S. housing mar-
ket then brought to light other questionable and
downright fraudulent financial activities and led to
a system-wide financial crisis. The financial cri-
sis was thus caused by deregulation or inadequate
regulations of the financial activities of investment
banks, by the inadequate application of regulations
that were already on the books (i.e., rating agen-
cies and the SEC not doing their job), by unfortu-
nate economic policies (granting home mortgages
to people who could not afford them), by out-
right fraud (such as Madoff’s incredible $65 billion

Ponzi scheme), and by economic greed (CEOs and
financial firms caught in a gigantic profit-seeking
scheme regardless of risk).

The result was that banks stopped mak-
ing loans, consumers reduced spending, and what
started as a purely financial crisis spilled to the
real sector of the economy, plunging the United
States into deep recession (which officially started
in December 2007) despite trillions of dollars spent
by the U.S. government to refinance and rescue
banks and on the stimulus packages. More or
less the same thing occurred in other advanced
countries, which also fell into deep recession in
2008. In our highly globalized and interdependent
world, recession in advanced countries then sharply
reduced growth in emerging markets.

Some people blame the operation of the
international monetary system for the present finan-
cial crisis. But the present crisis has a domestic
origin and a better working international mone-
tary system would not have led to contagion in
other advanced countries if they had not faced
the same financial excesses that occurred in the
United States. In the medium term, the United
States needs to save more and learn to live within
its means. Some adjustment seems to have started
with the U.S. savings rate rising since 2008. By
2010, growth had resumed in most countries, but
growth remained slow.

Source: D. Salvatore, “The Global Financial Crisis: Pre-
dictions, Causes, Effects, Policies, Reforms and Prospects,”
Journal of Economic Asymmetries , December 2010,
pp. 1–20.

committee of the world economy. In 2009, the G-20 included the finance ministers and
central bank governors of the following 19 countries: Argentina, Australia, Brazil, Canada,
China, France, Germany, India, Indonesia, Italy, Japan, Mexico, Russia, Saudi Arabia, South
Africa, South Korea, Turkey, the United Kingdom, and the United States. The twentieth
member was the European Union, which is represented by the rotating Council presidency
and the European Central Bank. In addition to these 20 members, the following forums
and institutions, as represented by their respective chief executive officers, participate in
meetings of the G-20: International Monetary Fund (IMF), World Bank (WB), International
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Monetary and Financial Committee (MFC), and Development Committee (DC) of the IMF
and World Bank. The G-20 met in London in April 2009 to propose policies to overcome
the deep financial and economic crisis and push for reforms to prevent future crises based
on (1) strengthening financial supervision and regulation, (2) fostering international policy
coordination, (3) reforming the IMF, and (4) maintaining open markets. Other meetings
followed aimed primarily at reforming the international financial system and providing a
new direction for the world economy, but to date (2012), not many concrete steps have
been taken to attain these goals.

21.6F Other Current International Economic Problems
The problems arising from the present exchange rate arrangements and from the global finan-
cial and economic crises that we’ve discussed are closely related to other serious economic
problems facing the world today: (1) slow growth and high unemployment in advanced
economies after the “great recession”; (2) trade protectionism in advanced countries in the
context of a rapidly globalizing world; (3) large structural imbalances in the United States,
slow growth in Europe and Japan, and insufficient restructuring in transition economies
of Central and Eastern Europe; (4) deep poverty in many developing economies; and (5)
resource scarcity, environmental degradation, and climate change that endanger growth and
sustainable world development. This section suggests possible solutions to these interrelated
problems at which we can arrive after the study of international economics.

1. Slow Growth and High Unemployment in Advanced Economies after the Great
Recession
In 2010 and 2011, advanced economies experienced slow growth and high unemploy-
ment as they came out of the most serious financial and economic crisis since the Great
Depression of 1929. The United States and other advanced nations responded by rescu-
ing banks and other financial institutions from bankruptcy, slashing interest rates, and
introducing huge economic stimulus packages. These efforts, however, only succeeded
in preventing the economic recession from being deeper than otherwise. Even though
the recession was officially over in 2010, slow growth and high unemployment remain
the most serious economic problems facing most advanced nations today. These prob-
lems are even greater for Greece, Ireland, Portugal, Spain, and Italy (all members of the
17-nation European Monetary Union), which remain in deep crisis from overborrowing,
unsustainable budget deficits, and loss of international competitiveness.

Advanced economies could try to stimulate growth and reduce unemployment with
additional expansionary fiscal and monetary policies, but with already large and unsus-
tainable budget deficits and huge amounts of excess liquidity already in the system,
these policies may be ineffective and could even backfire. Larger budget deficits could
discourage private consumption because consumers anticipate paying higher taxes in
the future to pay for the higher budget deficits. Similarly, by adding more liquidity
when so much is already in the system may not stimulate investments and growth and
only pose greater inflationary pressures in the future. To increase growth it may be
more promising to further restructure the economy and improve education and infras-
tructures. But these policies take years to bear fruit, are difficult to implement in times
of slow growth, and require additional expenditures at a time when most nations face
already high and unsustainable budget deficits.
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2. Trade Protectionism in Advanced Countries in the Context of a Rapidly Glob-
alizing World
We have seen in Section 9.3 that since the mid-1970s, there has been a rapid pro-
liferation of nontariff trade barriers (NTBs) to the point where they now represent
the most serious threat to the postwar trading system and the world’s welfare. By
interfering with the flow of international trade, rising protectionism leads to a misal-
location of resources internationally, a slowdown in structural adjustments in mature
economies and growth in developing economies, and it raises the specter of trade wars.
The problem has been rendered more complex by the breakup of the world into three
major trading blocs: the North American Free Trade Agreement (NAFTA, including
the United States, Canada, and Mexico); the European bloc or European Union (EU);
and a much less defined and looser Asian bloc (see Section 10.6).

The successful completion of the Uruguay Round in December 1993 went a long
way toward reducing or at least putting an end to increased protectionism in the world
today. As pointed out in Section 9.7b, however, many serious trade problems remain.
Some sectors (such as insurance) were not included in the agreement, agricultural
subsidies remain high, patent protection for pharmaceuticals is disappointing, and trade
in computer chips is still subject to tariffs. Although tightened, antidumping action and
safeguards are still possible, and so the potential for serious trade disputes remains.
These problems were to be addressed in a new round of multilateral trade negotiations
(the Doha Round) launched in November 2011 in Doha, Qatar (which, however, all
but failed). Regional trade agreements are no substitute for true multilateralism.

Technological change, globalization, and increased competition from the manu-
factured exports of emerging economies, especially China, are held responsible for
widespread firm downsizing, job insecurity, and stagnant wages in the United States
and other advanced countries. The solution to these problems is not to restrict trade and
reduce international competition but to increase job training and create a labor force
more skilled and prepared for the new information-age jobs that open up in telecom-
munications, computers, biomedical, and other high-tech fields. But this requires that
workers in the United States and other advanced economies continuously upgrade their
skills to meet the needs of the new high-tech jobs that open up, that they are willing to
move to where the jobs are created, and accept more skilled immigrants will the United
States and other advanced economies remain internationally competitive. This is the
price that workers in rich countries have to pay for the higher productivity, wages, and
standards of living that the “new economy” brings.

3. Structural Imbalances in Advanced Economies and Insufficient Restructuring in Tran-
sition Economies
Today, many advanced economies face deep structural problems that hamper their
growth. The United States faces deep structural imbalances in the form of excessive
spending and inadequate national saving. This means that the United States is living
beyond its means by borrowing excessively abroad. The result is huge and unsustain-
able trade deficits, a depreciated dollar, and unstable financial conditions (see Case
Study 21-5). Being such a huge economy, U.S. economic problems quickly become
global economic problems in our interdependent world. The United States needs to
cut its spending deeply and sharply increase its savings rate in order to overcome its
serious structural imbalance. While this cannot be easily or quickly accomplished, the
United States does not seem to be trying sufficiently hard to resolve its problems.

(c) ketabton.com: The Digital Library



Salvatore c21.tex V2 - 11/07/2012 10:29 A.M. Page 716

716 The International Monetary System: Past, Present, and Future

■ CASE STUDY 21-5 Trade Imbalances of the Leading Industrial Nations

One of the most serious global imbalances fac-
ing the world economy today is the large and
chronic trade deficits of the United States and the
United Kingdom and surplus of Germany (among
advanced nations). Table 21.6 shows that the U.S.
trade deficit increased from $25.5 billion in 1980
to $110.3 billion in 1990, $443.9 billion in 2000,
to a high of $832.9 billion in 2006 (not shown
in the table), and it was $735.2 billion in 2011.
Germany’s trade surplus rose from $2.1 billion in
1960 to the all-time high of $273.5 billion in 2007
(not shown in the table), and it was $214.6 bil-
lion in 2011. In 2011, Japan, the United Kingdom,
France, and Italy had trade deficits, respectively,
of $20.6 billion, $159.8 billion, $102.3 billion, and

■ TABLE 21.6. Trade Imbalances of the Leading Industrial Countries, 1960–2011, Selected Years
(in billions of U.S. dollars)

Country 1960 1970 1980 1990 1995 2000 2005 2008 2011

United States 4.9 2.6 −25.5 −110.3 −172.3 −443.9 −777.8 −827.1 −735.2
Japan 0.3 4.0 2.1 69.3 131.8 116.7 94.0 38.1 −20.6
Germany 2.1 5.7 7.9 68.5 65.1 56.4 194.9 267.2 214.6
United Kingdom −1.1 0.0 3.4 −32.5 −19.0 −49.9 −124.7 −173.5 −159.8
France 0.6 0.3 −14.1 −13.3 11.0 −3.2 −27.8 −87.3 −102.3
Italy −0.6 −0.2 −15.9 −1.5 39.7 9.5 0.6 −2.8 −24.7
Canada −0.2 3.0 7.9 9.5 25.9 45.0 51.7 43.8 2.2

Sources: International Monetary Fund, International Financial Statistics Yearbook, various years; and D. Salvatore,
‘‘Global Imbalances,’’ Princeton Encyclopedia of the World Economy (Princeton University Press, 2008).

$24.7 billion, while Canada had nearly balanced
balance.

The U.S. dollar appreciated by nearly 40 per-
cent on a trade-weighted basis from 1981 to 1985,
but then depreciated even more from 1985 to 1988,
but the U.S. trade deficit started to decline only in
1988. Despite record trade deficits, the U.S. dollar
appreciated sharply from 1995 until 2000 because
rapid growth attracted huge amounts of foreign
capital to the United States. The U.S. trade deficit
continued to increase until 2006 even though the
dollar started to depreciate in mid-2005. The cur-
rent U.S. trade deficit is unsustainable in the long
run as is the large trade surplus of Germany (among
advanced nations).

Europe faces a somewhat different structural problem that dampened its growth and
led to high unemployment even before the recent global financial crisis. Most Euro-
pean countries have overgenerous social security benefits and inflexible labor markets,
which discourage work and job creation in the face of globalization and international
competition. With high unemployment, Europe imports less than it would otherwise
and tends to restrict trade in the vain effort to protect jobs. Again, we see how in our
interdependent world, a national or regional problem quickly becomes a general global
problem. The emerging consensus is that solving Europe’s unemployment problem
requires scaling down social security benefits and eliminating the regulations that hin-
der labor market flexibility (if it is very difficult to fire workers, employers will think
twice before hiring them). But this is more easily said than done, especially since
Europeans are justifiably proud of their high wages and comprehensive social-labor.
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Japan suffered three recessions and anemic growth from the early 1990s, when the
real estate bubble burst and left many banks with huge amounts of noncollectible loans.
Banks then stopped making loans, even to deserving businesses, and the nation plunged
into economic stagnation. Japan tried almost everything to overcome its problem. It
lowered interest rates to practically zero to stimulate private investments, it undertook
huge public works to build roads and other infrastructure (often not needed) in order
to jump-start and stimulate the economy, and it kept the exchange rate undervalued
to stimulate exports. Nevertheless, it wasn’t until 2004 that Japan seemed to finally
emerge from economic crisis—only to fall back into deep recession during the recent
global financial crisis. Japan must cut its excessive budget deficit and national debt,
and correct the serious inefficiencies in its distribution system. But, as was pointed
put earlier, it is difficult to restructure the economy, eliminate inefficiencies, and cut
budgets in the face of slow growth.

Although considerable progress has been made in restructuring and establishing
market economies in transition economies (the former centrally planned economies of
Central and Eastern Europe and the Soviet Unon), the process is far from complete.
As pointed out in Section 10.6E, these countries need massive amounts of foreign
capital and technology, as well as more liberal access to Western markets, in order
to establish full-fledged market economies. Slow growth and high unemployment in
Western Europe, however, retarded progress. Ten transition economies (eight in Central
and Eastern Europe plus Cyprus and Malta) were admitted into the European Union in
2004, Bulgaria and Romania entered in 2008, and five have formally adopted the euro.
These countries are facilitating their process of economic restructuring and integration
into the world economy, and closing their large gaps in standard of living with other
advanced economies.

4. Deep Poverty in Many Developing Countries
Even though many developing countries are now growing very rapidly, many of the
poorest developing nations, particularly those in sub-Saharan Africa, face deep poverty,
unmanageable international debts, economic stagnation, and widening international
inequalities in living standards. These conditions pose serious problems for the
world economy. An international economic system that has spread the benefits from
international trade and specialization so unevenly can hardly be said to be functioning
properly—not to mention equitably. And a world where millions of people starve not
only is unacceptable from an ethical point of view but also can hardly be expected to be
a peaceful and tranquil world. Chapters 8 and 11 estimated the reasons that international
inequalities in standards of living between the rich and the poorest developing countries
of the world are so large and widening and suggested what can be done to overcome
them.

Over the years, the United Nations Conference on Trade and Development
(UNCTAD) and other international forums have advanced many proposals to improve
conditions in developing nations and stimulate their development. These proposals
lost some of their immediacy during the 1980s and 1990s because developed countries
(especially Western Europe, Japan, and the United States) were absorbed with their
own domestic problems of monetary and exchange rate instability, slow growth,
structural imbalances, and high unemployment. As part of the demands for a New
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International Economic Order (NIEO—see Section 11.6C), developing countries have
been demanding both greater access for their exports to developed country markets
and much greater flow of aid.

The successful completion of the Uruguay Round in December 1993 only partially
addressed the trade problems facing developing countries. The foreign aid granted by
developed countries has stagnated despite the fact that the problems faced by the poorest
developing countries remain oppressively high (see Case Study 11-5). The Millennium
Declaration in September 2000 set precise objectives incorporating specific targets for
reducing income poverty, tackling other sources of human deprivation, and promoting
sustainable development by 2015 (see Case Study 11-6). Most important, the Doha
Round was to address the trade problem, but, as pointed out earlier, it has all but
failed. The hope now is that the Group of Twenty (G-20) will be more successful in
addressing the serious trade problems of the poorest developing countries.

5. Resource Scarcity, Environmental Degradation, Climate Change, and Sustainable
Development
Growth in rich countries and development in poor countries are today threatened by
resource scarcity, environmental degradation, and climate change. In the face of rapidly
growing demand, particularly by China and India, and supply rigidities in producing
nations, the price of petroleum, other raw materials, and food has risen sharply during
the past few years. In many emerging market economies, protection of the environment
takes a back seat to the growth imperative. Environmental pollution is dramatic in some
parts of China, and in South America the Amazon forest is rapidly being destroyed. We
are witnessing very dangerous climate changes that may have increasingly dramatic
effects on life on Earth in all countries, but especially in the poorest developing ones.
These problems, however, can be only adequately analyzed and addressed by a joint
effort of all the sciences together, a major worldwide cooperative effort, and a change
in world governance.

It is clear from this discussion that the international economic problems facing the world
today are closely interrelated. For example, excessive U.S. trade and budget deficits
lead to protectionism and dollar depreciation, which affect all countries, developed and
developing. They also show the strong links between international trade discussed in
the first half of the text (Chapters 2–12) and international finance discussed in the
second half (Chapters 13–21).

Despite their seriousness, the world has faced similar, and sometimes even worse,
problems in the past. The hope is that the world can tackle the current economic,
financial, social, political, and environmental challenges in the spirit of cooperation
and mutual understanding.

S U M M A R Y

1. In this chapter, we examined the operation of the
international monetary system from the gold stan-
dard period to the present. An international mone-
tary system refers to the rules, customs, instruments,
facilities, and organizations for effecting international

payments. International monetary systems can be
classified according to the way in which exchange
rates are determined or according to the form that
international reserve assets take. A good international
monetary system is one that maximizes the flow of
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international trade and investments and leads to an
equitable distribution of the gains from trade among
nations. An international monetary system can be
evaluated in terms of adjustment, liquidity, and con-
fidence.

2. The gold standard operated from about 1880 to the
outbreak of World War I in 1914. Most of the actual
adjustment under the gold standard seems to have
taken place through stabilizing short-term capital flows
and induced income changes, rather than through
induced changes in internal prices, as postulated by
the price-specie-flow mechanism. Adjustment was also
greatly facilitated by buoyant and stable economic con-
ditions. The period from 1919 to 1924 was character-
ized by wildly fluctuating exchange rates. Starting in
1925, Britain and other nations attempted to reestablish
the gold standard. This attempt failed with the deepen-
ing of the Great Depression in 1931. There followed a
period of competitive devaluations as each nation tried
to “export” its unemployment. This, together with the
serious trade restrictions imposed by most nations, cut
international trade almost in half.

3. The Bretton Woods system agreed upon in 1944
called for the establishment of the International Mon-
etary Fund (IMF) for the purposes of (1) oversee-
ing that nations followed a set of agreed rules of
conduct in international trade and finance and (2)
providing borrowing facilities for nations in tem-
porary balance-of-payments difficulties. This was a
gold-exchange standard with gold and convertible cur-
rencies (only U.S. dollars at the beginning) as interna-
tional reserves. Exchange rates were allowed to fluctu-
ate by only 1 percent above and below established par
values. Par values were to be changed only in cases of
fundamental disequilibrium and after approval by the
Fund. Each nation was assigned a quota in the Fund,
depending on its importance in international trade. A
nation had to pay 25 percent of its quota in gold and the
remaining 75 percent in its own currency. A nation in
balance-of-payments difficulties could borrow 25 per-
cent of its quota from the Fund each year by depositing
more of its currency in exchange for convertible cur-
rencies, until the Fund held no more than 200 percent
of the nation’s quota in the nation’s currency.

4. Under the Bretton Woods system, industrial nations
in fundamental disequilibrium were very reluctant to
change par values. The convertibility of the dollar

into gold resumed soon after the war, and that of
other industrial nations’ currencies resumed by the
early 1960s. Tariffs on manufactured goods were low-
ered to an average of less than 10 percent by 1971.
Through increased membership and quota increases,
the resources of the Fund rose to $28.5 billion by
1971. The Fund also negotiated the General Arrange-
ments to Borrow to further augment its resources.
Nations negotiated standby arrangements with the
Fund and swap arrangements with other central banks.
The IMF also began to allow member nations to bor-
row up to 50 percent of their quota in any one year. In
1967 the IMF decided to create $9.5 billion of Special
Drawing Rights (distributed in 1970–1972) to supple-
ment international reserves. In 1961 the gold pool was
set up, but it collapsed in 1968 and the two-tier system
was established. During the Bretton Woods period, the
European Union and the Eurocurrency markets came
into existence, world output grew rapidly, and inter-
national trade grew even faster.

5. Use of the dollar as the principal international cur-
rency conferred the benefit of seigniorage on the
United States, but the United States could not devalue
to correct balance-of-payments deficits and its mon-
etary policy was seriously constrained. The immedi-
ate cause of the collapse of the Bretton Woods sys-
tem was the huge balance-of-payments deficit of the
United States in 1970 and the expectation of an even
larger deficit in 1971. This led to massive destabiliz-
ing speculation against the dollar, suspension of the
convertibility of the dollar into gold on August 15,
1971, and a realignment of currencies in December
1971. The fundamental cause of the collapse of the
Bretton Woods system is to be found in the lack of
an adequate adjustment mechanism. The persistence
of U.S. balance-of-payments deficits provided for the
system’s liquidity but also led to loss of confidence in
the dollar. The dollar was devalued again in February
1973. In March 1973, in the face of continued spec-
ulation against the dollar, the major currencies were
allowed to fluctuate either independently or jointly.

6. Since March 1973, the world has operated under a
managed float (formally recognized in the Jamaica
Accords, which took effect in April 1978). In March
1979, the European Monetary System was formed, in
October 1988, the European Central Bank was cre-
ated, the euro was introduced on January 1, 1999, and
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began circulating on January 1, 2002, as the single
currency of the European Monetary Union. Borrowing
at the IMF has been relaxed, and significant new credit
facilities have been created. The most significant mon-
etary problems facing the world today are the exces-
sive fluctuations and large misalignments in exchange
rates. Target zones and greater international macro-
economic policy coordination have been advocated to
overcome them. During the past decade, there were
a series of financial and economic crises in Mexico,
Southeast Asia, Russia, Brazil, Turkey, and Argentina,
and in 2008–2009 in the United States and most
other advanced economies. Proposed solutions by the
G-20 include strengthening financial supervision and

regulation, fostering international policy coordination,
reforming the IMF, and maintaining open markets.
Other serious international economic problems are
(1) slow growth and high unemployment in advanced
economies after the “great recession,” (2) trade pro-
tectionism in advanced countries in the context of a
rapidly globalizing world, (3) large structural imbal-
ances in the United States, slow growth in Europe
and Japan, and insufficient restructuring in transi-
tion economies of Central and Eastern Europe, (4)
deep poverty in many developing economies, and (5)
resource scarcity, environmental degradation, and cli-
mate change that endanger growth and sustainable
world development.

K E Y T E R M S
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International
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International
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Intervention
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Liquidity, p. 688
Net IMF position,

p. 694
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Original sin, p. 712
Roosa bonds, p. 699
Seigniorage,

p. 699

Smithsonian
Agreement,
p. 700

Special Drawing
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p. 696

Standby
arrangements,
p. 695
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crisis, p. 713

Substitution account,
p. 707

Super gold tranche,
p. 694

Swap arrangements,
p. 696

Q U E S T I O N S F O R R E V I E W

1. What is meant by an international monetary sys-
tem? How can international monetary systems be
classified?

2. What are the characteristics of a good international
monetary system? How can an international mone-
tary system be evaluated?

3. How was adjustment to balance-of-payments dis-
equilibria under the gold standard explained by
Hume? How did adjustment actually take place
under the gold standard?

4. What type of international monetary system oper-
ated from 1920 to 1924? What happened between
1925 and 1931? What happened after 1931?

5. What are the two basic functions of the Interna-
tional Monetary Fund?

6. What is meant by the Bretton Woods system being
a gold-exchange standard? How were exchange
rates determined under the Bretton Woods system?
Under what conditions were nations allowed to
change their exchange rates?
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7. What was the procedure for nations to borrow from
the IMF?

8. In what way did the Bretton Woods system operate
as intended? In what way did it not? How did the
Bretton Woods system evolve over the years?

9. What is meant by the General Arrangements to Bor-
row? standby arrangements? swap arrangements?
Special Drawing Rights? gold pool? two-tier gold
market?

10. What was meant by the dollar shortage? dollar glut?
What were Roosa bonds? What was the purpose of
the Interest Equalization Tax and the Foreign Direct
Investment Program?

11. What is meant by seigniorage?

12. What was the Smithsonian Agreement? What is
meant by the European snake? the dollar standard?
adjustment, liquidity, confidence?

13. What was agreed on at the Jamaica Accords?

14. How is the value of the SDR determined today?
What additional credit facilities have been set up
by the IMF?

15. What are the major problems facing the world
today? What is being proposed to solve them?

P R O B L E M S

*1. Explain:

(a) How economic conditions today differ from
those prevailing under the gold standard period.

(b) Why the different economic conditions today
would make the reestablishment of a smoothly
working gold standard impossible.

2. With respect to a nation with a $100 million quota
in the IMF, indicate how the nation was to pay in
its quota to the IMF and the amount that the nation
could borrow in any one year under the original
rules. How are the rules different today?

3. Explain the procedure whereby the nation of Prob-
lem 2 borrowed the maximum amount allowed
from the IMF for the first year under the original
rules.

4. Explain the procedure whereby the nation of Prob-
lem 2 borrowed the maximum amount allowed
from the IMF in each year after it had already bor-
rowed the maximum amount allowed in the first
year under the original rules.

5. With regard to the nation of Problem 2, explain
how and when the nation was to repay its loan to
the IMF under the original rules.

*= Answer provided at www.wiley.com/college/
salvatore.

6. Explain what happens if the nation of Problem 2
(call it Nation A) stops borrowing after the first
year, but before it repays its loan, another nation
borrows $10 of Nation A’s currency from the IMF.

*7. sfasfd(a) Explain how a nation could attempt to dis-
courage large destabilizing international capital
inflows under the Bretton Woods system by inter-
vening in the forward market.

(b) Can the same be done under the present inter-
national monetary system?

*8. sfasfd(a) Explain how a nation could attempt to dis-
courage large destabilizing international capital
inflows under the Bretton Woods system by inter-
vening in the spot market.

(b) Can the same be done under the present inter-
national monetary system?

9. Explain the role of the dollar under the Bretton
Woods system.

10. Explain with respect to the Bretton Woods system:

(a) The immediate cause of its collapse.

(b) The fundamental cause of its collapse.

11. Explain briefly the operation of the present interna-
tional monetary system.

12. sfasfd(a) Explain the fundamental reason for the Mex-
ican currency crisis of December 1994.
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(b) How does the International Monetary Fund
propose to avoid the recurrence of similar crises
in the future?

13. With regard to the Mexican crisis of December
1994, indicate the lesson that it provides (a) for
developing countries relying heavily on short-term
capital inflows and (b) on how to deal with a cur-
rency crisis once it starts.

14. sfasfd(a) Explain the fundamental causes of the eco-
nomic crises in emerging markets in the second
half of the 1990s.

(b) What is being proposed to avoid similar crises
in the future?

15. Identify the most significant international economic
problems facing the world today.

APPENDIX

A21.1 International Reserves: 1950–2011
In this appendix, we present historical data on the amount of international reserves in terms
of SDRs, as reported by the IMF. The IMF includes gold reserves only at the official price
of SDR 35 an ounce. Table 21.7 includes gold reserves at SDR market prices. The table also
reports the dollar value of one SDR at year end. A few of the totals in the table are subject
to very small rounding errors. The SDR market price of gold was practically identical to the
official price of SDR 35 per ounce until the two-tier gold market was established in 1968.
Note the sharp increase in foreign exchange reserves (mostly dollars) and gold reserves
at market prices since the breakdown of the Bretton Woods system in 1971. The decline
in SDR reserves in 1992 was due to many IMF members using SDRs to pay for quota
increases at the IMF.

Problem (a) Calculate the ratio of the total dollar value of international reserves (with
gold measured at market values) to the total dollar value of world imports in 1950, 1955,
1965, 1970, 1980, 1985, 1990, 1995, 2000, 2005, and from 2008–2011. (b) What can you
say about the change in international liquidity over the years? (c) Why may international
liquidity be excessive under the present international monetary system?

■ TABLE 21.7. International Reserves, 1950–2011 (billions of SDRs, at year end)

1950 1955 1960 1965 1966 1967 1968 1969

1. Foreign exchange 13.3 16.7 18.5 24.0 25.7 29.4 32.6 32.9
2. SDRs — — — — — — — —
3. Reserve position in the Fund 1.7 1.9 3.6 5.4 6.3 5.7 6.5 6.7
4. Total reserves minus gold 15.0 18.6 22.1 29.4 32.0 35.2 39.1 39.8
5. Gold at SDR 35/ounce 32.2 35.0 37.9 41.8 40.8 39.6 38.7 38.9
6. Total with gold at SDR 35/ounce 48.2 53.6 60.0 71.2 72.8 74.6 77.8 78.7
7. Gold at SDR market price 33.0 35.0 38.6 41.9 41.1 39.4 46.4 45.7
8. Total with gold at market price in SDRs 48.0 53.6 60.7 71.3 73.1 74.8 85.5 79.0
9. U.S. dollars per SDR 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

(continued)
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■ TABLE 21.7. (continued)

1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981

1. 45.1 74.6 95.7 101.8 126.2 137.3 160.2 202.3 222.5 248.6 292.6 291.9
2. 3.1 5.9 8.7 8.8 8.9 8.8 8.7 8.1 8.1 12.5 11.8 16.4
3. 7.7 6.4 6.3 6.2 8.8 12.6 17.7 18.1 14.8 11.8 16.8 21.3
4. 56.2 87.1 110.9 116.8 144.0 158.7 186.6 228.5 245.5 272.9 321.3 329.7
5. 37.0 36.0 35.8 35.9 35.8 35.7 35.5 36.0 36.3 33.1 33.5 33.5
6. 93.2 123.1 146.7 152.7 179.8 194.4 222.2 264.5 281.8 306.0 354.7 363.1
7. 39.6 38.7 52.9 82.6 133.0 140.3 109.1 125.3 154.0 220.5 455.4 406.8
8. 95.8 125.8 163.8 199.4 277.0 299.0 295.7 353.8 399.5 493.8 776.6 736.4
9. 1.0000 1.0857 1.0857 1.2064 1.2244 1.1707 1.1618 1.2417 1.3028 1.3173 1.2754 1.1640

1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993

1. 284.7 308.8 349.1 347.9 363.8 455.9 494.4 545.1 611.3 646.2 673.3 750.3
2. 17.7 14.4 16.5 18.2 19.5 20.2 20.2 20.5 20.4 20.6 12.9 14.6
3. 25.5 39.1 41.6 38.7 35.3 31.5 28.3 25.5 23.7 25.9 33.9 32.8
4. 327.9 362.3 407.1 404.9 418.7 507.6 542.8 591.1 655.4 692.6 720.1 797.7
5. 33.4 33.3 33.3 33.4 33.3 33.1 33.1 32.9 32.9 32.9 32.5 32.2
6. 361.2 395.6 440.3 438.2 452.0 540.8 576.0 624.0 688.3 725.5 752.6 829.9
7. 324.1 383.4 348.9 274.8 286.0 297.7 307.5 273.0 253.1 237.5 231.6 241.4
8. 652.0 745.7 756.1 679.6 704.6 805.3 850.3 864.0 908.3 929.8 951.7 1,039.0
9. 1.1031 1.0470 0.9802 1.0984 1.2232 1.4187 1.3457 1.3142 1.4227 1.4304 1.3750 1.3736

1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

1. 812.8 934.9 1,089.2 1,197.9 1,167.6 1,298.3 1,485.8 1,630.6 1,770.9 2,035.5 2,413.4 3,022.5
2. 15.8 19.8 18.5 20.5 20.4 21.5 21.5 21.5 21.5 21.5 21.5 21.5
3. 31.7 36.7 38.0 47.1 60.6 54.8 47.4 56.9 66.1 66.5 55.8 28.6
4. 860.3 991.3 1,145.8 1,265.5 1,248.6 1,371.6 1,551.7 1,707.1 1,856.8 2,122.1 2,489.6 3,071.3
5. 32.0 31.8 31.8 31.2 33.9 37.7∗ 37.3 37.0 36.6 36.0 35.4 34.7
6. 890.4 1,020.1 1,177.6 1,296.7 1,282.5 1,409.3 1,589.0 1,744.1 1,893.4 2,158.1 2,525.0 3,106.0
7. 240.4 236.1 245.2 218.9 202.3 219.1 228.4 228.0 238.3 251.3 266.3 308.6
8. 1,100.7 1,227.4 1,391.0 1,484.4 1,450.9 1,590.7 1,817.4 1,972.1 2,131.7 2,409.4 2,791.3 3,414.6
9. 1.4599 1.4865 1.4380 1.3493 1.4080 1.3725 1.3029 1.2567 1.3595 1.4860 1.5530 1.4293

2006 2007 2008 2009 2010 2011

1. 3,491.8 4,242.6 4,769.2 5,207.8 6,014.9 6,644.1
2. 21.5 21.5 21.4 204.0 204.1 204.1
3. 17.5 13.7 25.1 38.7 48.8 98.3
4. 3,527.9 4,275.1 4,813.4 5,447.2 6,263.4 6,935.6
5. 34.3 33.7 33.7 34.3 34.7 35.1
6. 3,562.2 4,308.8 4,847.1 5,481.5 6,298.1 6,970.7
7. 393.5 424.8 545.6 608.8 788.3 1,024.8
8. 3,955.7 4,733.6 5,392.7 6,090.3 7,086.4 7,995.5
9. 1.5044 1.5803 1.5403 1.5677 1.5400 1.5353

∗The IMF recalculated amount of its gold holdings.
Source: International Monetary Fund, International Financial Statistics (Washington, D.C.: IMF, 1985, 1998, 2002, and 2012).
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I N T E R N e t

Data and analyses of the operation of the present interna-
tional monetary and trading systems are regularly con-
ducted by the International Monetary Fund (IMF), the
Organization for Economic Cooperation and Development
(OECD), the Bank for International Settlements (BIS), the
World Trade Organization (WTO), and the World Bank
(WB). Many of these are posted on their web sites at:

http://www.imf.org

http://www.oecd.org

http://www.bis.org

http://www.wto.org

http://www.worldbank.org

For historical exchange rate, interest rate, and price of
gold data during the gold standard, see:

http://www.nber.org/databases/macrohistory/contents/
index.html

For the operation of the international monetary system
and International Monetary Fund, as well as proposals for
reforms of the international monetary system, see:

http://www.imf.org/external/pubs/ft/weo/2011/01/
index.htm

To compare price discipline under fixed and flexible
exchange rate systems, examine historical CPI data for
various countries at:

http://www.economagic.com/blsint.htm

For the Special Drawing Rights (SDR) “valuation basket:
percentage weights,” see:

http://www.imf.org/external/np/exr/facts/sdr.htm

GDP and trade data are found at:

http://www.worldbank.org

http://www.wto.org

Financial data on emerging markets and their crises are
found at:

http://www.worldbank.org

http://www.emgmkts.com

http://www.roubini.com
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A

Absolute advantage The greater efficiency that
one nation may have over another in the pro-
duction of a commodity. This was the basis for
trade for Adam Smith.

Absolute purchasing-power parity theory
Postulates that the equilibrium exchange rate is
equal to the ratio of the price levels in the two
nations. This version of the PPP theory can be
very misleading.

Absorption approach Examines and integrates
the effect of induced income changes in the pro-
cess of correcting a balance-of-payments dise-
quilibrium by a change in the exchange rate.

Accommodating transactions Transactions in
official reserve assets required to balance inter-
national transactions; also called below-the-line
items.

Ad valorem tariff A tariff expressed as a fixed
percentage of the value of a traded commodity.

Adjustable peg system The system under which
exchange rates or par values are periodically
changed to correct balance-of-payments dise-
quilibria.

Adjustment The process by which balance-of-
payments disequilibria are corrected.

Adjustment in the balance of payments The
operation and effects of the mechanisms for cor-
recting balance-of-payments disequilibria.

Adjustment policies Specific measures adopted
by a nation’s monetary authorities for the pri-
mary purpose of correcting a balance-of-
payments disequilibrium.

Aggregate demand (AD) curve The graph-
ical relationship between the total quantity
demanded of goods and services at various
prices.

Aggregate supply (AS) curve The graphical
relationship between the nation’s output and the
price level over a given time period.

Antiglobalization movement The loose orga-
nization that blames globalization for many
human and environmental problems throughout
the world and for sacrificing human and envi-
ronmental well-being to the corporate profits of
multinationals (Sect. 9.7B).

Antitrade production and consumption In-
creases in production and consumption that lead
to a smaller than proportionate increase (or even
an absolute decline) in the volume of trade.

Appreciation A decrease in the domestic cur-
rency price of the foreign currency.

Arbitrage The purchase of a currency in the
monetary center where it is cheaper for imme-
diate resale in the monetary center where it is
more expensive in order to make a profit.

Autarky The absence of trade, or isolation.
Autonomous transactions International trans-

actions that take place for business or profit
motives (except for unilateral transfers) and
independently of balance-of-payments consid-
erations; also called above-the-line items.

Average propensity to import (APM) The ratio
of imports to national income, or M /Y .

B

Balance of payments A summary statement of
all the international transactions of the residents
of a nation with the rest of the world during a
particular period of time, usually a year.

Balanced growth Equal rates of factor growth
and technological progress in the production of
both commodities.

Balassa-Samuelson effect The higher ratio in
the price of nontraded goods and services to the
price of traded goods in developed rather than
in developing nations, and overvalued exchange
rates in the former relative to the latter.

Baltic Free Trade Agreement (BAFTA) The
agreement among the Baltic States of Estonia,
Latvia, and Lithuania setting up a free trade area
among themselves.

Basis for trade The forces that give rise to trade
between two nations. This was absolute advan-
tage according to Adam Smith and comparative
advantage according to David Ricardo.

Benign neglect The policy of nonintervention
in foreign exchange markets followed by the
United States from March 1973 until the end of
1977 and from 1981 to 1985.

Bilateral agreements Agreements between two
nations regarding quantities and terms of spe-
cific trade transactions.

Bilateral trade Trade between any two nations.
BP curve The usually positively inclined curve

showing the various combinations of interest
rates and national income levels at which the
nation’s balance of payments is in equilibrium.

Brain drain The migration of highly skilled and
trained people from developing to developed
nations and from other industrial nations to the
United States.
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Bretton Woods system The gold-exchange standard that oper-
ated from the end of World War II until 1971.

Buffer stocks The type of international commodity agreement
that involves the purchase of the commodity (to be added to
the stock) when the commodity price falls below an agreed
minimum price, and the

Buffer stocks sale of the commodity out of the stock when the
commodity price rises above the established maximum price.

Bulk purchasing An agreement to purchase a specified amount
of a commodity for a year or a number of years.

C

Capital account It includes debt forgiveness and goods and
financial assets that migrants take with them as they leave or
enter the country.

Capital-intensive commodity The commodity with the higher
capital-labor ratio at all relative factor prices.

Capital-labor ratio (K/L) The amount of capital per unit of
labor used in the production of a commodity.

Capital-saving technical progress Technical progress that
increases the productivity of labor proportionately more than
the productivity of capital and results in an increase in L/K at
constant relative factor prices.

Carry trade The strategy in which an investor borrows
low-yielding currencies and lends (invests in) high-yielding
currencies.

Central and Eastern European Countries (CEEC) Includes
Albania, Bosnia and Herzegovina, Bulgaria, Croatia, the Czech
Republic, the Federal Republic of Yugoslavia, Hungary, the
former Yugoslav Republic (FYR), Macedonia, Poland, Roma-
nia, the Slovak Republic, and Slovenia.

Central European Free Trade Association (CEFTA) The
agreement signed by Poland, Hungary, the Czech Republic,
and Slovakia in 1992 calling for the establishment of free trade
among its members within ten years (subsequently anticipated
for 1997).

Centralized cartel An organization of suppliers of a commod-
ity that behaves as a monopolist.

Centrally planned economies Economies in which factors of
production are owned by the government and prices are deter-
mined by government directives.

Closed economy An economy in autarky or not engaging in
international transactions.

Cobb-Douglas production function The production function
exhibiting a unitary elasticity of substitution between labor and
capital.

Commercial policies The regulations governing a nation’s
commerce or international trade.

Commodity, or net barter, terms of trade The ratio of the
price index of the nation’s exports to the price index of its
imports times 100.

Common market Removes all barriers on trade among mem-
bers, harmonizes trade policies toward the rest of the world,
and also allows the free movement of labor and capital among
member nations. An example is the European Union (EU)
since January 1, 1993.

Commonwealth of Independent States (CIS) The organiza-
tion formed by most of the former Soviet Republics when the
Soviet Union was dissolved at the end of 1991.

Community indifference curve The curve that shows the var-
ious combinations of two commodities yielding equal satis-
faction to the community or nation. Community indifference
curves are negatively sloped, convex from the origin, and
should not cross.

Comparative statics Studies and compares two or more equi-
librium positions (resulting from changes in underlying eco-
nomic conditions) without regard to the transitional period and
process of adjustment.

Complete specialization The utilization of all of a nation’s
resources in the production of only one commodity with trade.
This usually occurs under constant costs.

Compound tariff A combination of an ad valorem and a spe-
cific tariff.

Confidence The knowledge that the balance-of-payments
adjustment mechanism is working adequately and that inter-
national reserves will retain their absolute and relative values.

Constant elasticity of substitution (CES) production function
The production function exhibiting a constant (but not nec-
essarily unitary) elasticity of substitution between labor and
capital.

Constant opportunity costs The constant amount of a com-
modity that must be given up to produce each additional unit
of another commodity.

Constant returns to scale The condition under which output
grows in the same proportion as factor inputs.

Consumer surplus The difference between what consumers
are willing to pay for a specific amount of a commodity and
what they actually pay for it.

Consumption effect of a tariff The reduction in domestic con-
sumption of a commodity resulting from the increase in its
price due to a tariff.

Consumption function The relationship between consumption
expenditures and income. In general, consumption is positive
when income is zero (i.e., the nation dissaves) and rises as
income rises, but by less than the rise in income.

Council of Mutual Economic Assistance (CMEA or COME-
CON) The organization of Communist bloc nations formed
by the Soviet Union in 1949 to divert trade from Western
nations and achieve a greater degree of self-sufficiency among
Communist nations.

Countervailing duties (CVDs) Tariffs imposed on imports to
offset subsidies by foreign governments.

Covered interest arbitrage The transfer of short-term liquid
funds abroad to earn higher returns with the foreign exchange
risk covered by the spot purchase of the foreign currency and
a simultaneous offsetting forward sale.

Covered interest arbitrage margin (CIAM) The interest dif-
ferential in favor of the foreign monetary center minus the
forward discount on the foreign currency, or the interest differ-
ential in favor of the home monetary center minus the forward
premium on the foreign currency.

Covered interest arbitrage parity (CIAP) The situation
where the interest differential in favor of the foreign monetary
center equals the forward discount on the foreign currency.

Crawling peg system The system under which par values
or exchange rates are changed by very small preannounced
amounts at frequent and clearly specified intervals until the
equilibrium exchange rate is reached.

Credit tranche The amounts that a member nation could bor-
row from the IMF, subject to conditions, over and above the
gold tranche.
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Credit transactions Transactions that involve the receipt of
payments from foreigners. These include the export of goods
and services, unilateral transfers from foreigners, and capital
inflows.

Cross-exchange rate The exchange rate between currency A
and currency B, given the exchange rate of currency A and
currency B with respect to currency C.

Currency board arrangements (CBAs) The exchange rate
arrangement whereby the nation rigidly fixes the exchange rate
and its central bank loses its ability to conduct an independent
monetary policy by allowing the nation’s supply to increase
or decrease only in response to balance-of-payments surpluses
or deficits.

Currency convertibility The ability to exchange one national
currency for another without any restriction or limitation.

Current account The account that includes all sales and pur-
chases of currently produced goods and services, income on
foreign investments, and unilateral transfers.

Customs union Removes all barriers on trade among members
and harmonizes trade policies toward the rest of the world. The
best example is the European Union (EU).

D

Debit transactions Transactions that involve payments to for-
eigners. These include the import of goods and services, uni-
lateral transfers to foreigners, and capital outflows.

Deficit in the balance of payments The excess of debits over
credits in the current and capital accounts, or autonomous
transactions; equal to the net credit balance in the official
reserve account, or accommodating transactions.

Deindustrialization The decline in the relative importance of
manufacturing and in the share of manufacturing employment.

Demand for money According to the monetary approach, the
nation’s demand for nominal money balances is stable in the
long run and is directly related to nominal national income but
inversely related to the rate of interest in the nation.

Depreciation An increase in the domestic currency price of the
foreign currency.

Derived demand The demand for factors of production that
arises from the demand for final commodities that are produced
using the particular factors.

Desired or planned investment The level of investment
expenditures that business would like to undertake.

Destabilizing speculation The sale of a foreign currency when
the exchange rate falls or is low, in the expectation that it will
fall even lower in the future, or the purchase of a foreign
currency when the exchange rate is rising or is high, in the
expectation that it will rise even higher in the future.

Devaluation A deliberate (policy) increase in the exchange rate
by a nation’s monetary authorities from one fixed or pegged
level to another.

Differentiated products The somewhat different products
(such as automobiles, cigarettes, and soaps) produced by dif-
ferent manufacturers in the same industry or general product
group.

Direct controls Tariffs, quotas, and other restrictions on the
flow of international trade and capital.

Direct investments Real investments in factories, capital
goods, land, and inventories where both capital and manage-
ment are involved and the investor retains control over the use
of the invested capital.

Dirty floating Managing the nation’s exchange rate to achieve
aims other than simply the smoothing out of short-term fluctu-
ations, for example, keeping the nation’s currency undervalued
so as to stimulate exports.

Doha Round The multilateral trade negotiations launched in
November 2001 in Daha (Qatar) and scheduled to be com-
pleted in 2004, that will address, among other things greater
trade access by developing countries in developed countries’
markets.

Dollar glut The excess supply of dollars in the hands of for-
eign monetary authorities that developed during the late 1950s
and early 1960s.

Dollar overhang The large amount of foreign-held dollars
resulting from past U.S. balance-of-payments deficits, the
movement of which from monetary center to monetary center
can lead to large exchange rate fluctuations and complicates
the conduct of monetary policies.

Dollar shortage The inability of war-torn nations during the
late 1940s and early 1950s to accumulate substantial dollar
reserves.

Dollar standard The international monetary system that
emerged from the Smithsonian Agreement in December 1971
under which the U.S. dollar remained an international currency
and reserve without any gold backing.

Dollarization The situation whereby a nation adopts another
nation’s currency as its legal tender.

Domestic value added Equals the price of a final commodity
minus the cost of the imported inputs going into the production
of the commodity.

Double-entry bookkeeping The accounting procedure
whereby each (international) transaction is entered twice,
once as a credit and once as a debit of an equal amount.

Double factoral terms of trade The ratio of the price index of
the nation’s exports to the price index of its imports times the
ratio of the productivity index in the nation’s export sector to
the productivity index in the nation’s import-competing sector.

Dumping The export of a commodity at below cost or at a
lower price than sold domestically.

Dutch disease The appreciation of a nation’s currency result-
ing from the exploitation of a domestic resource that was
previously imported, and the resulting loss of international
competitiveness in the nation’s traditional sector.

Duty-free zones or free economic zones Areas set up to attract
foreign investments by allowing raw materials and intermedi-
ate products duty free.

Dynamic analysis Deals with the time path and process of
adjustment from one equilibrium position to another.

Dynamic external economies The decline in the average cost
of production as cumulative industry output increases and firms
accumulate knowledge over time.

E

Economic integration The commercial policy of discrimina-
tively reducing or eliminating trade barriers only among the
nations joining together.

Economic union Removes all barriers on trade among mem-
bers, harmonizes trade policies toward the rest of the world,
allows the free movement of labor and capital among member
nations, and also harmonizes or unifies the monetary, fiscal,
and tax policies of its members.
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Edgeworth box diagram The diagram constructed from the
isoquants of two commodities and the given quantities avail-
able of two factor inputs.

Effective exchange rate A weighted average of the exchange
rates between the domestic currency and the nation’s most
important trade partners, with weights given by the relative
importance of the nation’s trade with each of these trade part-
ners.

Efficiency of foreign exchange markets The situation in
which forward exchange rates accurately predict future spot
rates.

Elasticity approach The change in the trade balance resulting
from a depreciation or devaluation and depending on the price
elasticity of demand for the nation’s exports and imports.

Elasticity of substitution The degree or ease with which one
factor can be substituted for another in production when the
price of the factor declines.

Elasticity pessimism The belief, arising from the empirical
studies of the 1940s, that foreign exchange markets were either
unstable or barely stable.

Endogenous growth theory The theory that seeks to identify
in detail and rigorously the actual channels or the ways by
which freer trade leads to faster long-run economic growth
and development.

Engine of growth The view that exports were the leading
sector that propelled the economies of the regions of recent
settlement into rapid growth and development during the nine-
teenth century.

Environmental standards The level of pollution accepted in
various countries.

Equilibrium level of national income (YE ) The level of
income at which desired or planned expenditures equal the
value of output, and desired saving equals desired investment.

Equilibrium-relative commodity price in isolation The rel-
ative commodity price at which a nation is maximizing its
welfare in isolation. It is given by the slope of the common
tangent to the nation’s production frontier and indifference
curve at the autarky point of production and consumption.

Equilibrium-relative commodity price with trade The com-
mon relative commodity price in two nations at which trade is
balanced.

Escape clause A protectionist device that allowed any industry
that claimed injury from imports to petition the International
Trade Commission, which could then recommend to the pres-
ident to revoke any negotiated tariff reduction.

Euler’s theorem The theorem that postulates that if constant
returns to scale prevail in production and each factor is
rewarded (paid) according to its productivity, the output pro-
duced is exhausted and just exhausted.

Euro The common currency adopted at the beginning of 1999
by 11 of the 15 member countries of the European Union.

Eurobonds Long-term debt securities sold outside the bor-
rower’s country to raise long-term capital in a currency other
than the currency of the nation where the securities are sold.

Eurocurrency Commercial bank deposits in a nation denomi-
nated in a foreign currency.

Eurocurrency market The market where Eurocurrencies are
borrowed and lent.

Euronotes Medium-term financial instruments falling some-
where between short-term Eurocurrency bank loans and
long-term Eurobonds.

European Central Bank (ECB) The institution similar to the
Federal Reserve System in the United States that would con-
trol the money supply and issue the single currency of the
European Union to be set up by 1997 or 1999.

European Currency Unit (ECU) The unit of account defined
by the European Monetary System, based on the weighted
average of the currencies of the EU members.

European Economic Area (EEA) The free trade area formed
by the 12 members of the EU and 5 of the 7 members of the
EFTA on January 1, 1994.

European Free Trade Association (EFTA) The free trade area
that was formed in 1960 by the United Kingdom, Austria,
Denmark, Norway, Portugal, Sweden, and Switzerland, with
Finland an associate member in 1961. Iceland acceded in 1970.
In 1973, the United Kingdom and Denmark left the EFTA to
join the EU. Finland became a full member of the EFTA in
1986 and Liechtenstein in 1991. In 1995, Austria, Finland, and
Sweden left the EFTA and joined the EU.

European Monetary Cooperation Fund (EMCF) The institu-
tion of the European Monetary System that provides short-term
and medium-term balance-of-payments assistance to member
nations.

European Monetary Institute (EMI) The forerunner of the
European Central Bank that was set up in January 1994 by
the Maastrich Treaty of December 1991 to further centralize
members’ macroeconomic policies and reduce exchange rate
fluctuation margins.

European Monetary System (EMS) The organization formed
by the members of the European Union (EU) in 1979 based on
the creation of the European currency unit (ECU) of account,
limited exchange rate flexibility among members, and forma-
tion of the European Monetary Fund (EMF).

European Monetary Union (EMU) The 12 members of the
European Union that have adopted the euro as their common
currency and have established the European Central Bank to
conduct their common monetary policy.

European Union (EU) The customs union formed by West
Germany, France, Italy, Belgium, the Netherlands, and Lux-
embourg that came into existence in 1958, and expanded to
15 nations with the joining of the United Kingdom, Denmark,
and Ireland in 1973, Greece in 1981, Spain and Portugal in
1986, and Austria, Finland, and Sweden in 1995.

Exchange controls Restrictions on international capital flows,
official intervention in forward markets, multiple exchange
rates, and other financial and monetary restrictions imposed
by a nation.

Exchange rate The domestic currency price of the foreign cur-
rency.

Exchange rate mechanism (ERM) The arrangement of the
European Monetary System under which the currencies of
member countries were allowed to fluctuate by plus or minus
2.25 percent of their central rates.

Exchange rate overshooting The tendency of exchange rates
to immediately depreciate or appreciate by more than required
for long-run equilibrium, and then partially reversing their
movement as they move toward their long-run equilibrium
levels.

Expansion path The line joining the origin with points of pro-
ducer’s equilibrium obtained by increasing expenditures on
inputs with input prices constant.

Expected change in the spot rate The change in the spot
(exchange) rate that is expected to occur in the future.

Expected prices The prices that are believed will prevail.
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Expenditure-changing policies Fiscal and monetary policies
directed at changing the level of aggregate demand of the
nation.

Expenditure-switching policies Devaluation or revaluation of
a nation’s currency directed at switching the nation’s expen-
ditures from foreign to domestic or from domestic to foreign
goods.

Export controls The type of international commodity agree-
ment that seeks to regulate the quantity of the commodity
exported by each nation.

Export function The relationship between exports and income.
With exports exogenous, the export function is horizontal. That
is, exports are independent of (or do not change with) the level
of national income.

Export-Import Bank A U.S. government agency that extends
subsidized loans to foreigners to finance U.S. exports.

Export instability Short-run fluctuations in export prices and
earnings.

Export-oriented industrialization The policy of industrializa-
tion pursued by some developing nations that involves increas-
ing the output of manufactured goods for export.

Export pessimism The feeling that developing countries’
exports to developed countries cannot grow rapidly because
of the latter’s increased protectionism.

Export subsidies The granting of tax relief and subsidized
loans to potential exporters, and low-interest loans to foreign
buyers of the nation’s exports.

Export tariff A tax or duty on exports.
External balance The objective of equilibrium in a nation’s

balance of payments.
External economies The reduction in each firm’s average costs

of production as the entire industry output expands.

F

Factor abundance The factor of production available in
greater proportion and at a lower relative price in one nation
than in another nation.

Factor endowments See factor abundance.
Factor-intensity reversal The situation where a commodity is

L intensive when the relative price of labor is low and K inten-
sive when the relative price of capital is low. If prevalent, this
would lead to rejection of the H–O trade model.

Factor–price equalization (H–O–S) theorem The part of the
H–O theory that predicts, under highly restrictive assumptions,
that international trade will bring about equalization in relative
and absolute returns to homogeneous factors across nations.

Factor-proportions or factor-endowment theory See
Heckscher–Ohlin theory.

Financial account It shows the change in U.S. assets abroad
and foreign assets in the United States, other than official
reserve assets.

Financial inflow An increase in foreign assets in the nation or
reduction in the nation’s assets a broad.

Financial outflow A decrease in foreign assets in the nation or
increase in the nation’s assets a broad.

First credit tranche The 25 percent of a nation’s quota in the
IMF that the nation is required to pay in SDRs or in the cur-
rencies of other members selected by the Fund and could then
borrow from the Fund almost automatically.

Footloose industries Industries that face neither substantial
weight gains nor losses during the production process and thus

tend to locate where the availability of other inputs leads to
lowest overall manufacturing costs.

Foreign debt The hundreds of billions of dollars that develop-
ing countries owe to commercial banks in developed countries
and that they find difficult to repay or even service (i.e., pay
interest on).

Foreign exchange futures A forward contract for standard-
ized currency amounts and selected calendar dates traded on
an organized market (exchange).

Foreign exchange market The framework for the exchange of
one national currency for another.

Foreign exchange options A contract specifying the right to
buy or sell a standard amount of a traded currency at or before
a stated date.

Foreign exchange risk The risk resulting from changes in
exchange rates over time and faced by anyone who expects
to make or to receive a payment in a foreign currency at a
future date; also called an open position.

Foreign exchange swap The spot sale of a currency combined
with a forward repurchase of the same currency—as part of a
single transaction.

Foreign repercussions The effect that a change in a large
nation’s income and trade has on the rest of the world and
which the rest of the world in turn has on the nation under
consideration. This is how business cycles are transmitted
internationally.

Foreign Sales Corporation (FSC) The overseas subsidiaries
set up by U.S. corporations to take advantage of partial exemp-
tion from U.S. tax laws.

Foreign trade multiplier (k ′) The ratio of the change in
income to the change in exports and/or investment. It equals
k ′ = 1/(MPS + MPM ).

Forward discount The percentage per year by which the for-
ward rate on the foreign currency is below its spot rate.

Forward premium The percentage per year by which the for-
ward rate on the foreign currency is above its spot rate.

Forward rate The exchange rate in foreign exchange transac-
tions involving delivery of the foreign exchange one, three, or
six months after the contract is agreed upon.

Freely floating exchange rate system The flexible exchange
rate system under which the exchange rate is always deter-
mined by the forces of demand and supply without any gov-
ernment intervention in foreign exchange markets.

Free trade area Removes all barriers on trade among mem-
bers, but each nation retains its own barriers on trade with
non-members. The best examples are the EFTA, NAFTA, and
Mercosur.

Fundamental disequilibrium Large and persistent balance-of-
payments deficits or surpluses.

G

Gains from exchange The increase in consumption resulting
from exchange alone and with the nation continuing to produce
at the autarky point.

Gains from specialization The increase in consumption result-
ing from specialization in production.

Gains from trade The increase in consumption in each nation
resulting from specialization in production and trading.

Game theory A method of choosing the optimal strategy in
conflict situations.

(c) ketabton.com: The Digital Library



Salvatore bgloss.tex V1 - 10/03/2012 7:25 P.M. Page 734

734 Glossary of Key Terms

General Agreements on Tariffs and Trade (GATT) An inter-
national organization devoted to the promotion of freer trade
through multilateral trade negotiations.

General Arrangements to Borrow (GAB) The arrangements
under which the IMF negotiated to borrow from the “Group
of Ten” (most important industrial nations) and Switzerland
to augment its resources if needed to help nations with
balance-of-payments difficulties.

General equilibrium analysis The study of the interdepen-
dence that exists among all markets in the economy.

General equilibrium model An economic model that studies
the behavior of all producers, consumers, and traders simulta-
neously.

Globalization The increasing integration of economies around
the world, particularly through trade and financial flows, but
also through the movement of ideas and people, facilitated by
the revolution in telecommunication and transportation.

Gold export point The mint parity plus the cost of shipping
an amount of gold equal to one unit of the foreign currency
between the two nations.

Gold import point The mint parity minus the cost of shipping
an amount of gold equal to one unit of the foreign currency
between the two nations.

Gold standard The international monetary system operating
from about 1880 to 1914 under which gold was the only inter-
national reserve, exchange rates fluctuated only within the gold
points, and balance-of-payments adjustment was described by
the price-specie-flow mechanism.

Gold tranche The 25 percent of a nation’s quota in the IMF
that the nation was originally required to pay in gold and could
then borrow from the Fund almost automatically.

Gravity model It postulates that (other things equal) the bilat-
eral trade between two countries is proportional or at least
positively related to the product of the two countries’ GDPs,
and smaller the greater the distance between the two countries
(just like in Newton’s law of gravity in physics).

Group of Twenty (G-20) The group of the 20 most important
developed and developing economies that essentially replaced
the G-7 as the steering committee of the world economy in
2008.

H

Heckscher–Ohlin (H–O) theorem The part of the
Heckscher–Ohlin theory that postulates that a nation will
export the commodity intensive in its relatively abundant
and cheap factor and import the commodity intensive in its
relatively scarce and expensive factor.

Heckscher–Ohlin (H–O) theory The theory that postulates
that (1) a nation exports commodities intensive in its rela-
tively abundant and cheap factor and (2) international trade
brings about equalization in returns to homogeneous factors
across countries.

Hedging The avoidance of a foreign exchange risk (or the cov-
ering of an open position).

High-performance Asian economies (HPAEs) Hong Kong,
Korea, Singapore, and Taiwan characterized by rapid growth
in gross domestic product (GDP), in industrial production,
and in manufactured exports; also called newly industrialized
economies (NIEs).

Homogeneous of degree 1 A production function exhibiting
constant returns to scale.

Horizontal integration The production abroad of a differenti-
ated product that is also produced at home.

Human capital The education, job training, and health embod-
ied in workers, which increase their productivity.

I

Identification problem The inability of the regression tech-
nique to identify shifts in demand curves from shifts in supply
curves, leading to the underestimation of price elasticities in
empirical studies of international trade.

IMF conditionality The conditions imposed by the IMF on
members’ borrowings from the Fund.

Immiserizing growth The situation where a nation’s terms of
trade deteriorate so much as a result of growth that the nation
is worse off after growth than before, even if growth without
trade tends to improve the nation’s welfare.

Import function The positive relationship between the nation’s
imports and national income.

Import substitutes Commodities (such as automobiles in the
United States) that a nation produces at home but also imports
from other nations (because of incomplete specialization in
production).

Import-substitution industrialization (ISI) The industrializa-
tion policy that many developing nations followed during the
1950s, 1960s, and 1970s involving the replacement of imports
of industrial goods with domestically produced goods.

Import tariff A tax or duty on imports.
Income elasticity of demand for imports (nY) The ratio of

the percentage change in imports to the percentage change in
national income; it is equal to MPM /APM .

Income terms of trade The ratio of the price index of the
nation’s exports to the price index of its imports times the
index of the nation’s volume of exports.

Incomplete specialization The continued production of both
commodities in both nations with increasing costs, even in a
small nation with trade.

Increasing opportunity costs The increasing amounts of one
commodity that a nation must give up to release just enough
resources to produce each additional unit of another commod-
ity. This is reflected in a production frontier that is concave
from the origin.

Increasing returns to scale The production situation where
output grows proportionately more than the increase in inputs
or factors of production. For example, doubling all inputs more
than doubles output.

Industrial policy An activist policy by the government to stim-
ulate the development and growth of some industry (usually a
high-tech industry) in an industrial nation.

Infant-industry argument The argument that temporary trade
protection is needed to set up an industry and to protect it
during its infancy against competition from more established
and efficient foreign firms.

Inferior goods Those goods for which consumption declines
absolutely if income rises and increases absolutely if income
falls (so that the income elasticity of demand is negative).

Inflation targeting The monetary policy of achieving a specific
target for inflation for the nation.

Input–output table A matrix or table showing the origin and
destination of each product in the economy.

Interdependence The (economic) relationships among nations.
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Interest arbitrage The transfer of short-term liquid funds
abroad to earn a higher return.

Internal balance The objective of full employment with price
stability; usually a nation’s most important economic objective.

Internal factor mobility The movement within a nation of fac-
tors of production from areas and industries of lower earnings
to areas and industries of higher earnings.

International Bank for Reconstruction and Development
(IBRD or World Bank) The international institution estab-
lished after World War II to provide long-run development
assistance to developing nations.

International cartel An organization of suppliers of a com-
modity located in different nations (or a group of governments)
that agrees to restrict output and exports of the commodity with
the aim of maximizing or increasing the total profits of the
organization. An international cartel that behaves as a monop-
olist is called a centralized cartel.

International commodity agreements Organizations of pro-
ducer and consumer nations attempting to stabilize and
increase the prices and earnings of the primary exports of
developing nations.

International Development Association (IDA) The affiliate of
the International Bank for Reconstruction and Development
set up in 1960 to make loans at subsidized rates to poorer
developing nations.

International economies of scale The increased productivity
resulting from the firm’s integration of its entire system of
manufacturing operations around the world.

International factor mobility The movement of factors of pro-
duction across national boundaries, usually from nations of
lower earnings to nations of higher earnings.

International finance The study of foreign exchange
markets, the balance of payments, and adjustment to
balance-of-payments disequilibria.

International Finance Corporation (IFC) The affiliate of the
International Bank for Reconstruction and Development set up
in 1956 to stimulate private investments in developing nations
from indigenous and foreign sources.

International investment position The total amount and the
distribution of a nation’s assets abroad and foreign assets in
the nation at year-end; also called the balance of international
indebtedness.

International macroeconomic policy coordination The mod-
ifications of national economic policies in recognition of inter-
national interdependence.

International Monetary Fund (IMF) The international insti-
tution created under the Bretton Woods system for the
purposes of (1) overseeing that nations followed a set of
agreed-upon rules of conduct in international trade and finance
and (2) providing borrowing facilities for nations in temporary
balance-of-payments difficulties.

International monetary system The rules, customs, instru-
ments, facilities, and organizations for effecting international
payments.

International Trade Organization (ITO) An international
organization that was to regulate international trade after World
War II. It was never ratified by the U.S. Senate and never came
into existence. Its place was taken by GATT, which was less
ambitious.

International trade policy Examines the reasons for and
effects of trade restrictions.

International trade theory Analyzes the basis and the gains
from trade.

Intervention currency A convertible national currency (pri-
marily the U.S. dollar) used by nations’ monetary authorities
to intervene in foreign exchange markets in order to keep the
exchange rate from moving outside the allowed or desired
range of fluctuation.

Intra-industry trade International trade in the differentiated
products of the same industry or broad product group.

Intra-industry trade index (T) It is given by 1 minus the ratio
of the absolute value of exports minus imports over exports
plus imports.

Investment function The relationship between investment
expenditures and income. With investment exogenous, the
investment function is horizontal when plotted against income.
That is, investment expenditures are independent of (or do not
change with) the level of national income.

IS curve The negatively inclined curve showing the various
combinations of interest rates and national income levels at
which the goods market is in equilibrium.

Isocost A line showing the various combinations of two inputs
that a firm can hire for a given expenditure and factor prices.

Isoquant A curve showing the various combinations of two
factors or inputs that a firm can use to produce a specific level
of output.

J

Jamaica Accords The agreements reached in January 1976 and
ratified in April 1978 that recognized the managed float and
abolished the official price of gold.

J-curve effect The deterioration before a net improvement in a
country’s trade balance resulting from a depreciation or deval-
uation.

K

Kennedy Round The multilateral trade negotiations that were
completed in 1967 (under the authority of the 1962 Trade
Expansion Act) under which agreement was reached to reduce
average tariff duties on industrial products by 35 percent.

L

Labor–capital ratio (L/K ) The amount of labor per unit of
capital used in the production of a commodity.

Labor-intensive commodity The commodity with the higher
labor-capital ratio (L/K ) at all relative factor prices.

Labor-saving technical progress Technical progress that
increases the productivity of capital proportionately more than
the productivity of labor and results in an increase in K /L at
constant relative factor prices.

Labor theory of value The theory that the cost or price of a
commodity is determined by or can be inferred exclusively
from its labor content.

Laissez-faire The policy of minimum government interference
in or regulation of economic activity, advocated by Adam
Smith and other classical economists.

Law of comparative advantage Explains how mutually bene-
ficial trade can take place even when one nation is less efficient
than, or has an absolute disadvantage with respect to, another
nation in the production of all commodities. The less effi-
cient nation should specialize in and export the commodity in
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which its absolute disadvantage is smaller (this is the com-
modity of its comparative advantage), and should import the
other commodity.

Law of one price The proposition that in the absence of trans-
portation costs, tariffs, and other obstructions to the free flow
of trade, the price of each homogeneous (identical) traded
commodity will be equalized in all markets by commodity
arbitrage.

Law of reciprocal demand The equilibrium relative commod-
ity price with trade determined at the intersection of the
nations’ reciprocal demand or offer curves.

Leaning against the wind The policy of monetary authorities
supplying part of the excess demand or absorbing part of the
excess supply of foreign exchange in the market to smooth out
short-run fluctuations in exchange rates.

Learning curve The curve showing the degree by which aver-
age costs of production decline as cumulative industry output
increases over time.

Leontief paradox The empirical finding that U.S. import sub-
stitutes were more K intensive than U.S. exports. This is
contrary to the H–O trade model, which predicts that, as
the most K -abundant nation, the United States should import
L-intensive products and export K -intensive products.

Liquidity The amount of international reserve assets available
to nations to settle temporary balance-of-payments disequilib-
ria.

LM curve The usually positively inclined curve showing the
various combinations of interest rates and national income lev-
els at which the money market is in equilibrium.

Long-run aggregate supply (LRAS) curve The fixed relation-
ship between the nation’s price level and its natural level of
output, which depends on the availability of labor, capital,
natural resources, and technology in the nation.

M

Maastricht Treaty The treaty that called for the creation of the
European Monetary Institute as a forerunner of the European
Central Bank and monetary union by the European Union by
1997 or 1999.

Macroeconomics The study of the whole or the aggregate, such
as the total receipts and payments of a nation and the general
price index.

Managed floating exchange rate system The policy of inter-
vention in foreign exchange markets by monetary authorities to
smooth out short-run fluctuations without attempting to affect
the long-run trend in exchange rates.

Marginal propensity to consume (MPC) The ratio of the
change in consumption expenditures to the change in income,
or �C /�Y .

Marginal propensity to import (MPM) The ratio of the
change in imports to the change in national income, or
�M /�Y .

Marginal propensity to save (MPS) The ratio of the change
in saving to the change in income, or �S /�Y .

Marginal rate of substitution (MRS) The amount of one com-
modity that a nation could give up in exchange for one extra
unit of a second commodity and still remain on the same
indifference curve. It is given by the slope of the community
indifference curve at the point of consumption and declines as
the nation consumes more of the second commodity.

Marginal rate of technical substitution of labor for capital in
production (MRTS) It shows how much capital a firm can
give up by increasing labor by one unit and still remain on the
same isoquant.

Marginal rate of transformation (MRT) The amount of one
commodity that a nation must give up to produce each addi-
tional unit of another commodity. This is another name for the
opportunity cost of a commodity and is given by the slope of
the production frontier at the point of production.

Market-oriented industries Industries that produce goods that
become heavier or more difficult to transport during production
and thus locate near the markets for the product.

Marketing boards National schemes set up by several devel-
oping nations after World War II to stabilize export prices for
individual producers of an agricultural commodity.

Marshall–Lerner condition Indicates that the foreign
exchange market is stable when the sum of the price elas-
ticities of the demands for imports and exports is larger than
1 (when the supply elasticities of imports and exports are
infinite).

Mercantilism The body of writings prevailing during the sev-
enteenth and eighteenth centuries that postulated that the way
for a nation to become richer was to restrict imports and stim-
ulate exports. Thus, one nation could gain only at the expense
of other nations.

Mercosur The South American, or Southern Cone, Common
Market that was formed by Argentina, Brazil, Paraguay, and
Uruguay in 1991.

Metzler paradox The exception to the Stolper–Samuelson
theorem.

Microeconomics The study of individual units, such as a par-
ticular nation and the relative price of a single commodity.

Mint parity The fixed exchange rates resulting under the gold
standard from each nation defining the gold content of its cur-
rency and passively standing ready to buy or sell any amount
of gold at that price.

Monetary approach to the balance of payments The
approach that views the balance of payments as an essentially
monetary phenomenon with money playing the key role in the
long run as both the cause and the cure of balance-of-payments
disequilibria or in determining exchange rates.

Monetary base The domestic credit created by the nation’s
monetary authorities plus the nation’s international reserves.

Monopolistic competition The form of market organization
where there are many firms selling a differentiated product
and entry into or exit from the industry is relatively easy.

Monopoly The form of market organization where there is a
single producer of a commodity for which there is no close
substitute.

Most-favored-nation principle The extension to all trade part-
ners of any reciprocal tariff reduction negotiated by the United
States with any other nation.

Multilateral trade negotiations Trade negotiations among
many nations.

Multinational corporations (MNCs) Firms that own, control,
or manage production and distribution facilities in several
countries.

Multiple exchange rates The different exchange rates often
enforced by developing nations for each class of imports
depending on the usefulness of the various imports as deter-
mined by the government.
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Multiplier (k ) The ratio of the change in income to the change
in investment; in a closed economy without government, k =
1/MPS .

Mundell–Fleming model The model that shows how a nation
can use fiscal and monetary policies to achieve both internal
and external balance without any change in the exchange rate.

N

National security clause A protectionist device that prevented
any tariff reduction (even if already negotiated) that would
hurt industries important for national defense.

Natural level of output (YN ) The fixed level of output that a
nation can produce in the long run with its given quantity of
labor, capital, natural resources, and technology.

Net IMF position The size of a nation’s quota in the IMF
minus the Fund’s holdings of the nation’s currency.

Neutral production and consumption Increases in production
and consumption that lead to proportionate increases in the
volume of trade.

Neutral technical progress Technical progress that increases
the productivity of labor and capital in the same proportion
and leaves K /L constant at constant relative factor prices.

New Arrangement to Borrow (NAB) The arrangement nego-
tiated by the International Monetary Fund at the beginning
of 1997 under which 25 participant countries and institutions
agreed to lend up to SDR34 billion (about $47 billion) to sup-
plement the General Arrangements to Borrow (GAB) for a
period of five years (subject to renewal).

New International Economic Order (NIEO) The demands
made by developing nations as a group at the United Nations
for the removal of the alleged inequities in the operation of the
present international economic system and for specific steps to
be taken to facilitate their development.

New protectionism New forms of nontariff trade barriers.
Newly Independent States (NIS) Includes Armenia, Azerbai-

jan, Belarus, Estonia, Georgia, Kazakhstan, the Kyrgyz Repub-
lic, Latvia, Lithuania, Moldova, Russia, Tajikistan, Turk-
menistan, Ukraine, and Uzbekistan.

Newly industrialized economies (NIEs) Hong Kong, Korea,
Singapore, and Taiwan characterized by rapid growth in gross
domestic product (GDP), in industrial production, and in
manufactured exports; also called high-performance Asian
economies (HPAEs).

Nominal tariff A tariff (such as an ad valorem one) calculated
on the price of a final commodity.

Nontariff trade barriers (NTBs) Trade restrictions other than
tariffs, such as voluntary export restraints; technical, admin-
istrative, and other regulations; as well as those arising from
international cartels, dumping, and export subsidies.

Nontraded goods and services Those goods and services that
are not traded internationally because the cost of transporting
them exceeds the international price difference.

Normal goods Those goods for which consumption changes in
the same direction as a change in income (so that the income
elasticity of demand is positive).

North American Free Trade Agreement (NAFTA) The
agreement to establish a free trade area among the United
States, Canada, and Mexico that came into existence on Jan-
uary 1, 1994.

O

Offer curve A curve that shows how much of its import com-
modity a nation demands to be willing to supply various
amounts of its export commodity, or the willingness of the
nation to import and export at various relative commodity
prices.

Official reserve account It measures the change in U.S. offi-
cial reserve assets and the change in foreign official reserve
assets in the United States.

Official settlements balance The net credit or debit balance in
the official reserve account.

Offshore deposits Bank deposits denominated in a currency
other than that of the nation in which the deposit is held.

Offshoring It refers to a firm producing products in its own
plant abroad and some of the parts and components that it
uses in its products produced at home.

Oligopoly The form of market organization where there are
only a few producers of a homogeneous or differentiated prod-
uct.

Omnibus Trade and Competitiveness Act of 1988 Through
its Super 301 provision, the Act requires curbing imports from
countries that do not remove major barriers to the U.S. exports.

Open-economy macroeconomics The study of foreign
exchange markets, the balance of payments, and adjustment
to balance-of-payments disequilibria.

Opportunity cost theory The theory that the cost of a com-
modity is the amount of a second commodity that must be
given up to release just enough resources to produce one more
unit of the first commodity.

Optimum currency area or bloc Refers to a group of nations
whose national currencies are linked through permanently
fixed exchange rates and the conditions that would make such
an area optimum.

Optimum tariff The rate of tariff that maximizes the bene-
fit resulting from improvement in the nation’s terms of trade
against the negative effect resulting from reduction in the vol-
ume of trade.

Original sin The inability of a developing country to borrow
in its own currency.

Outsourcing The firm’s purchase of parts and components
abroad to keep costs down in a globalizing world.

P

Partial equilibrium analysis The study of individual deci-
sionmaking units (such as a firm or nation) in isolation (i.e.,
abstracting from all the interconnections that exist between the
firm or nation and the rest of the economy or world).

Pass-through effect The proportion of an exchange rate change
that is reflected in export and import price changes.

Pattern of trade The commodities exported and imported by
each nation.

Perfect competition The market condition where (1) there are
many buyers and sellers of a given commodity or factor, each
too small to affect the price of the commodity or factor; (2) all
units of the same commodity or factor are homogeneous, or of
the same quality; (3) there is perfect knowledge and informa-
tion on all markets; and (4) there is perfect internal mobility
of factors of production.
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Peril-point provisions A protectionist device that prevented
the president from negotiating any tariff reduction that would
cause serious damage to a domestic industry.

Persistent dumping The continuous tendency of a domestic
monopolist to maximize total profits by selling the commodity
at a lower price abroad than domestically; also called interna-
tional price discrimination.

Phillips curve The controversial inverse relationship, or
trade-off, between unemployment and inflation.

Portfolio balance approach The theory that postulates that
exchange rates are determined in the process of equilibrat-
ing or balancing the demand and supply of financial assets in
each country.

Portfolio investments The purchase of purely financial assets,
such as bonds and stocks (if the stock purchase represents less
than 10 percent of the stock of a corporation), usually arranged
through banks and investment funds.

Portfolio theory Maintains that by investing in securities with
yields that are inversely related over time, a given yield can
be obtained at a smaller risk or a higher yield can be obtained
at the same level of risk for the portfolio as a whole.

Predatory dumping The temporary sale of commodity at a
lower price abroad in order to drive foreign producers out of
business, after which prices are raised to take advantage of the
newly acquired monopoly power abroad.

Preferential trade arrangements The loosest form of eco-
nomic integration; provides lower barriers to trade among par-
ticipating nations than on trade with nonparticipating nations.
An example is the British Commonwealth Preference Scheme.

Price-specie-flow mechanism The automatic adjustment
mechanism under the gold standard. It operates by the deficit
nation losing gold and experiencing a reduction in its money
supply. This in turn reduces domestic prices, which stimu-
lates the nation’s exports and discourages its imports until the
deficit is eliminated. A surplus is corrected by the opposite
process.

Principle of effective market classification Maintains that
policy instruments should be paired or used for the objective
toward which they are most effective.

Product cycle model The hypothesis, advanced by Vernon, that
new products introduced by industrial nations and produced
with skilled labor eventually become standardized and can be
produced in other nations with less skilled labor.

Production contract curve The curve joining points at which
the isoquants of two commodities are tangent and factor inputs
are used most efficiently.

Production effect of a tariff The increase in domestic produc-
tion of a commodity resulting from the increase in its price
due to a tariff.

Production function A relationship showing the maximum
quantities of a commodity that a firm can produce with various
amounts of factor inputs.

Production possibility frontier A curve showing the various
alternative combinations of two commodities that a nation can
produce by fully utilizing all of its resources with the best
technology available to it.

Prohibitive tariff A tariff sufficiently high to stop all interna-
tional trade so that the nation returns to autarky.

Protection cost or deadweight loss of a tariff The real losses
in a nation’s welfare because of inefficiencies in production
and distortions in consumption resulting from a tariff.

Protrade production and consumption Increases in produc-
tion and consumption that lead to greater than proportionate
increases in the volume of trade.

Purchase contracts Long-term multilateral agreements that
stipulate the minimum price at which importing nations agree
to purchase a specified quantity of the commodity and a max-
imum price at which exporting nations agree to sell specified
amounts of the commodity.

Purchasing-power parity (PPP) theory The theory that pos-
tulates that the change in the exchange rate between two
currencies is proportional to the change in the ratio in the
two countries’ general price levels.

Q

Quantity theory of money Postulates that the nation’s money
supply times the velocity of circulation of money is equal to
the nation’s general price index times physical output at full
employment. With V and Q assumed constant, the change in
P is directly proportional to the change in M .

Quota A direct quantitative restriction on trade.

R

Rate of effective protection The tariff calculated on the
domestic value added in the production of a commodity.

Real exchange rate The nominal exchange rate weighed by
the consumer price index in the two nations.

Reciprocal demand curve Another name for the offer curve.
Regions of recent settlement The mostly empty and

resource-rich lands that Europeans settled during the nine-
teenth century, such as the United States, Canada, Argentina,
Uruguay, Australia, New Zealand, and South Africa.

Relative commodity prices The price of one commodity
divided by the price of another commodity. This equals the
opportunity cost of the first commodity and is given by the
absolute slope of the production possibility frontier.

Relative factor prices The ratio of the price of one factor of
production to the price of the other factor. With labor and cap-
ital as the factors of production, the relative price of labor is
w /r and the relative price of capital is the inverse, or r /w .

Relative purchasing-power parity theory Postulates that the
change in the exchange rate over a period of time should be
proportional to the relative change in the price levels in the
two nations. This version of the PPP theory has some value.

Renminbi or yuan The currency of china.
Rent or producer surplus A payment that need not be made in

the long run in order to induce producers to supply a specific
amount of a commodity or factor services.

Reserve-currency country (RCC) A country, such as the
United States, whose currency is held by other nations as inter-
national reserves.

Resource-oriented industries Industries which process bulky
and heavy raw materials into lighter finished products and thus
locate near raw material sources.

Revenue effect of a tariff The revenue collected by the gov-
ernment from the tariff.

Risk diversification Investments in securities with yields that
are inversely, or negatively, correlated or investments in dif-
ferent lines or products in order to spread and thus reduce the
overall risks of the total investments.
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Risk premium The extra return that investors require to pur-
chase or hold on to foreign bonds to compensate them for
the additional currency and country risks involved in holding
foreign bonds.

Roosa bonds Medium-term treasury bonds denominated in dol-
lars but with an exchange rate guarantee, created by the United
States in the early 1960s to induce foreign monetary authori-
ties to continue to hold dollars rather than exchange them for
gold at the Federal Reserve.

Rules of the game of the gold standard The requirement
under the gold standard that monetary authorities restrict credit
in the deficit nation and expand credit in the surplus nation
(thus reinforcing the effect of changes in international gold
flows on the nation’s money supply).

Rybczynski theorem Postulates that at constant commodity
prices, an increase in the endowment of one factor will increase
by a greater proportion the output of the commodity intensive
in that factor and will reduce the output of the other commodity.

S

Same technology Equal production techniques; it results in
equal K /L in the production of each commodity in both nations
if relative factor prices are the same in both nations.

Saving function The relationship between saving and income.
In general, saving is negative when income is zero and rises as
income rises, in such a way that the increase in consumption
plus the increase in saving equals the increase in income.

Scientific tariff The tariff rate that would make the price of
imports equal to domestic prices so as to allow domestic pro-
ducers to meet foreign competition.

Seigniorage The benefit accruing to a nation from issuing the
currency or when its currency is used as an international cur-
rency and reserve.

Shared Foreign Sales Corporations U.S. tax legislation aimed
at stimulating U.S. exports by reducing the effective rate of
taxation on export income.

Short-run aggregate supply (SRAS) curve The temporary
positive relationship between the nation’s output and the price
level resulting from imperfect information or market imper-
fections.

Single factoral terms of trade The ratio of the price index of
the nation’s exports to the price index of its imports times the
productivity index in the nation’s export sector.

Small-country case The situation where trade takes place at
the pretrade-relative commodity prices in the large nation so
that the small nation receives all of the benefits from trade.

Smithsonian Agreement The agreement reached in December
1971 in Washington under which the dollar was devalued by
about 9 percent (by increasing the dollar price of gold from
$35 to $38 an ounce), other strong currencies were revalued
by various amounts with respect to the dollar, the dollar con-
vertibility into gold remained suspended, and exchange rates
were allowed to fluctuate by 2.25 percent on either side of the
new par values.

Smoot–Hawley Tariff Act of 1930 Raised average import
duties in the United States to the all-time high of 59 percent
in 1932.

Southern Common Market (see Mercosur)

Special Drawing Rights (SDRs) International reserves created
by the IMF to supplement other international reserves and dis-
tributed to member nations according to their quotas in the
Fund.

Specific-factors model The model to analyze the effect of a
change in commodity price on the returns of factors in a nation
when at least one factor is not mobile between industries.

Specific tariff A tariff expressed as a fixed sum per unit of a
traded commodity.

Speculation The acceptance of a foreign exchange risk, or open
position, in the hope of making a profit.

Speculative demand for money The demand for inactive
money balances in preference to interest-bearing securities
(which can fall in price) so that one may take advantage
of future investment opportunities. The speculative, or liq-
uidity, demand for money varies inversely with the rate of
interest.

Sporadic dumping The occasional sale of a commodity at a
lower price abroad than domestically in order to sell an unfore-
seen and temporary surplus of the commodity abroad without
having to reduce domestic prices.

Spot rate The exchange rate in foreign exchange transactions
that calls for the payment and receipt of the foreign exchange
within two business days from the date when the transaction
is agreed upon.

Stability and Growth Pact (SGP) The pact that requires mem-
bers of the European Monetary Union to keep their budget
deficits not exceeding 3 percent of their GDP.

Stabilizing speculation The purchase of a foreign currency
when the domestic currency price of the currency (i.e., the
exchange rate) falls or is low, in the expectation that the
exchange rate will soon rise, thus leading to a profit. Or the
sale of a foreign currency when the exchange rate rises or is
high, in the expectation that it will soon fall.

Stable foreign exchange market The condition in a foreign
exchange market where a disturbance from the equilibrium
exchange rate gives rise to automatic forces that push the
exchange rate back toward the equilibrium rate.

Stagflation The combination of recession or stagnation and
increasing prices or inflation.

Standby arrangements The arrangements under which mem-
ber nations negotiate with the IMF for advance approval for
future borrowings from the Fund so they will be immediately
available when needed.

State trading companies The state organizations in centrally
planned economies handling trade in specific product lines.

Statistical discrepancy The entry made in a nation’s balance of
payments to make total credits equal to total debits, as required
by double-entry bookkeeping.

Stolper–Samuelson theorem Postulates that an increase in the
relative price of a commodity (for example, as a result of a tar-
iff) raises the return or earnings of the factor used intensively
in the production of the commodity.

Strategic trade policy The argument that an activist trade
policy in oligopolistic markets subject to extensive external
economies can increase a nation’s welfare.

Subprime mortgage crisis The financial crisis that started in
the U.S. housing market and then spread to the entire financial
and economic sectors of the United States and the world.

Substitution account The account proposed to be used to
exchange all foreign-held dollars for SDRs at the IMF to solve
the problem of the dollar overhang.
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Super gold tranche The amount by which the IMF’s holdings
of a nation’s currency are below 75 percent of the nation’s
quota, which the nation could borrow from the Fund without
the need to repay.

Supply of money The nation’s total money supply is equal to
the nation’s monetary base times the money multiplier.

Surplus in the balance of payments The excess of credits over
debits in the current and capital accounts, or autonomous trans-
actions; equal to the net debit balance in the official reserve
account, or accommodating transactions.

Swap arrangements The arrangements under which national
central banks negotiate to exchange each other’s currency to
be used to intervene in foreign exchange markets to combat
international hot money flows.

Synthesis of automatic adjustments The attempt to integrate
the automatic price, income, and monetary adjustments to cor-
rect balance-of-payments disequilibria.

T

Tariff factories Direct investments made in a nation or other
economic unit (such as a customs union) to avoid import tar-
iffs.

Technical, administrative, and other regulations Nontariff
trade barriers such as safety, health, and labeling requirements,
and border taxes.

Technological gap model The hypothesis that a portion of
international trade is based on the introduction of new products
or processes.

Terms of trade The ratio of the index price of a nation’s export
to its import commodities.

Terms-of-trade effect The change in the relative commodity
prices at which a nation trades; it results from the tendency of
the volume of trade to change as the nation grows.

Theory of the second best Postulates that when all of the con-
ditions required to reach maximum social welfare or Pareto
optimum cannot be satisfied, trying to satisfy as many of these
conditions as possible does not necessarily or usually lead to
the second-best welfare position.

Tokyo Round The multilateral trade negotiations that were
completed in 1979 (under the authority of the 1974 Trade
Reform Act) in which agreement was reached to cut aver-
age tariff rates by about 30 percent and to adopt a uniform
international code of conduct for applying nontariff trade bar-
riers.

Trade Adjustment Assistance The provision of the Trade
Expansion Act of 1962 (and continued in subsequent Trade
Acts), which provides to assist displaced workers and firms
injured by trade liberalization.

Trade Agreements Act of 1934 Authorized the President to
negotiate with other nations mutual tariff reductions of up to
50 percent under the most-favored-nation principle.

Trade controls Tariffs, quotas, advance deposits on imports,
and other restrictions imposed by a nation on international
trade.

Trade-creating customs union A customs union that leads to
trade creation only and increases the welfare of both member
and nonmember nations.

Trade creation Occurs when some domestic production in a
member of the customs union is replaced by lower-cost imports
from another member nation. This increases welfare.

Trade deflection The entry of imports from the rest of the
world into the low-tariff member of a free trade area to avoid
the higher tariffs of other members.

Trade diversion Occurs when lower-cost imports from outside
the union are replaced by higher-cost imports from another
union member. By itself, this reduces welfare.

Trade-diverting customs union A customs union that leads
to both trade creation and trade diversion and may increase
or reduce the welfare of member nations, depending on the
relative strength of these two opposing forces.

Trade effect of a tariff The reduction in the volume of trade
in the commodity resulting from a tariff.

Trade Expansion Act of 1962 Granted the President authority
to negotiate across-the-board tariff reductions of up to 50 per-
cent of their 1962 level and replaced the no-injury principle
with adjustment assistance.

Trade indifference curve The curve showing the various trade
situations that provide a nation equal welfare.

Trade or elasticities approach The theory or approach that
stresses the role of trade or the flow of goods and services in
the determination of exchange rates. This model is more useful
in explaining exchange rates in the long run than in the short
run.

Trade or commercial policies The regulations governing a
nation’s commerce or international trade.

Trade promotion authority or “fast track” Legislation grant-
ing to the president of the United States the right to negotiate
global trade agreements with other nations that allowed no
amendments, but only an up-or-down vote by Congress to rat-
ify or reject the agreement (Sect. 9.7A).

Trade Reform Act of 1974 Granted the President authority
to negotiate tariff reductions of up to 60 percent of their
post-Kennedy Round level and to negotiate reductions in non-
tariff trade barriers.

Trade and Tariff Act of 1984 Authorized the President to
negotiate the lowering of trade barriers in services and a free
trade agreement with Israel, and extended the Generalized Sys-
tem of Preferences (GSP) until 1993.

Transaction demand for money The demand for active money
balances to carry on business transactions; it varies directly
with the level of national income and the volume of business
transactions.

Transfer pricing The overpricing or underpricing of prod-
ucts in the intrafirm trade of multinational corporations in
an attempt to shift income and profits from high- to low-tax
nations.

Transfer problem Deals with the conditions under which a
large and unusual capital transfer is actually accomplished by
an export surplus of the paying nation and an equal import
surplus of the receiving nation.

Transport or logistics costs Freight charges, warehousing
costs, costs of loading and unloading, insurance premiums,
and interest charges while goods are in transit (Sect. 6.6).

Trigger-price mechanism The antidumping mechanism intro-
duced by the United States in 1978 to protect its steel industry
by imposing a duty on underpriced imported steel to make its
price equal to that of the lowest cost foreign producer.

Trilemma The policy dilemma of a nation being able to
achieve only two of three policy choices: a fixed exchange rate
system, unrestricted international finance flows, and monetary
policy autonomy.
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U

Uncovered interest arbitrage The transfer of short-term liquid
funds to the international monetary center with higher interest
rates without covering the foreign exchange risk.

Unilateral transfers Gifts or grants extended to or received
from abroad.

United Nations Conferences on Trade and Development
(UNCTAD) Special conferences held under the auspices of
the United Nations in 1964, 1968, 1972, 1976, 1979, 1983,
1987, and 1992 at which developing nations advanced their
demands to improve the operation of the present international
economic system to facilitate their development.

Unstable foreign exchange market The condition in a foreign
exchange market where a disturbance from equilibrium pushes
the exchange rate farther away from equilibrium.

Uruguay Round The multilateral trade negotiations started in
1986 and completed at the end of 1993 aimed at reversing the
trend of rising nontariff trade barriers. It replaced the GATT
with the World Trade Organization (WTO), brought services
and agriculture into the WTO, and improved the dispute set-
tlement mechanism.

V

Variable import levies The import duties levied by the EU on
imports of agricultural commodities and equal to the differ-
ence between the high farm prices established by the EU and
the lower world prices.

Vehicle currency A currency such as the U.S. dollar used to
denominate international contracts and for international trans-
actions.

Vent for surplus The view that exports could be an outlet for
the potential surplus of agricultural commodities and raw mate-
rials in some developing countries.

Vertical integration The expansion of a firm backward to sup-
ply its own raw materials and intermediate products and/or
forward to provide its own sales or distribution networks.

Voluntary export restraints (VERs) Refer to an importing
country inducing another country to “voluntarily” reduce its
exports of a commodity to the importing nation under the threat
of higher all-around trade restrictions.

W

Wealth effect The change in the output per worker or per per-
son as a result of growth in the nation.

World Trade Organization (WTO) The organization set up
at the Uruguay Round to replace the General Agreement on
Tariffs and Trade (GATT) secretariat with authority over trade
in industrial goods, agricultural commodities, and services,
and with greater authority to settle trade disputes.

Y

Yuan or renminbi The currency of China.
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Argentina. See also G-20 countries; Mercosur
(Southern Common Market)
antidumping investigations by, 266
Big Mac prices in, 467
capital deepening and output per worker, 200
currency board arrangements (CBAs) in,

665, 666
current account balance of, 554
efficiency change and output per worker, 200
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
manufactures exports in, 351
output per worker, growth in, 200
peso, devaluation of, 666
technical progress and output per worker, 200
trade reforms in, 350
Turkey, 709–711

Aruba, exchange rate arrangements of, 672
ASEAN (Association of South East Asian Nations),

317, 327
Japan, free trade agreement (FTA) with, 316
web sites about, 330

Asia. See also Central Asia; East Asia; South Asia
current account balance of, 554
direct investments by U.S. in, 369
GDP (gross domestic product), growth of, 554
Heckscher-Ohlin theory and, 135
high-performance Asian economies

(HPAEs), 337
inward and outward stock of foreign direct

investment (FDI), 374–375
multinational corporations (MNCs) of U.S.,

employment by, 381
trade agreements, 326–327
trade bloc problem, 287
Uruguay Round, gains from, 285

Asian Development Bank web site, 572
Asian Financial Crisis of 1997, 337, 709–711

OECD (Organization for Economic
Cooperation and Development) countries,
effect on, 557

Asia-Pacific Economic Cooperation (APEC), 326
web sites about, 330

Asia Pacific Trade Agreement (APTA), 327
Asset market approach. See Portfolio balance model
Association of Coffee Producing Countries, 345
Association of South East Asian Nations (ASEAN).

See ASEAN (Association of South East Asian
Nations)

Australia
agricultural subsidies in, 267–268
antidumping investigations by, 266
Asian Financial Crisis of 1997, effect of, 557
Big Mac prices in, 467
inflation targeting in, 633
international competitiveness ranking of, 175
labor migration in, 386
pass-through elasticities for, 525
Uruguay Round, gains from, 285
U.S., free trade agreement (FTA) with,

284, 314
Austria. See also EFTA (European Free Trade

Association); European Union (EU)
Environmental Performance Index (EPI)

ranking, 179
Euro (¤), conversion rates for, 662
government debts and budget deficits of, 665
intra-industry trade, growth of, 167
Maastricht convergence indicators, 660

Autarky, 62–63. See also Closed economy
prohibitive tariffs and, 236

Automatic monetary adjustments. See Monetary
adjustments

Automobiles
American care case study, 3
intra-industry trade in automobile products,

163–164
voluntary export restraints (VERs) on Japanese

automobiles to U.S., 261–262
Autonomous transactions, 407

foreign repercussions and, 555–556
in government expenditures, 561–562
of small open economy, 551–555

Average cost curve (AC)
external economies and, 183–184
monopolistic competition and, 169–172

Average propensity to import (APM), 546–547

B

Bahamas in CARICOM, 316
Bahrain

in Gulf Cooperation Council, 315
U.S., free trade agreement (FTA) with,

284, 314
Balanced growth, 190–191
Balance of international indebtedness, 413
Balance of payments, 12, 397–422. See also Deficits;

Gold standard; Monetary approach to the
balance of payments
absorption approach, 558–559
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accounting balances and, 405–407
adjustable peg systems and, 668–670
adjustment in balance-of-payments, 12
BP curve and, 578–581
credits and debits and, 398–399
current account net debit balance, 406
definition of, 399–400
direct controls aimed at, 575
double-entry bookkeeping, 399–401
financial inflows, 399
financial outflows, 399
flexible exchange rates, balance-of-payments

adjustments with, 508–509
foreign exchange rate and, 432–434
gold standard and, 528
international capital transfers and, 377
international investment position of United

States, 412–414
international transactions, 398
Mundell-Fleming model and, 578–581
official settlements balance, 406
postwar balance of payments in U.S., 407–412
protectionism and, 271
residents, defined, 398
summary statements, 398
surplus in, 406–407
synthesis of automatic adjustments and,

560–562
transfer problem, 390–391

Balance of Payments Statistics Yearbook, 24
Balassa-Samuelson effect, 465–466
Baltic Free Trade Agreement (BAFTA), 321
Banana imports, restrictions on, 265
Bancor units, 692
Bangladesh, 656
Bank for International Settlements (BIS), 425–426

web site, 503, 615, 644, 686, 728
Bank of Canada web site, 686
Bank of England web site, 686
Bank of Japan

inflation targeting and, 633
web site, 686

Bank rate, 690
Banks. See also Central banks; Eurocurrency market;

Foreign exchange markets
central bank independence and inflation, 632
of emerging markets, 712
global banks, 10–11
legal reserve requirement (LRR), 472
as lenders of last resort, 424
subprime mortgage crisis, 712

Barbados in CARICOM, 316
Barbuda in CARICOM, 316
Bargaining tariffs, 272
Barter trade and bilateral agreements, 318–321
Basis for trade, 31
Beachhead effect, 526
Beggar-thy-neighbor policies, 673

protectionism, argument for, 271
Smoot-Hawley Tariff Act and, 278

Belgium. See also European Union (EU)
Benelux, 302

and currency crisis of 1992–1993, 658
Euro (¤), conversion rates for, 662
exchange controls by, 601
government debts and budget deficits of, 665
intra-industry trade, growth of, 167
Maastricht convergence indicators, 660

Belize in CARICOM, 316
Benelux, 302
Benign neglect, 702
Benin in West African Economic and Monetary Union

(WAEMU), 316
Big Mac Index, 467–468
Bilateral agreements and CMEA economies, 318–321
Bilateral trade approach, 279
Blocs. See Trading blocs
Board of Governors of the Federal Reserve System

web site, 28
Boeing

aircraft subsidies by, 268
Dreamliner jet, 2
Foreign Sales Corporations (FSC) provisions

of U.S. tax code and, 267
strategic trade policy, two-firm competition

and, 275–277
Bolivia. See also Mercosur (Southern Common

Market)
in Andean Community, 316

Bonds. See Stocks and bonds
Border taxes, 263
Bosnia and Herzegovina

currency board arrangements (CBAs) in, 665
Environmental Performance Index (EPI)

ranking, 179
European Union (EU), negotiations with, 321

Botswana in South Africa Development Community
(SADC), 316

BP curve, 578–581. See also IS-LM-BP model
mathematical derivation of, 611, 612
summary in mathematical terms, 611–613

Brain drain, 4, 385–386
Brazil. See also G-20 countries; Mercosur (Southern

Common Market)
antidumping investigations by, 266
Big Mac prices in, 467
capital-labor ratio of, 117, 196
comparative advantage of, 64
cotton subsidies in U.S., action against, 267
currency crisis in, 513, 709–711
current account balance of, 554
factor abundance of, 116–117
factor intensity of trade, 122–123
foreign debt burden of, 353–354
GDP (gross domestic product), growth of,

554
GNI (gross national income) in, 205–206
growth in trade in, 205–206
inflation in, 513, 633
International Monetary Fund (IMF)

balance-of-payments summary for, 420
inward and outward stock of foreign direct

investment (FDI), 374–375
manufactures exports in, 351
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Brazil (continued )
multinational corporations (MNCs) of U.S.,

employment by, 381
nonagricultural products, tariffs on, 223
purchase power parity (PPP) in, 205–206
as trade partner of U.S., 409
trade reforms in, 350
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
as unfair trader, 281

Bretton Woods system, 526–528, 601, 691–694
as adjustable peg system, 668, 692
collapse of, 700–701
evolution of, 695–697
fixed exchange rates under, 651–652
operation of, 694–695

BRICS, growth in trade among, 205–206
British Commonwealth Preference Scheme, 301
British pound

depreciation of, 438–439
relative international importance of, 426

Broadcom, 2
Brunei in ASEAN (Association of South East Asian

Nations), 317
Buffer stocks, 345
Bulgaria

in Council of Mutual Economic Assistance
(CMEA or COMECON), 318

currency board arrangements (CBAs) in,
665

and European Union (EU), 312, 321
Bundesbank, 658
Bureau of Economic Analysis web site, 28, 422, 539,

572, 615, 644
Burkina Faso in West African Economic and

Monetary Union (WAEMU), 316
Burma. See Myanmar
Burundi, traditional and purchasing-power parity

(PPP) per capita incomes in, 359
Business Week, 25
Buy American Act of 1933, 263

C

Call options, 436
Cambodia in ASEAN (Association of South East

Asian Nations), 317
Canada. See also Canadian dollar; G-7 countries;

G-20 countries; NAFTA (North American Free
Trade Agreement)
absolute advantage and, 34–35
agricultural subsidies in, 267–268
antidumping investigations by, 266
Asian Financial Crisis of 1997, effect of, 557
automobile products, intra-industry trade in,

163–164
Big Mac prices in, 467
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
Department of Foreign Affairs web site, 299
direct investments by U.S. in, 369
dollar, appreciation of, 438–439
efficiency change and output per worker, 200

export volume in, 208–209
factor abundance of, 116–117
factor intensity of trade, 122–123
free trade agreements (FTAs) of, 316
GDP (gross domestic product) growth in,

208–209
income elasticity of imports, 547
industrial products, tariffs on, 232–233
inflation rate in, 476, 633
international competitiveness ranking of, 175
International Monetary Fund (IMF)

balance-of-payments summary for, 419
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
labor migration in, 386
as major trade partner, 9–10
monetary growth in, 476
multinational corporations (MNCs) of U.S.,

employment by, 381
nonagricultural products, tariffs on, 222
output per worker, growth in, 200
pass-through elasticities for, 525
per capita GDP changes in, 208–209
pervasiveness of nontariff trade barriers

(NTBs) in, 268–269
price elasticities for imports and exports, 521
private sector balances of, 549
Quebec, secession threat by, 656
real hourly wage in manufacturing in, 130
technical progress and output per worker, 200
terms of trade changes in, 208–209
trade imbalances in, 716
as trade partner of U.S., 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
Uruguay Round, gains from, 285
voluntary export restraints (VERs) on Japanese

automobiles, 262
Canadian dollar

appreciation of, 438–439
U.S. dollar and, 491

Canadian International Trade Tribunal web site, 299
Capital. See also International capital flows; Perfect

capital mobility
aggregate demand, short-term capital flows

and, 628–629
developing nations, trade and, 335
elastic capital flows, fiscal/monetary policies

with, 584–586
factor endowments of various countries,

116–117
human capital and Leontief paradox, 134
imperfect capital mobilities, IS-LM-BP model

with, 589–591
input-output table and, 131
international flow of, 10–11
labor growth and capital accumulation,

190–191
major net exporters and importers of, 11
output per worker, capital deepening and, 200
in regions of recent settlement, 334
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specific-factors model and, 129
U.S. trade, requirements in, 132

Capital inflows, 399
Capital intensity

commodities, capital intensive, 111, 112
products, factor intensity of, 122
protectionism and, 348
subsidies and, 348

Capital-labor ratios
changes in selected countries, 196
in Heckscher-Ohlin theory, 111
of various countries, 117

Capital outflows, 404
Capital-saving technical progress, 194

graphical analysis of, 216–217
Capital stock per worker

growth in, 195–196
information on, 155

Caribbean Community and Market (CARICOM), 326
Caribbean Free Trade Association (CARIFTA), 316
Caribbean nations. See also specific nations

foreign debt burden of, 353–354
inward and outward stock of foreign direct

investment (FDI), 374–375
Lomé Convention and, 311
population, economic and health indicators in,

351–352
CARICOM, 316
Carry trade, 445–446

web site information, 462
Cartels

centralized cartels, 264, 292–293
international cartels, 263–264
maximization of total profits of, 293

Cascading tariff structure, 232–233
Catcher Technologies, 2
Caterpillar Corporation, 267
Central America. See Latin America
Central American Common Market (CACM), 316,

317, 326
Central American Free Trade Agreement (CAFTA),

326
Central and Eastern European Countries (CEEC),

320–321
Central Asia

foreign debt burden of, 353–354
population, economic and health indicators in,

351–352
Central banks. See also European Central Bank (ECB)

independence and inflation, 632
swap arrangements by, 696, 704

Central Europe
current account balance of, 554
economic integration in, 318–321
GDP (gross domestic product), growth of, 554
Uruguay Round, gains from, 285

Central European Free Trade Association (CEFTA),
321

Centralized cartels, 264, 292–293
Centrally planned economies, 318
Chicago Tribune, 25
Child mortality. See Infant/child mortality

Chile. See also Mercosur (Southern Common Market)
in Andean Community, 316
capital deepening and output per worker, 200
currency depreciation in, 513
efficiency change and output per worker, 200
EU, free trade agreement (FTA) with, 315
inflation in, 513, 633
manufactures exports in, 351
output per worker, growth in, 200
technical progress and output per worker, 200
trade reforms in, 350
U.S., free trade agreement (FTA) with, 284,

314
China. See also G-20 countries

antidumping investigations by, 266
capital-labor ratio of, 117, 196
comparative advantage of, 64
current account balance of, 554
export subsidies by, 267
factor abundance of, 116–117
factor intensity of trade, 122–123
GDP (gross domestic product),

growth of, 554
GNI (gross national income) in, 205–206
growth in trade in, 205–206
as high-performance Asian economy (HPAE),

337
International Monetary Fund (IMF)

balance-of-payments summary for, 420
inward and outward stock of foreign direct

investment (FDI), 374–375
jobs moving to, 1
as major trade partner, 9–10
multinational corporations (MNCs) of U.S.,

employment by, 381
nonagricultural products, tariffs on, 223
population, economic and health indicators in,

351–352
purchase power parity (PPP) in, 205–206
renminbi currency, 427, 462
trade deficit between U.S. and, 411
as trade partner of U.S., 409
trade reforms in, 350
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
trigger-price mechanism and, 265–266
Uruguay Round, gains from, 285
variety gains with international trade and, 165
yuan currency, 427

Chrysler. See Daimler-Chrysler
CIAM (covered interest arbitrage margin), 449–450
CIAP (covered interest arbitrage parity), 446–449
CIAP line, 446–449
Citigroup, 5
Citizen.org/trade, 84
Clearinghouses for foreign exchange, 424
Clearing unions, 692
Climate change, 15

international monetary system and, 718
Closed economy

aggregate demand in, 618–619
aggregate supply in, 618–619
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Closed economy (continued )
equilibrium national income in, 542–545
multiplier in, 545

CMEA or COMECON, 318–321
Cobb-Douglas production function, 78, 151
Cocoa

Ghana, marketing board of, 345
International Cocoa Agreement, 345

Codtonou Agreement, 311
Coffee and International Coffee Agreement, 345
Cold War, Eurocurrency market and, 452
Colombia. See also Mercosur (Southern Common

Market)
in Andean Community, 316
Big Mac prices in, 467
Canada, free trade agreement (FTA) with, 316
EU, free trade agreement (FTA) with, 315
inflation targeting in, 633
U.S. free trade agreement (FTA) with, 284, 314

Commercial policy of U.S., history of, 278–282
Commodities. See also Comparative advantage;

Equilibrium-relative price with trade;
Heckscher-Ohlin theory
buffer stocks, 345
equilibrium-relative commodity price in

isolation, 63–64
factor intensity and, 112–114
inferior goods, 199
international commodity agreements, 345–346
international trade, commodity composition of,

20–21
magnification effect, 193
normal goods, 199
prices, changes in, 342
production theory with two commodities,

78–79
Rybczynski theorem and, 192–193

Commodity terms of trade, 94, 338
deterioration in developing nations, reasons

for, 339–340
of developing nations, 340–342
historical movement in, 340–342
structural breaks and, 341–342

Common agricultural policy (CAP), 267–268,
310–311

Common Market
intra-industry trade and, 164
Trade Expansion Act of 1962 and, 280

Common Market for Eastern and Southern Africa
(COMESA), 326

Common markets, 302
Commonwealth of Independent States (CIS),

320–321, 327
Community indifference curves, 60–62

compensation principle and, 62
difficulties with, 61–62
illustration of, 60–61
marginal rate of substitution (MRS) and, 61

Comparative advantage, 31–50, 109. See also
Heckscher-Ohlin theory
defined, 36–37
factor endowments and, 136

gains from trade and, 37–39
inter-industry trade and, 166
and labor theory of value, 41–42
of largest advanced and emerging economies,

64
with money, 39–40
with more than two commodities, 54–55
with more than two nations, 55
no comparative advantage, 39
opportunity costs and, 41–45

Comparative disadvantage, 36
Comparative statics, 190
Compensation principle, 62
Compensatory and Contingency Financing Facility

(CCFF), 704
Competition. See also Heckscher-Ohlin theory

imperfect competition, 163–175
international competitiveness, 175
monopolistic competition, 169–172
perfect competition in Heckscher-Ohlin theory,

111
strategic trade policy, two-firm competition

and, 275–277
Complete specialization in production, 47
Complete trade liberalization, benefits of, 273–274
Compound tariffs, 222
Computers

foreign manufacturing of parts for, 2
subsidies in Japan, 268

Confidence
Bretton Woods system and, 700
defined, 688

Constant costs, 43–44
gains from trade under, 45–47

Constant elasticity of substitution (CES) production
function, 151

Constant returns to scale, 78
in Heckscher-Ohlin theory, 111

Consumer price index (CPI), 561–562
Consumer surplus and tariffs, 225–226
Consumption

function, 542–545
general equilibrium of, 104–106
tariff, consumption effect of, 224

Contract curves, 82
Contractionary fiscal policy, 574
Corporations. See Multinational corporations (MNCs);

specific corporations
Costa Rica

Canada, free trade agreement (FTA) with, 316
in Central American Common Market

(CACM), 316
dollarization by, 667
DRCAFTA (Dominican Republic-Central

American Free Trade Agreement) with,
284, 314

Environmental Performance Index (EPI)
ranking, 179

Cote d’Ivoire in West African Economic and
Monetary Union (WAEMU), 316

Cotton subsidies in U.S., 267
Council of Foreign Relations web site, 539, 572
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Council of Ministers, 312
Council of Mutual Economic Assistance (CMEA or

COMECON), 318–321
Countertrade and bilateral agreements, 319
Countervailing duties (CVDs), 268
Court of Justice of EU, 312
Covered interest arbitrage, 446–450

covered interest arbitrage margin (CIAM),
449–450

derivation of formula for, 459–460
covered interest arbitrage parity (CIAP),

447–449
Covered interest arbitrage margin (CIAM), 449–450

derivation of formula for, 459–460
Covered interest arbitrage parity (CIAP), 447–449
CPI (consumer price index), 561–562
Crawling peg system, 669, 670

IMF members and, 672
Credits and debits

credit tranches, 693
foreign exchange market, credit function of,

426
international transactions as, 398–399

Credit tranches, 693
Croatia and European Union (EU), 321
Cross-exchange rate, 429–431

arbitrage and, 431–432
Cuba in Council of Mutual Economic Assistance

(CMEA or COMECON), 318
Curacao, exchange rate arrangements of, 672
Currency. See also Financial crises; specific currencies

autonomous increase in value, 561–562
convertibility, 692–693
intervention currency, 692
pass-through, 524–526

Currency board arrangements (CBAs), 665–667, 702
dollarization and, 666–667

Current account balance. See also United States
Asian Financial Crisis of 1997, effect of, 557
autonomous increase in, 561–562
in developing nations, 554
European Financial Crisis and, 524
for G-7 countries, 574–575
pass-throughs and, 524–526
private sector balances, 549

Current account net debit balance, 406
Current events sources, 25
Customs unions, 302. See also Trade-creating customs

unions; Trade-diverting customs unions
dynamic benefits from, 308–309
static welfare effects of, 307–308
theory of the second best and, 306–307

Cyprus and European Union (EU), 312
Czechoslovakia

in Council of Mutual Economic Assistance
(CMEA or COMECON), 318

EU, free trade association (FTA) agreement
with, 320

Czech Republic
Big Mac prices in, 467
in Central European Free Trade Association

(CEFTA), 321

current account balance of, 554
European Union (EU) and, 312, 321
GDP (gross domestic product), growth of, 554
inflation targeting in, 633
restructuring economy of, 320

D

Daimler-Chrysler, 3, 262
as multinational corporation (MNC), 380

Darusalam in ASEAN (Association of South East
Asian Nations), 317

Data Quality Assessment Framework, 712
Deadweight loss of tariff, 227
Death. See Infant/child mortality
Debt. See also Deficits

developing nations, burden in, 353–354
of Eurozone countries, 665
Maastricht Treaty and, 659–661
of United States, 414

De facto classification of exchange rate arrangements,
679–681

Deficits, 406–407
budget deficits and current account of U.S.,

relationship between, 585–586
China, U.S. trade deficit with, 411
external deficit, 583–584
fiscal policies for unemployment and external

deficit, 583–584
Japan, U.S. trade deficit with, 410
Maastricht Treaty and, 659–661
monetary policies for unemployment and

external deficit, 583–584
United States balance-of-payments deficits,

406–407, 585–586, 698–699
Deindustrialization, 60

factors responsible for, 71
Delivery lag, 518
Dell Computers, 2
Demand curve

flexible exchange rates and, 509–511
identification problem and, 517–518
price elasticities and, 517–518

Demand for money, 471–473
demand curve, 580
extended portfolio balance model and, 483
speculative demand for money, 580

Democratic Republic of Congo in South Africa
Development Community (SADC), 316

Denmark. See also EFTA (European Free Trade
Association); European Union (EU)
Big Mac prices in, 467
and currency crisis of 1992–1993, 658
Exchange Rate Mechanism II (ERM II) and,

662
international competitiveness ranking of, 175
Maastricht convergence indicators, 660

Depreciation
absorption approach, 558–559
beachhead effect, 526
current account balance of United States and,

523
defined, 429
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Depreciation (continued )
in developing nations, 512–513
domestic prices, effect on, 531–533
East Asia, currency depreciation in, 512–513
effective exchange rate and, 431
of Euro (¤), 438–439
European Financial Crisis and, 524
Latin America, currency depreciation in,

512–513
monetary approach to the balance of payments

and, 474–475
portfolio balance model and, 485
synthesis of automatic adjustments and,

560–562
time path to new equilibrium exchange rate

and, 487–489
Depression. See Great Depression
Derived demand, 114
Desired or planned investment, 542–545
Destabilizing speculation, 443

crawling peg system and, 670
fixed exchange rates and, 650–652
managed floating exchange rate system and,

670–673
Devaluation, 508

absorption approach, 558–559
crawling peg system and, 670
currency crises and, 711–712
domestic prices, effect on, 531–533
fixed exchange rate and, 578
international macroeconomic policy

coordination and, 673
supply curve and, 512
of United States dollar, 699

Developing nations. See also Trade liberalization
buffer stocks, 345
classification of countries as, 331
commodity terms of trade of, 340–342
contributions of trade to, 335–336
current account balance in, 554
deprecation of currency in, 512–513
deterioration of terms of trade in, 339–340
Doha Round, gains from, 288
endogenous growth theory, 336–337
engine of growth, trade as, 333–335
exchange controls of, 602
export instability and, 343–346
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
Generalized System of Preferences (GSP) and,

281
globalizing developing nations, 348–349
immiserizing growth and, 203
import substitution and, 346–351
income inequality in, 352
income terms of trade of, 342
industrialization and, 346–347
inflation in, 512–513
insufficient restructuring in, 14–15, 715–717
international commodity agreements and,

345–346

inward and outward stock of foreign direct
investment (FDI), 374–375

manufactures in total exports of, 350–351
marketing boards, 345
New International Economic Order (NIEO)

and, 354–355
nonagricultural products, tariffs on, 223
poverty in, 15, 351–352, 717–718
purchase contracts, 346
supply and demand in, 334–335
terms of trade of, 96, 339–342
trade integration among, 316–318
trade problems of, 354–356
traditional trade theory and, 332–333
Uruguay Round, gains from, 285

Differentiated products, 163–164
Direct controls, 575, 600–603

international cooperation and, 602–603
Direct investments, 367

fluctuations in foreign direct investments flows
to U.S., 370–371

foreign direct investments (FDI), 370–371
investments abroad by area by U.S., 369
inward and outward stock of foreign direct

investment (FDI), 374–375
long-term private international investments by

U.S., 370
motives for, 373–374

Direction of Trade Statistics (IMF), 25, 155, 693
Direct price of foreign currency, 430
Dirty floating, 671
Dirty industries, 178
Discount rate, 690
Discrimination

GATT (General Agreement on Tariffs and
Trade) and, 279

international price discrimination, 293–294
Disease. See also HIV/AIDS

and Millennium Development Goals (MDGs),
355

Disequilibrium under foreign exchange rates, 432
Distribution of income. See Income distribution
Division of labor in developing nations, 335
Doha Round, 257, 286–288

benefits from, 288
as development round, 354

Dollar. See Canadian dollar; United States dollar
Dollar glut, 701
Dollarization, 666–667, 702

benefits and costs of, 667
Dollar overhang, 707
Dollar shortage, 698
Dollar standard, 700
Domestic distortion and protectionism, 271–272
Domestic goals, tariffs vs. subsidies and, 294–295
Domestic value added, 230
Dominica in CARICOM, 316
Dominican Republic, free trade agreements (FTAs)

with, 284
Double-entry bookkeeping, 399–401
Double factoral terms of trade, 339
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DRCAFTA (Dominican Republic-Central American
Free Trade Agreement), 284, 314

Drought in Sub-Saharan Africa, 355
Dumping, 264–265. See also Antidumping

international price discrimination, 293–294
web site discussions, 299

Dutch disease, 514
Dutiable imports, U.S. average tariff rates on, 282
Duty-free zones, 302
Dynamic analysis, 190
Dynamic external economies, 184

specialization and, 184–185

E

Early-warning financial indicators, 712
East African Community (EAC), 316, 326
East Asia

currency depreciation and inflation in, 512–513
foreign debt burden of, 353–354
GDP growth in, 337
inflation in, 512–513
population, economic and health indicators in,

351–352
Eastern Europe

Council of Mutual Economic Assistance
(CMEA or COMECON) and, 318–321

economic integration in, 318–321
East Germany

in Council of Mutual Economic Assistance
(CMEA or COMECON), 318

rebuilding of, 674
Easy monetary policy, 574
Economic and Monetary Community of Central

Africa (ECCAS), 326
Economic Community of West African States

(ECOWAS), 326
Economic Cooperation Organization (ECO), 327
Economic crises. See Financial crises
Economic exposure, 440
Economic integration, 301

in Central and Eastern Europe, 318–321
with developing nations, 316–318
European Union (EU) and, 309–312
in Former Soviet Republics, 318–321
intra-regional-trade-agreement (RTA) exports,

319
trade pattern changes with, 319

Economic nationalism, 33
The Economic Report of the President, 24

web site, 28, 299, 686
Economic unions, 302
Economies of scale

customs unions and, 308
in developing nations, 335
endogenous growth theory and, 336
external economies compared, 162
and international trade, 159–163
intra-industry trade and, 166
multinational corporations (MNCs) and, 378,

379
new international economies of scale, 161–162
offshoring and, 161

outsourcing and, 161
The Economist, 25
Ecuador. See also Mercosur (Southern Common

Market)
in Andean Community, 316
dollarization by, 667

Edgeworth box diagram, 79–82
factor-price equalization theorem and, 142, 143

Education
immigration and levels of, 387
Millennium Development Goals (MDGs) and,

355
EE curve, 576–578
Effective exchange rate, 431
Efficiency

flexible exchange rates and market efficiency,
647

of foreign exchange markets, 450–451
output per worker and, 200

EFTA (European Free Trade Association), 327
Canada and, 316
current members of, 313
as free trade area, 301
trade integration and, 312–313
Uruguay Round, gains from, 285

Egypt
Big Mac prices in, 467
EU, free trade agreement (FTA) with, 315
manufactures exports in, 351
trade reforms in, 350

Elasticities, 507, 558. See also Price elasticities
capital flows, fiscal/monetary policies with,

584–586
optimism/pessimism, 517

Elasticity of substitution, 137
and factor-intensity reversal, 150–151
Leontief paradox and, 151

Electronic transfers and foreign exchange market, 426
El Salvador

in Central American Common Market
(CACM), 316

dollarization by, 667
DRCAFTA (Dominican Republic-Central

American Free Trade Agreement) with,
284, 314

Emerging markets, strengthening, 712
Employment. See also Labor; Outsourcing;

Unemployment
expansionary fiscal policy and full-employment

level, 581–582
foreign investments and, 377
of multinational corporations (MNCs),

379–380, 381
offshoring, 161
prices and full employment, 597
tight monetary policy and full-employment

level, 581–582
Endogenous growth theory, 336–337
Energy Information Administration web site, 108
Engine of growth, trade as, 333–335
England. See United Kingdom
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England’s Treasure by Foreign Trade (Munn), 33
Enterprise for the American Initiative (EAI), 314
Entire industry output expands, 162
Environment. See also Climate change

degradation of, 15
Environmental Performance Index (EPI), 179
globalization and, 4
international environmental law web sites, 299
international monetary system and degradation

of, 718
international trade and standards for, 178–179
labor and environmental standards, 287
pollution, 178
standards for, 178–179

Environmental Performance Index (EPI), 179
Equilibrium, 76–78

in closed economy, 621–623
Mundell-Fleming model and, 578–581
producers in, 77–78

Equilibrium foreign exchange rates, 427–431
Equilibrium in isolation, 62–64

equilibrium-relative commodity price in
isolation, 63–64

illustration of, 62–63
Equilibrium national income, 542–545

in closed economy, 542–545
foreign repercussions and, 556
in small open economy, 548–551

Equilibrium-relative commodity prices, 46–47
in isolation, 63–64
with trade, 66–67

Equilibrium-relative price with trade
general equilibrium analysis, 91–92
with partial equilibrium analysis, 86–88

Escape clause, 279–280
Estonia

in Baltic Free Trade Agreement (BAFTA), 321
currency board arrangements (CBAs) in, 665
European Union (EU), membership in, 312
Exchange Rate Mechanism II (ERM II) and,

662
restructuring economy of, 320

Euler’s theorem, 145–146
Eurasian Economic Community (EEC), 327
Eurex, 436
Euro (¤). See also Eurocurrency market; Foreign

exchange rates
balance of payments and, 432–434
conversion rates for, 662
creation of, 427, 660–663
depreciation of, 438–439
exchange rate policy for, 664
forecasting exchange rate for, 491–492
foreign exchange risks and, 438–439
relative international importance of, 426
United States demand for, 429

Eurobonds, 455
EUROBOR, 455
Eurocredits, 455
Eurocurrency, 451–455. See also Eurocurrency market
Eurocurrency market, 695

arbitrage and, 453

dollar overhang and, 707
effects of, 454
growth of, 453
operation of, 454
reasons for development and growth of,

452–453
size of, 453

Eurodeposits, 451–452
Eurodollars, 451
Euro Mediterranean Free Trade Area (EMFTA), 315
Euronext Liffe, 436
Euronotes, 455
European Central Bank (ECB), 659

Eurozone crisis and, 664
inflation targeting and, 633
international macroeconomic policy

coordination and, 674
monetary policy and, 663–665
rapid growth, interest rates and, 598–600
web site, 686

European Commission (EC), 312
web site, 686

European Common Market. See Common Market
European Currency Unit (ECU), 657
European Economic Area (EEA), 313, 327
European Free Trade Association (EFTA). See EFTA

(European Free Trade Association)
European Monetary Cooperation Fund (EMCF), 657
European Monetary Institute (EMI), 659
European Monetary System (EMS), 657–665

currency crisis of 1992–1993, 658
formation of, 702
monetary union goal, 658–659

European Monetary Union (EMU), 426, 427, 660
web site, 572

European options, 436
European Parliament, 312, 663–664
European snake, 700
European System of Central Banks (ESCB), 663
European Union (EU), 302, 327. See also Euro (¤);

Eurozone; Maastricht Treaty
agricultural subsidies in, 267–268
aircraft subsidies by, 268
antidumping investigations by, 266
Asian Financial Crisis of 1997, effect of, 557
automobile products, intra-industry trade in,

163–164
banana imports, restrictions on, 265
benefits and costs of, 663
Big Mac prices in, 467
Codtonou Agreement and, 311
common agricultural policy (CAP), 267–268
comparative advantage of, 64
deindustrialization in, 71
direct investments by U.S. in, 369
economic integration and, 309–312
economic profile of, 310
export stability, scheme for, 346
factor intensity of trade, 122–123
fiscal policy of U.S., effect of, 588–589
free trade agreements (FTAs) of, 315
gains from single EU market, 311–312
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GNI (gross national income) in, 205–206
industrial products, tariffs on, 232–233
informational web sites, 330
international macroeconomic policy

coordination and, 674
intra-regional-trade-agreement (RTA) exports

and, 319
Lomé Convention and, 311
multinational corporations (MNCs) of U.S.,

employment by, 381
new partnership agreements (NPAs), 311
nonagricultural products, tariffs on, 222
pervasiveness of nontariff trade barriers

(NTBs) in, 268–269
population, economic and health indicators in,

351–352
purchase power parity (PPP) in, 205–206
recession and, 14
structural imbalances in, 716–717
tariffs, economic effect of, 228–229
temporary labor migration in, 386
trade agreements, 327
trade bloc problem, 287
Trade Expansion Act of 1962 and, 280
transition economies and, 717
Uruguay Round and, 284, 285
U.S., imports from, 34
voluntary export restraints (VERs) on Japanese

automobiles, 262
web site, 299, 686

EuroStat (the Statistical Office of European
Communities) web site, 155

Eurosterling, 451
Eurozone, 427

2012, countries as of, 661
crisis, 664–665

Exchange controls, 600, 601–602
multiple exchange rates, 602

Exchange rate bands, 667–668, 669
Exchange Rate Mechanism (ERM), 658
Exchange Rate Mechanism II (ERM II), 662
Exchange rates. See Foreign exchange rates
Exercise price, 436
Expansionary fiscal policy, 574

full-employment level and, 581–582
from natural level of output and recession

under fixed exchange rates, 630
policy mix and, 594

Expansion paths, 78
Expectations

monetary approach to the balance of payments
and, 478–480

portfolio balance model and, 482
for prices, 622
spot rate, expected change in, 482–484
Taylor monetary rule and, 492

Expenditure-changing policies, 573–574
internal and external balance with, 576–578

Expenditure-switching policies, 575
internal and external balance with, 576–578

Export-Import Bank, 266
web site, 299

Export instability
cause and effects of, 343–344
and developing nations, 343–346
international commodity agreements and,

345–346
measurements of, 344–345

Export pessimism, 354
Export productivity index, 338–339
Exports. See also Imports

capital, major net exporters and importers of,
11

commercial services, leading importers and
exporters of, 23–24

geographical destination of, 22–23
index of export to import prices for U.S., 88
industrialization, export-oriented, 347
major goods exports and imports of U.S., 403
merchandise, leading importers and exporters,

22–23
overlapping demands hypothesis, 163
preference similarity hypothesis, 163
small open economy, export funciton of, 548

Export subsidies, 266–270
analysis of, 269–270
countervailing duties (CVDs) and, 268
pervasiveness of, 268–269

Export tariffs, 221
optimum tariff and, 240–241

Extended Fund Facility (EEF), 704
Extended portfolio balance model, 482–484
External balance, 573, 576–578

fiscal policy from unemployment and,
581–582

monetary policy from unemployment and,
581–582

Mundell-Fleming model and, 578–581
policy mix and, 594–596

External deficit
fiscal policies for unemployment and, 583–584
monetary policies for unemployment and,

583–584
External economies

dynamic external economies, 184
economies of scale compared, 162
and pattern of trade, 182–185
specialization and, 183–184

Extraterritorial income provisions of U.S. tax code,
267

F

Factor abundance, 114–118
defined, 114
and production frontiers, 115–118
of various countries, 116–117

Factor-endowment theory, 118
comparative advantage and, 136

Factor intensity, 112–114. See also Heckscher-Ohlin
theory
of major product categories, 122
of trade of various countries, 122–123

Factor-intensity reversal, 137–138
elasticity of substitution and, 150–151
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Factor-intensity reversal (continued )
empirical tests of, 151
illustration of, 148–149

Factor-price equalization theorem, 118. See also Real
wage rate of labor
absolute factor-price equalization, 125–126,

145–146
convergence of real wages in industrial

countries, 130
Edgeworth box diagram and, 142, 143
empirical relevance of, 129–131
factor intensity reversal and, 137–138
and income distribution, 123–131
relative factor-price equalization, 125–126,

142–145
specific-factors model and, 128–129

Factor prices and Rybczynski theorem, 192–193
Factor-proportions theory, 118
Famine. See Hunger and starvation
Fast track of president to negotiate trade agreements,

284–285
web site discussions, 299

Federal Reserve Bank
central bank independence and inflation, 632
inflation targeting and, 633
rapid growth, interest rates and, 598–600

Federal Reserve Bank of New York web site, 686
Federal Reserve Bank of St. Louis web site, 462, 503,

539, 572, 615, 644, 686
Federal Reserve Board

Board of Governors web site, 28
international macroeconomic policy

coordination and, 674
monetary policy and, 596
Multi-Country Model of, 561, 592–593
Regulation Q, 452
web site, 644

Federal Reserve Bulletin, 24, 25
FIAT Corporation, 262
Financial account, 406
Financial capital. See Capital
Financial crises

chronology of, 710–711
in emerging market economies, 709–714
of Group of Twenty (G-20) economies,

712–714
Mexican peso, collapse of, 709
original sin and, 712

Financial inflows, 399
Financial outflows, 399
Financial Times, 25
Finland. See also EFTA (European Free Trade

Association); European Union (EU)
Euro (¤), conversion rates for, 662
international competitiveness ranking of, 175
Maastricht convergence indicators, 660

First-credit tranche, 703–704
Fiscal policies, 573–574. See also Monetary policies;

Policy mix
and aggregate demand in open economies, 629
with elastic capital flows, 584–586

from external balance and unemployment,
581–582

from external deficit and unemployment,
583–584

flexible exchange rates and, 647–648
government of U.S. determining, 596
Mundell-Fleming model and, 578–581
open-economy trilemma, 654–655
with perfect capital mobility, 586–589
United States fiscal policies, 588–589, 599

Fixed exchange rates. See also Gold standard
adjustable peg systems and, 668–670
aggregate demand under, 624–625
case for, 649–655
currency board arrangements (CBAs) and,

665–667
devaluation and, 578
exchange rate bands, 667–668, 669
expansionary fiscal policies from natural level

of output and recession under, 630
flexible exchange rate vs., 645–646
IS-LM-BP model with, 581–589
macroeconomic performance and, 653, 697
open-economy trilemma, 654–655
optimum currency areas and, 656–657
perfect capital mobility with fixed exchange

rates, fiscal/monetary policies with,
586–589

price discipline and, 652–654
speculation and, 650–652
trade problem and, 569
uncertainty, avoidance of, 649–650

Flexible credit line (CL), 704
Flexible exchange rates, 428

adjustments with, 508–512
aggregate demand under, 625–626
balance-of-payments adjustments with,

508–509
case for, 646–648
demand curve, derivation of, 509–511
domestic prices, effect on, 512–514
economic shocks affecting aggregate demand

in open economies with, 626–629
fixed exchange rates vs., 645–646
fold standard and, 528
freely flexible exchange rate system, 433
macroeconomic performance, 653, 697

aggregate demand and, 626–629
market efficiency with, 647
Marshall-Lerner condition, 516–517
open-economy trilemma, 654–655
optimum currency areas and, 656–657
policy advantages with, 647–648
stability/instability of foreign exchange

markets and, 514–516
supply curve, derivation of, 511–512
synthesis of automatic adjustments and,

560–562
terms of trade, effect on, 512–514
United States dollar, effective exchange rate

of, 521–522
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Floating exchange rate system, 433. See also
Managed floating exchange rate system
IMF members and, 672

Footloose industries, transportation costs of, 178
Forbes, 25
Ford Motor Co.

as multinational corporation (MNC), 380
Probe, 3

Forecasting exchange rates. See Foreign exchange
rates

Foreign bonds, 455
Foreign direct investments (FDI), 370–371
Foreign exchange brokers, 424
Foreign exchange futures, 436–437

hedging and, 441
Foreign exchange markets, 12

Bank for International Settlements (BIS),
425–426

credit function of, 426
currencies of, 437
defined, 423
efficiency of, 450–451
electronic transfers and, 426
functions of, 423–427
geographic distribution of, 437
levels of participants in, 424
Marshall-Lerner condition, 516–517
risks of, 438–440
size of, 437
stability/instability of, 514–516
web site information, 462

Foreign exchange options, 436–437
hedging and, 441

Foreign exchange rates, 427–434. See also Fixed
exchange rates; Flexible exchange rates;
Monetary approach to the balance of
payments; Portfolio balance model;
Purchasing-power parity (PPP) theory
arbitrage and, 431–432
and balance of payments, 432–434
carry trade, 445–446
cross-exchange rate, 429–432
de facto classification of exchange rate

arrangements, 679–681
disequilibrium under, 432
domestic prices, effect on, 531–533
effective exchange rate, 431
efficiency of foreign exchange markets and,

450–451
equilibrium foreign exchange rates, 427–431
excessive fluctuations/misalignment in, 14
with flexible exchange rate system, 428
fluctuations of, 438–440
forecasting, 487–489

empirical tests of, 489–492
freely floating exchange rate system, 648
hedging and, 441–442
inflation differentials and, 469
international capital flows and, 507–508
macroeconomic performance and, 697
multiple exchange rates, 602
overshooting, 486–489

current problems with, 706
of U.S. dollar, 490–491

pass-throughs, 524–526
quotations for, 430
speculation and, 442–444
spot rates, 434–435
time path to new equilibrium exchange rate,

487–489
web site information, 462

Foreign exchange risk, 438–440
covered interest arbitrage and, 446
hedging, 441–442
speculation and, 442–444

Foreign exchange swaps, 435–436
Foreign investments, 367–368. See also Direct

investments; International capital flows;
Portfolio investments
direct investments, 368
long-term private international investment

positions of U.S., 369
portfolio investments, 368

Foreign repercussions, 555–557
foreign trade multipliers with foreign

repercussions, derivation of, 566–568
Foreign Sales Corporations (FSC) provisions of U.S.

tax code, 267
Foreign trade multiplier, 551–555

foreign repercussions and, 556
mathematical derivation of, 566–568

Formal derivation of offer curves, 101–104
outline of, 104–105

Former Soviet Republics. See also specific nations
Central and Eastern European Countries

(CEEC), 320–321
economic integration in, 318–321
web sites about, 330

Forrester Research Inc., 70
Fortune, 25
Forward contracts, 437
Forward discounts (FD), 435
Forward premiums (FP), 435
Forward rates, 434, 489
Franc. See Swiss franc
France. See also European Union (EU); G-7 countries;

G-20 countries
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
central bank independence and inflation, 632
and currency crisis of 1992–1993, 658
current account balance in, 524
effective exchange rates in, 524
efficiency change and output per worker, 200
Environmental Performance Index (EPI)

ranking, 179
Euro (¤), conversion rates for, 662
exchange controls by, 601
export volume in, 208–209
factor abundance of, 116–117
GDP (gross domestic product) growth in,

208–209
gold standard and, 690–691
government debts and budget deficits of, 665
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Frace (continued )
income elasticity of imports, 547
inflation rate in, 476
international macroeconomic policy

coordination and, 674
International Monetary Fund (IMF)

balance-of-payments summary for, 419
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
labor migration in, 386
Maastricht convergence indicators, 660
monetary growth in, 476
multinational corporations (MNCs) of U.S.,

employment by, 381
output per worker, growth in, 200
pass-through elasticities for, 525
per capita GDP changes in, 208–209
price elasticities for imports and exports, 521
private sector balances of, 549
real hourly wage in manufacturing in, 130
technical progress and output per worker, 200
terms of trade changes in, 208–209
trade imbalances in, 716
as trade partner of U.S., 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
U.S. companies, manufacturing for, 2
war damage reparations paid by, 391

Free economic zones, 32
Freeloader nations, 279
Freely floating exchange rate system, 433, 648

fluctuation in rates with, 649
reserves with, 688

Free trade, 275
GATT (General Agreement on Tariffs and

Trade) and, 279–280
skepticism of, 84

Free trade agreements (FTAs), 284, 286, 314–316
Free trade agreement (FTA) with U.S., 284, 314
Free Trade Area of the Americas (FTAA), 314, 316,

326
web sites about, 330

Free trade areas, 301–302
Frictional unemployment, 573
Full-employment. See Employment
Fundamental disequilibrium, 692
Futures. See Foreign exchange futures

G

Gains from exchange, 69–70
Gains from specialization, 69–70
Gains from trade, 31, 37–39

constant costs and, 45–47
exchange, gains from, 69–70
illustration of, 45–46
with increasing costs, 64–72

illustration of, 65–66
relative commodity prices and, 46–47
specialization and, 67–70

Game theory, 275–277

GATT (General Agreement on Tariffs and Trade),
279–280
Kennedy Round and, 695
trade liberalization and, 349–350
trade rounds sponsored by, 286

GDP (gross domestic product). See also International
trade
complete trade liberalization, benefits of,

273–274
developing nations, growth in, 554
Eastern Asia, growth in, 337
European Union (EU) and, 311–312
extended portfolio balance model and, 483
factor endowments of various countries,

116–117
globalizers, growth of GDP in, 348–349
gravity model and, 9–10
growth of, 7, 8
imports and exports and, 6
interdependence and, 6–7
nonglobalizers, growth of GDP in, 348–349
per capita GDP, 208–209
portfolio balance model and, 483, 485
rich countries, growth of GDP in, 348–349
short-run outputs in United States, 623
United States, growth in, 208–209, 553
variety gains with international trade and, 165
world GDP, growth of, 553

Gender equality and Millennium Development Goals
(MDGs), 355

General Agreement on Tariffs and Trade (GATT). See
GATT (General Agreement on Tariffs and
Trade)

General Arrangements to Borrow (GAB), 602,
695–696
expansion of, 704

General Data Dissemination System (GDDS), 712
General Electric, 380
General equilibrium analysis, 91–92, 96–97. See also

Tariffs
Heckscher-Ohlin theory and, 119–120
Meade, James and, 104–106
partial equilibrium analysis and, 93–94
of production, consumption, and trade,

104–106
stable and unstable equilibria, 107
trade-diverting customs unions, static welfare

effects of, 324–325
of transportation costs, 176

Generalized System of Preferences (GSP), 281
General Motors (GM), 262

as multinational corporation (MNC), 380
Geography

and composition of international trade, 20, 22
and export destination, 22–23

German mark
devaluation in crisis of 1992–1993, 658
exchange rate indices for U.S. dollar and,

477–478
interest rate differentials and exchange rate

index for, 480
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Germany. See also East Germany; European Union
(EU); G-7 countries; G-20 countries
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
central bank independence and inflation, 632
current account balance in, 524
effective exchange rates in, 524
efficiency change and output per worker, 200
Euro (¤), conversion rates for, 662
exchange controls by West Germany, 601
export volume in, 208–209
factor abundance of, 116–117
GDP (gross domestic product) growth in,

208–209
government debts and budget deficits of, 665
income elasticity of imports, 547
inflation rate in, 476
international competitiveness ranking of, 175
international macroeconomic policy

coordination and, 674
International Monetary Fund (IMF)

balance-of-payments summary for, 419
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
labor migration in, 386
Maastricht convergence indicators, 660
as major trade partner, 9–10
monetary growth in, 476
multinational corporations (MNCs) of U.S.,

employment by, 381
output per worker, growth in, 200
pass-through elasticities for, 525
per capita GDP changes in, 208–209
price elasticities for imports and exports, 521
private sector balances of, 549
real hourly wage in manufacturing in, 130
technical progress and output per worker, 200
temporary labor migration in, 386
terms of trade changes in, 208–209
trade imbalances in, 716
as trade partner of U.S., 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
voluntary export restraints (VERs) on Japanese

automobiles, 262
war damage reparations paid by, 391
Zollverein, 302

Ghana
cocoa marketing board of, 345
inflation targeting in, 633

Global economy, 1–2
Globalization, 3–5

antiglobalization movement, 287
India and, 5
job loss rates and, 162
poverty and, 355–356
trade barriers and, 715

Globalizing developing nations, 348–349
Global monetarists, 474
Global warming. See Climate change
GNI (gross national income)

foreign debt of developing nations and,
353–354

as measure of economic size, 205–206
GNP (gross national product), 561–562
Gold. See also Gold standard

international reserves, 701
private ownership of, 702–703

Gold-exchange standard, 692–693
Gold export point, 527, 689
Gold import point, 527
Gold points, 689
Gold pool. See Special Drawing Rights (SDRs)
Gold standard, 526–528, 688–691

from 1880–1914, 689–690
graphical derivation of gold points and gold

flows under, 536–537
Great Depression and, 691
international gold points and gold flows,

532–533
interwar experience and, 690–691
macroeconomic performance under, 697
price-specie-flow mechanism, 527–528
rules of the game of, 528, 689

Gold tranches, 693–694
first-credit tranche, 703–704

Goods market and Mundell-Fleming model, 578–581
Government. See also Balance of payments

expenditures, 574
fiscal policy and, 596
G-7 countries, average government balance in,

574–575
mercantilism and, 33
procurement policies, 263

Gravity model, 9–10
web site for, 28

Great Britain. See United Kingdom
Great Depression, 4

destabilizing speculation and, 651
gold standard and, 526–528, 691
international economics and, 13–14

Greece. See also European Union (EU)
Eurozone crisis and, 664–665
government debts and budget deficits of, 665
Maastricht convergence indicators, 660

Grenada in CARICOM, 316
The Grenadines in CARICOM, 316
Gross domestic product (GDP). See GDP (gross

domestic product)
Gross national income (GNI). See GNI (gross national

income)
Group of 7 countries. See G-7 countries
Group of Ten nations, 602
Group of Twenty (G-20) economies, 712–714
Growth. See also Developing nations; Labor growth;

Rybczynski theorem
in capital stock per worker, 195–196
endogenous growth theory, 336–337
immiserizing growth, 202–203
international monetary system, slow growth

and, 714
large-country case for growth and trade,

201–205
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Growth (continued )
macroeconomic policies for, 634–635
small-country case of growth and trade,

196–201
taste changes affecting, 208
two nations, growth and trade in, 206–209

G-7 countries
current account balances in, 574–575
fixed exchange rate, macroeconomic

performance and, 653
flexible exchange rate, macroeconomic

performance and, 653
government balance in, 574–575
income elasticity of imports, 547
pass-through elasticities for, 525
price elasticities for imports and exports, 521
private-sector balance in, 549, 574–575
terms of trade of, 95
trade imbalances in, 716

G-20 countries
antidumping investigations by, 266
intra-industry trade for, 168

Guatemala
in Central American Common Market

(CACM), 316
DRCAFTA (Dominican Republic-Central

American Free Trade Agreement) with,
284, 314

inflation targeting in, 633
Guinea Bissau in West African Economic and

Monetary Union (WAEMU), 316
Gulf Cooperation Council (GCC),

315, 326
Guyana in CARICOM, 316

H

Haiti in CARICOM, 316
Health regulations, 262–263
Heat pollution, 178
Heckscher-Ohlin theory, 109, 118–123. See also

Factor-price equalization theorem; H-O
theorem
assumptions of, 110–112
empirical tests of, 131–138
factor intensity reversal and, 137–138
general equilibrium nature of, 119–120
H-O theorem, 118–119
illustration of, 120–123
intra-industry trade and, 166
Leontief paradox, 131–136
meaning of assumptions, 110–112
and new trade theories, 158–159
portfolio investments and, 371–372
Ricardian trade model and, 50
with skills and land, 135
specific-factors model and, 128–129
taste differences, trade based on, 73

Hedging, 441–442
Herzegovina. See Bosnia and Herzegovina
Hewlett Packard

foreign manufacturing for, 2
as multinational corporation (MNC), 380

Hicksian technical progress. See Technical progress
High import-competing industries, job losses in, 70
High-Level Symposium on Trade and the

Environment, Geneva, 1999, 178
Highly skilled labor

factor endowments of various countries,
116–117

factor intensity of, 122
High-performance Asian economies (HPAEs), 337

protectionism and, 354
High-powered money, 472
Hitachi as multinational corporation (MNC), 380
HIV/AIDS

Millennium Development Goals (MDGs) and,
355

Sub-Saharan Africa and, 355
Home-nation laws, 382
Homogeneous of degree 1, 78
Honda Motors

Accord, 3
as multinational corporation (MNC), 380

Honduras
Canada, free trade agreement (FTA) with, 316
in Central American Common Market

(CACM), 316
DRCAFTA (Dominican Republic-Central

American Free Trade Agreement) with,
284, 314

H1-B visa program, 387
Hong Kong

Big Mac prices in, 467
currency board arrangements (CBAs) in, 665
current account balance of, 554
economic crisis of 1997, 337
exchange rate arrangements of, 672
GDP (gross domestic product), growth of, 554
as high-performance Asian economy (HPAE),

337
international competitiveness ranking of, 175
inward and outward stock of foreign direct

investment (FDI), 374–375
Uruguay Round, gains from, 285

Horizontal integration, 373
multinational corporations (MNCs) and, 378

H-O-S theorem. See Factor-price equalization theorem
H-O theorem, 118–119. See also Factor-price

equalization theorem
factor intensity reversal and, 137–138
general equilibrium and, 120

Hot money flows, 708–709
Housing market

crisis in U.S., 713
international economics and, 13–14

Human capital and Leontief paradox, 134
Hungary

Big Mac prices in, 467
in Central European Free Trade Association

(CEFTA), 321
in Council of Mutual Economic Assistance

(CMEA or COMECON), 318
European Union (EU) and, 312, 321
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free trade association (FTA) agreement with,
320

inflation targeting in, 633
intra-industry trade, growth of, 167
pass-through elasticities for, 525
restructuring economy of, 320

Hunger and starvation, 15
Millennium Development Goals (MDGs) and,

355
Sub-Saharan Africa and, 355

Hyundai Motors, 380

I

IBM
India, outsourcing to, 5
as multinational corporation (MNC), 380

Iceland. See also EFTA (European Free Trade
Association)
inflation targeting in, 633

Identification problem, 517–518
IMF (International Monetary Fund). See International

Monetary Fund (IMF)
IMF conditionality, 704–705
IMF Interim Committee, 708
IMF Survey Magazine, 25
Imitation process, technological gap model and, 172
Immigration. See also International labor migration

U.S., debate and policy in, 386–387
wage inequalities and, 127–128

Immigration Reform and Control Act of 1986,
386–387

Immiserizing growth, 202–203
Imperfect capital mobilities, IS-LM-BP model with,

589–591
Imperfect competition, 163–175
Import productivity index, 339
Imports. See also Balance of payments; Exports;

Nontariff trade barriers (NTBs); Price
elasticities; Quotas; Tariffs
capital, major net exporters and importers of,

11
commercial services, leading importers and

exporters of, 23–24
GDP (gross domestic product) and, 6
income elasticity of imports, 547
input-output table and, 131
intra-regional-trade-agreement (RTA) exports,

319
leading industrial countries, volume changes

for, 208–209
major goods exports and imports of U.S., 403
major trade partners of U.S., 9–10
merchandise, leading importers and exporters,

22–23
petroleum export to import prices, index of, 88
R&D science and, 173
restrictions on, 33–34
small open economy, import function of,

546–547
voluntary export restraints (VERs), 261–262

Import substitution, 131–132
developing nations and, 346–351

experience with, 348–349
Import-substitution industrialization (ISI) strategy, 347

trade liberalization and, 349
Import tariffs, 221

import quotas compared, 260
infant-industries and, 261–262
optimum tariff, 239–241
United States, economic effect of import tariffs

in, 228
Uruguay Round and, 232

Income
adjustment mechanism, 508
elasticity of demand of imports, 547
per capita in developing nations, 351–352

Income distribution
short-run income distribution, 146–148
trade and, 126–128

Income inequalities, 352
traditional and purchasing-power parity (PPP)

and, 359–360
Income terms of trade, 338

of developing nations, 342
historical movement in, 340–342

Incomplete specialization, 67
Increasing costs. See also Gains from trade

equilibrium-relative commodity prices and,
66–67

illustration of, 58–59
incomplete specialization and, 67
marginal rate of transformation (MRT) and, 59
production frontier with, 58–60
reasons for, 59–60
small-country case and, 69
specialization and, 67–68

Increasing returns to scale, 159–160
Index of export to import prices for U.S, 88
India. See also G-20 countries

antidumping investigations by, 266
Big Mac prices in, 467
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
current account balance of, 554
efficiency change and output per worker, 200
Environmental Performance Index (EPI)

ranking, 179
factor abundance of, 116–117
factor intensity of trade, 122–123
GDP (gross domestic product), growth of, 554
GNI (gross national income) in, 205–206
growth in trade in, 205–206
International Monetary Fund (IMF)

balance-of-payments summary for, 420
Japan, free trade agreement (FTA) with, 316
jobs moving to, 1
manufactures exports in, 351
multinational corporations (MNCs) of U.S.,

employment by, 381
nonagricultural products, tariffs on, 223
output per worker, growth in, 200
population, economic and health indicators in,

351–352
purchase power parity (PPP) in, 205–206
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India (continued )
technical progress and output per worker, 200
as trade partner of U.S., 409
trade reforms in, 350
as unfair trader, 281
Uruguay Round, gains from, 285

Indirect price of foreign currency, 430
Indonesia. See also G-20 countries

in ASEAN (Association of South East Asian
Nations), 317

Big Mac prices in, 468
currency depreciation in, 513
current account balance of, 554
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
as high-performance Asian economy (HPAE),

337
inflation in, 513, 633
Uruguay Round, gains from, 285

Industrialization. See also Import substitution
in developing nations, 335, 346–347
export-oriented industrialization, 347
import-substitution industrialization (ISI)

strategy, 347
Industrial nations. See Developing nations
Industrial policies. See Strategic trade and industrial

policies
Industrial Revolution, 3–4
Industry location

environmental standards and, 178–179
transportation costs and, 177–178

Infant/child mortality
in developing nations, 351–352
and Millennium Development Goals (MDGs),

355
Infant-industry argument, 184, 271–272
Inferior goods, 199
Inflation. See also United States

central bank independence and, 632
currency board arrangements (CBAs) and,

665–667
dollarization and, 667
East Asia, inflation in, 512–513
fixed exchange rates and, 652–654
flexible exchange rates and, 652–654
Latin America, inflation in, 512–513
Maastricht Treaty and, 659–661
monetary growth and, 476
petroleum prices and, 637
Phillips curve and, 597
relative purchasing-power parity (PPP) theory

and, 469
unemployment and, 639, 648

Inflation targeting, 633
Input-output table, 131, 134
Institute for International Economics (IIE) web site,

28, 539, 686
Institute for Management Development (IMD), 175
Intellectualism and Uruguay Round, 283
Inter-American Development Bank, 314

web site, 572
Interbank market, 424

Interdependence, 6–9
standard of living and, 7
of world economy, 561–562

Interest arbitrage, 444–451
carry trade, 445–446
covered interest arbitrage, 446–450
uncovered interest arbitrage, 444–446

Interest Equalization Tax, 601
Interest-group theory of protectionism, 272–273
Interest rates. See also Uncovered interest rate parity

autonomous increase in, 561–562
BP curve, 580
crawling peg system and, 670
on Eurocredits, 455
IS curve, 578–579
LM curve and, 580
Maastricht Treaty and, 659–661
monetary approach to the balance of payments

and, 478–480
policy mix and, 597–600
portfolio balance model and, 482

Inter-industry trade, 166
INTERLINK model, 557
Internal balance, 573, 576–578

Mundell-Fleming model and, 578–581
policy mix and, 594–596

Internal factor mobility in Heckscher-Ohlin theory,
111

Internal strife and Sub-Saharan Africa, 355
International Air Transport Association, 263
International Bank for Reconstruction and

Development (IBRD). See World Bank
International banking facilities (IBFs), 454
International capital flows, 368–371. See also Direct

investments; Multinational corporations
(MNCs); Portfolio investments
balance of payments and, 377
direct investments abroad by area by U.S., 369
foreign exchange rates and, 507–508
hedging and, 441–442
investing and host countries, welfare effects

on, 375–376
long-term private international investment

positions of U.S., 369
motives for, 371–374
as passive responses to temporary trade

imbalances, 507
restrictions on, 708–709
tax issues and, 377–378
transfer problem, 390–391
welfare effects of, 374–378

International cartels, 263–264
International Cocoa Agreement, 345
International Coffee Agreement, 345–346
International commodity agreements, 263, 345–346

buffer stocks, 345
export controls, 345–346
purchase contracts, 346

International competitiveness, 175
International Development Association, 693
International economics

development of, 13
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problems and challenges of, 13–15
subject matter of, 12–13
theories and policies, 11–12

International economies of scale, 161–164
International factor mobility in Heckscher-Ohlin

theory, 111
International finance, 13
International Finance Corporation, 693
International Financial Statistics, 25, 365, 693
International investment position of U.S., 412–414
International Investment Statistics Yearbook web site,

393
International labor migration, 4, 383–387

brain drain, 385–386
motives for, 383–384
skilled labor, migration of, 385–386
temporary migration of labor, 386
welfare effects of, 384–386

International macroeconomic policy coordination,
673–674
limited international policy coordination, 674

International Monetary Fund (IMF), 691. See also
General Arrangements to Borrow (GAB);
Special Drawing Rights (SDRs)
borrowing from, 693–694
Brazil, balance-of-payments summary for, 420
Bretton Woods system and, 692
Canada, balance-of-payments summary for,

419
China, balance-of-payments summary for, 420
Compensatory and Contingency Financing

Facility (CCFF), 704
compensatory financing scheme for developing

nations, 346
conditionality, 704–705
creation of, 692
current operation of, 703–705
Data Quality Assessment Framework, 712
direct controls by IMF members, 603
Direction of Trade Statistics, 25, 155, 693
exchange rate arrangements of members, 672
Extended Fund Facility (EEF), 704
flexible credit line (CL), 704
foreign debt crisis and, 353
France, balance-of-payments summary for, 419
General Data Dissemination System (GDDS),

712
Germany, balance-of-payments summary for,

419
gold tranches and, 693–694
India, balance-of-payments summary for, 420
International Financial Statistics, 25, 365, 693
international transactions, method of reporting,

418–422
Italy, balance-of-payments summary for, 419
Jamaica Accords and, 703
Japan, balance-of-payments summary for, 419
Korea, balance-of-payments summary for, 420
Mexico, balance-of-payments summary for,

420
Post-Catastrophe Debt Relief (PCDR), 704
Precautionary Credit Line (PCL), 704

publications of, 693
resident status of, 398
Russia, balance-of-payments summary for, 420
Sovereign Debt Restructuring Mechanism

(SDRM), 712
Spain, balance-of-payments summary for, 420
Special Data Dissemination Standards (SDDS),

712
standby arrangements, 695–696
substitution account, 707
Supplemental Reserve Facility (SRF), 704
Systematic Transformation Facility (STF), 704
United Kingdom, balance-of-payments

summary for, 419
United States, balance-of-payments summary

for, 419
U.S. reserve position in, 404
web site, 28, 84, 108, 218, 686, 728

International Monetary Market (IMM), 436
International monetary system, 687–688. See also

Bretton Woods system
adjustment and, 688
architecture of the present international

monetary system, 712
confidence and, 688
dates in modern monetary history, 705–706
emerging markets, crises in, 709–710
growth problems and, 714
hot money flows, restricting, 708–709
liquidity and, 688
objective indicators, development of, 708
poverty in developing countries and, 717–718
present system, operation of, 702–703
problems with current arrangements, 706–707
reform proposals, 707–709
structural imbalances in advanced economies,

715–717
target zones, 707–708
trade barriers and, 715
transparency of, 712

International Natural Rubber Agreement, 345
International organizations. See also specific

organizations
as data source, 24–25

International price discrimination, 293–294
International reserves, 701

from 1950–1973, 701
historical data on, 722–723
in 2011, 703

International Sematech case. See Sematech
International Sugar Agreement, 345
International Tin Agreement, 345
International trade, 12. See also Equilibrium-relative

price with trade; Terms of trade
automatic monetary adjustments and, 568–570
basic data on, 20–24
commodity composition of, 20–21
economies of scale and, 159–163
environmental standards and, 178–179
general equilibrium of, 104–106
geographical composition of, 20, 22
gravity model, 9–10
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International trade (continued )
growth of, 7, 8
income distribution and, 126–128
industry location and, 178–179
intra-industry trade, 163–166
large-country case for growth and trade,

201–205
major trade partners of U.S., 9–10
product differentiation and, 163–164
rising importance to U.S., 8
small-country case of growth and trade,

196–201
sources of international data and information,

24–25
technology changes and, 172–175
theory, 12
variety gains and, 165
wage inequalities and, 127–128

International Trade Administration, Office of Trade
and Economic Analysis web site, 84

International Trade Center (ITC), 187
International Trade Organization (IT), 279
International Trade Statistics, 25

web site, 155
International transactions, 398. See also Balance of

payments
accommodating transactions, 407
accounting principles, 398–401
autonomous transactions, 407
as credits or debits, 398–399
double-entry bookkeeping, 399–401
International Monetary Fund (IMF) reporting

method, 418–422
interrelation of, 411–412
summary of U.S transactions of 2011, 402
unilateral transfers, 400
of United States, 401–405

International Wheat Agreement, 346
Internet. See Web sites
Intervention currency, 692
Intra-industry trade, 163–166

economies of scale and, 166
formal model of, 169–172
growth of, 167–168
for G-20 countries, 168
measurement of, 167–168
outsourcing and, 166

Intra-regional-trade-agreement (RTA) exports, 319
Investment function, 544
Investments. See also Direct investments; Foreign

investments
customs unions and, 308

Inward and outward stock of foreign direct investment
(FDI), 374–375

iPads, 2–3
iPhones, 2–3
Iran, U.S. dollar deposits in, 452
Iraq

Environmental Performance Index (EPI)
ranking, 179

U.S. dollar deposits in, 452
Ireland. See also European Union (EU)

Euro (¤), conversion rates for, 662
Eurozone crisis and, 664–665
government debts and budget deficits of, 665
international competitiveness ranking of, 175
Maastricht convergence indicators, 660
pound, devaluation of, 658

IS curve, 578–581. See also IS-LM-BP model
aggregate demand (AD) curve, derivation of,

618
mathematical derivation of, 608–609
summary in mathematical terms, 611–613

IS-LM-BP model. See also Policy mix
with fixed exchange rates, 581–589
with flexible exchange rates, 589–593
with imperfect capital mobilities, 581–589
with perfect capital mobility, 591–594
stocks and flows, mixing of, 592

Isocosts, 76–78
Isoquants, 76–78

for two nations, 78–79
Israel

Big Mac prices in, 468
Canada, free trade agreement (FTA) with, 316
EU, free trade agreement (FTA) with, 315
inflation targeting in, 633
international competitiveness ranking of, 175
U.S. free trade agreement with, 313

Italy. See also European Union (EU); G-7 countries;
G-20 countries
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
central bank independence and inflation, 632
and currency crisis of 1992–1993, 658
current account balance in, 524
effective exchange rates in, 524
efficiency change and output per worker, 200
Euro (¤), conversion rates for, 662
Eurozone crisis and, 664–665
exchange controls by, 601
Exchange Rate Mechanism (ERM),

abandonment of, 658
export volume in, 208–209
factor abundance of, 116–117
GDP (gross domestic product) growth in,

208–209
government debts and budget deficits of, 665
income elasticity of imports, 547
inflation rate in, 476
International Monetary Fund (IMF)

balance-of-payments summary for, 419
inward and outward stock of foreign direct

investment (FDI), 374–375
Maastricht convergence indicators, 660
monetary growth in, 476
output per worker, growth in, 200
pass-through elasticities for, 525
per capita GDP changes in, 208–209
price elasticities for imports and exports, 521
private sector balances of, 549
real hourly wage in manufacturing in, 130
technical progress and output per worker, 200
terms of trade changes in, 208–209
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trade imbalances in, 716
as trade partner of U.S., 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
U.S. companies, manufacturing for, 2

J

Jamaica Accords, 673, 702
gold holdings and, 703

Jamaica in CARICOM, 316
Japan. See also G-7 countries; G-20 countries;

Japanese yen
agricultural subsidies in, 267–268
Asian Financial Crisis of 1997, effect of, 557
automobile products, intra-industry trade in,

163–164
Big Mac prices in, 468
capital deepening and output per worker, 200
capital flow and, 10
capital-labor ratio of, 117, 196
comparative advantage of, 64
computer subsidies, 268
deindustrialization in, 71
direct investments and, 369, 374
dumping by, 264
economic profile of, 310
efficiency change and output per worker, 200
export volume in, 208–209
factor abundance of, 116–117
factor intensity of trade, 122–123
fiscal policy of U.S., effect of, 588–589
foreign direct investments (FDI) to U.S. by,

370–371
free trade agreements (FTAs) of, 316
GDP (gross domestic product) growth in,

208–209
GNI (gross national income) in, 205–206
income elasticity of imports, 547
industrial products, tariffs on, 232–233
inflation rate in, 476
international macroeconomic policy

coordination and, 674
International Monetary Fund (IMF)

balance-of-payments summary for, 419
as major trade partner, 9–10
manufacturing for U.S. com panies in, 2
monetary growth in, 476
multinational corporations (MNCs) in, 379,

381
nonagricultural products, tariffs on, 222
output per worker, growth in, 200
pass-through elasticities for, 525
per capita GDP changes in, 208–209
pervasiveness of nontariff trade barriers

(NTBs) in, 268–269
price elasticities for imports and exports, 521
private sector balances of, 549
product cycle model and, 173
purchase power parity (PPP) in, 205–206
real hourly wage in manufacturing in, 130
Statistics Center of the Management and

Coordination Agency for, 299

strategic trade and industrial policies, 274–275
U.S. response to, 277–278

technical progress and output per worker, 200
terms of trade changes in, 208–209
trade deficit between U.S. and, 410
trade imbalances in, 716–717
as trade partner of U.S., 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
trigger-price mechanism and, 265
as unfair trader, 281
Uruguay Round, gains from, 285
voluntary export restraints (VERs) on Japanese

automobiles to U.S., 261–262
web site for trade data, 572

Japanese yen
carry trade and, 445–446
foreign exchange risks and, 438–439
relative international importance of, 426
U.S. dollar and, 490–492, 603

J-curve effect, 519–524
Job losses

globalization and, 162
in high import-competing industries, 70

Joint ventures with MNCs, 383
Jordan

EU, free trade agreement (FTA) with, 315
U.S., free trade agreements (FTAs), 284, 314

K

Kazakhstan, Environmental Performance Index (EPI)
for, 179

Kennedy Round, 280, 286, 695
Kentucky Mazda, 3
Kentucky Toyota, 3
Kenya

in East African Community (EAC), 316
manufactures exports in, 351

Keynesian multiplier in closed economy, 545
Korea. See also G-20 countries

agricultural subsidies in, 267–268
antidumping investigations by, 266
Big Mac prices in, 468
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
currency depreciation in, 513
current account balance of, 554
economic crisis of 1997, 337
efficiency change and output per worker, 200
EU, free trade agreement (FTA) with, 315
factor abundance of, 116–117
factor intensity of trade, 122–123
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
as high-performance Asian economy (HPAE),

337
inflation in, 513, 633
International Monetary Fund (IMF)

balance-of-payments summary for, 420
manufacturing for U.S. companies, 2
nonagricultural products, tariffs on, 223
output per worker, growth in, 200
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Korea (continued )
steel production in, 264
technical progress and output per worker, 200
as trade partner of U.S., 409
Uruguay Round, gains from, 285
variety gains with international trade and, 165
World Bank web site for, 299

Kuwait
Environmental Performance Index (EPI)

ranking, 179
in Gulf Cooperation Council, 315
transfer problem with, 391

Kyoto Protocol, 178

L

Labeling requirements, 263
Labor. See also Capital-labor ratios; highly skilled

labor; International labor migration; Organized
labor
capital deepening and output per worker, 200
efficiency change and output per worker, 200
and environmental standards, 287
Euro (¤) and labor mobility, 663
input-output table and, 131
international flow of, 10–11
medium skilled labor and factor endowments

of various countries, 116–117
output per worker, growth in, 200
technical progress, output per worker and, 200
unskilled labor, factor intensity of, 122
U.S. trade, requirements in, 132

Labor growth
balanced growth, 190–191
and capital accumulation over time, 190–191
Rybczynski theorem and, 190, 192–193

Labor intensive commodities, 111
Labor-saving technical progress, 194

graphical analysis of, 216–217
Labor theory of value, 31

comparative advantage and, 41–42
Lags, 444
Laissez-faire, 35
Land. See Arable land
Laos in ASEAN (Association of South East Asian

Nations), 317
Large countries. See also Tariffs

growth and trade in, 201–205
Latin America. See also NAFTA (North American

Free Trade Agreement)
automobile products, intra-industry trade in,

163–164
currency depreciation in, 512–513
current account balance of, 554
direct investments by U.S. in, 369
dollarization in, 666–667
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
Heckscher-Ohlin theory and, 135
inflation in, 512–513
inward and outward stock of foreign direct

investment (FDI), 374–375

Latin American Free Trade Association
(LAFTA), 316

multinational corporations (MNCs) of U.S.,
employment by, 381

population, economic and health indicators in,
351–352

trade agreements, 326
Uruguay Round, gains from, 285

Latin American Free Trade Association (LAFTA), 316
Latin American Integration Association (LAIA), 326
Latvia

in Baltic Free Trade Agreement (BAFTA), 321
Environmental Performance Index (EPI)

ranking, 179
European Union (EU) and, 312, 321

Law of comparative advantage. See Comparative
advantage

Law of one price, 464
Big Mac Index and, 467–468

Law of reciprocal demand, 104
Leads, 444
Leaning against the wind policy, 670–671
Learning curve, 184
Lebanon, free trade agreement (FTA) with, 315
Legal reserve requirement (LRR), 472
Lender of last resort, 424
Leontief paradox, 131–136

elasticity of substitution, calculation of, 151
explanations of, 133–136
human capital and, 134
input-output table and, 134

Lesotho in South Africa Development Community
(SADC), 316

L.G. Display, 2
LIBOR (London Interbank Offer Rate), 455
Libya

Environmental Performance Index (EPI)
ranking, 179

transfer problem with, 391
Liechtenstein in EFTA (European Free Trade

Association), 313
Life expectancy in developing nations, 351–352
Limited international policy coordination, 674
Liquidity

Bretton Woods system and, 700
defined, 688
necessity for international liquidity, 701

Lithuania
in Baltic Free Trade Agreement (BAFTA), 321
currency board arrangements (CBAs) in, 665
European Union (EU) and, 312, 321
Exchange Rate Mechanism II (ERM II) and,

662
LM curve, 578–581. See also IS-LM-BP model

aggregate demand (AD) curve, derivation of,
618

mathematical derivation of, 609–611
summary in mathematical terms, 611–613

Location of industry. See Industry location
Lomé Convention, 311

export stability, scheme for, 346
Lomé IV Convention, 311
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Long position in currency, 443
Long-run aggregate supply (LRAS) curve, 619–621

equilibrium in, 621–623
Long-run development assistance from IMF, 693
Long-run elasticities, 519
Los Angeles Times, 25
Louvre Accord, 674, 707
Luxembourg. See also European Union (EU)

Benelux, 30232
Environmental Performance Index (EPI)

ranking, 179
Euro (¤), conversion rates for, 662
international competitiveness ranking of, 175
intra-industry trade, growth of, 167
Maastricht convergence indicators, 660

M

Maastricht Treaty, 659
convergence indicators, 660–661
European Central Bank (ECB) and, 663–664

Macedonia and European Union (EU), 321
Macroeconomics, 12–13. See also Flexible exchange

rates
aggregate demand, effect of macroeconomic

policies on, 626–629
different exchange rate regimes, performance

under, 697
fixed exchange rates, performance under, 653,

697
growth, policies for, 634–635
international macroeconomic policy

coordination, 673–674
petroleum shocks and stagflation, 636–638
supply shocks, adjustment to, 635–639
United States, macroeconomic data for, 599

Madagascar in South Africa Development Community
(SADC), 316

Magnification effect, 193
Main Economic Indicators, 25
Malaria and Millennium Development Goals (MDGs),

355
Malawi in South Africa Development Community

(SADC), 316
Malaysia

in ASEAN (Association of South East Asian
Nations), 317

Big Mac prices in, 468
currency depreciation in, 513
current account balance of, 554
economic crisis of 1997, 337
GDP (gross domestic product), growth of, 554
as high-performance Asian economy (HPAE),

337
inflation in, 513
international competitiveness ranking of, 175
manufactures exports in, 351
Uruguay Round, gains from, 285

Mali in West African Economic and Monetary Union
(WAEMU), 316

Malta and European Union (EU), 312
Managed floating exchange rate system, 648, 670–673

IMF members and, 672

Manufacturing
deindustrialization and, 71
developing nations, manufactures in total

exports of, 350–351
estimated price elasticities for manufactured

goods, 520
in high import-competing industries, 70
Smoot-Hawley Tariff Act, 278

Marginal cost curve (MC), 169–172
Marginal propensity to consume (MPC), 542–545
Marginal propensity to import (MPM), 546–547

trade problem and, 569–570
Marginal propensity to save (MPS), 544
Marginal rate of substitution (MRS), 61
Marginal rate of technical substitution of labor for

capital in production (MRTS), 77
Marginal rate of transformation (MRT), 44

increasing costs and, 59
Marginal revenue curve (MR), 169–172
Market efficiency with flexible exchange rates, 647
Marketing boards, 345
Market-oriented industries, transportation costs of,

177–178
Marshall-Lerner condition, 516–517

mathematical derivation of, 534–536
Marshall Plan, 698
Maternal health and Millennium Development Goals

(MDGs), 355
Mauritius in South Africa Development Community

(SADC), 316
McDonalds and Big Mac Index, 467–468
Medium skilled labor and factor endowments of

various countries, 116–117
Mercantilism, 32–34

Munn, Thomas on, 33
in twenty-first century, 33–34

Mercosur (Southern Common Market), 316, 326
economic profile of, 317–318
as free trade area, 302
intra-regional-trade-agreement (RTA) exports

and, 319
web sites about, 330

Methodology of text, 16–17
Metzler paradox, 239, 250–251
Mexico. See also G-20 countries; NAFTA (North

American Free Trade Agreement)
agricultural subsidies in, 267–268
antidumping investigations by, 266
automobile products, intra-industry trade in,

163–164
Big Mac prices in, 468
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
currency depreciation in, 513, 709–711
current account balance of, 554
efficiency change and output per worker, 200
EU, free trade agreement (FTA) with, 315
factor abundance of, 116–117
factor intensity of trade, 122–123
free trade access of U.S. to, 314
gains from NAFTA, 315
GDP (gross domestic product), growth of, 554
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Mexico (continued )
inflation in, 513, 633
International Monetary Fund (IMF)

balance-of-payments summary for, 420
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
Japan, free trade agreement (FTA) with, 316
in Latin American Free Trade Association

(LAFTA), 316
as major trade partner, 9–10
manufactured exports in, 351
multinational corporations (MNCs) of U.S.,

employment by, 381
nonagricultural products, tariffs on, 223
output per worker, growth in, 200
peso, collapse of, 709
technical progress and output per worker, 200
as trade partner of U.S., 409
trade reforms in, 350
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
Uruguay Round, gains from, 285

Microeconomics, 12–13
Microsoft Corporation, 267
Middle East. See also specific nations

capital flow and, 10
multinational corporations (MNCs) of U.S.,

employment by, 381
population, economic and health indicators in,

351–352
Migration. See International labor migration
Millennium Declaration, 718
Millennium Development Goals (MDGs), 355–356
Millennium Round attempt, 287
Minimum ad valorem rate, 236
Minimum wage, 127–128
Mint parity, 526, 689
MIT web site, 503
Monetarism, 471. See also Monetary approach to the

balance of payments
global monetarists, 474

Monetary adjustments, 559–563
disadvantages of automatic adjustments,

562–563
synthesis of automatic adjustments,

560–562
Monetary approach to the balance of payments,

471–480
determination of exchange rate, approach to,

475–478
empirical tests of, 469–492
expectations and, 478–480
with fixed exchange rates, 471–473
with flexible exchange rates, 473–475
formal mathematical model of,

497–498
interest rates and, 478–480
nominal exchange rates and, 477–478
real exchange rates and, 477–478
relative money supplies and exchange rates,

474

Monetary base, 472
Monetary policies. See also Fiscal policies; Policy mix

and aggregate demand in open economies, 629
with elastic capital flows, 584–586
from external balance and unemployment,

581–582
from external deficit and unemployment,

583–584
Federal Reserve Board determining, 596
flexible exchange rates and, 647–648
inflation targeting and, 633
multinational corporations (MNCs)

circumventing, 382
Mundell-Fleming model and, 578–581
OECD (Organization for Economic

Cooperation and Development) countries,
effect in, 592–593

open-economy trilemma, 654–655
with perfect capital mobility, 586–589
United States, effect in, 592–593, 599

Monetary policy, 574
Monetary systems. See also International monetary

system
international macroeconomic policy

coordination, 673–674
Money. See also Currency; Demand for money;

Foreign exchange rates; Monetary approach to
the balance of payments; Money supply
comparative advantage with, 39–40
demand for, 471–473
quantity theory of money, 527–528
supply of, 471–473

Money, Credit and Commerce (Marshall), 517
Money markets

LM curve and, 578–581
Mundell-Fleming model and, 578–581

Money supply. See also Monetary adjustments
gold standard and, 527–528
overshooting exchange rate and, 487–489

Mongolia in Council of Mutual Economic Assistance
(CMEA or COMECON), 318

Monopolies, 161
Monopolistic competition, 169–172
Montenegro and European Union (EU), 321
Monthly Bulletin of Statistics, 25
Montserrat in CARICOM, 316
Morocco

EU, free trade agreement (FTA) with, 315
U.S., free trade agreements (FTAs), 284, 314

Mortgage crisis in U.S., 712
Most-favored nation principle, 278–279
Mozambique in South Africa Development

Community (SADC), 316
Multi-Country Model of Federal Reserve Board, 561,

592–593
Multilateral trade

customs unions and, 309
negotiations, 279

Multinational corporations (MNCs), 378–383. See
also Transfer pricing
direct investments by, 373
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domination of economics of host country by,
382

employment of U.S. MNCs abroad, 381
hedging and, 441–442
home countries, problems creating in, 379–380
host country, problems for, 382–383
international code of conduct, development of,

383
joint ventures, 383
largest non-petroleum MNCs, 380
R&D, 378

export of technology, problem of, 380–381
siphoning of host country’s R&D to home

country, 382
reasons for existence of, 378–379
technology, export of, 380–381
transfer pricing, 379
web sites on, 299

Multiple exchange rates, 263, 602
Multipliers. See also Foreign trade multiplier

in closed economy, 545
in small open economy, 551–555

Mundell-Fleming model, 578–581
Myanmar

in ASEAN (Association of South East Asian
Nations), 317

rice marketing board of, 345

N

NAFTA (North American Free Trade Agreement), 326
automobile products, intra-industry trade in,

163–164
economic integration and, 313–316
economic profile of, 310
environmental standards and, 178
as free trade area, 301
gains of Mexico from, 315
intra-regional-trade-agreement (RTA) exports

and, 319
trade bloc problem, 287
web sites about, 330

Namibia in South Africa Development Community
(SADC), 316

National Australia Bank case, 444
National Bureau of Economic Research (NBER), 615,

644
web site, 218, 686

National Science Foundation web site, 299
National security clause, 280
Natural level of out put (YN), 619–621
Natural resources. See Resources
Net barter terms of trade. See Commodity terms of

trade
Netherlands. See also European Union (EU)

Benelux, 302
Dutch disease, 514
Euro (¤), conversion rates for, 662
government debts and budget deficits of, 665
international competitiveness ranking of, 175
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375

Maastricht convergence indicators, 660
pass-through elasticities for, 525
as trade partner of U.S., 409

Net IMF position, 694
Neutral consumption, 197
Neutral growth, 196–197
Neutral technical progress, 193, 199–200

graphical analysis of, 216–217
immiserizing growth and, 202–203
production frontiers and, 194–195

New International Economic Order (NIEO), 354–355,
718

Newly Independent States (NIS), 320
Newly industrialized economies (NIEs), 354

wage inequalities and, 127
New partnership agreements (NPAs), 311
New-product phase (time OA), 173–175
New protectionism, 260–261
News events and foreign exchange rate, 491–492
New York Times, 25
New Zealand

Asian Financial Crisis of 1997, effect of, 557
central bank independence and inflation, 632
inflation targeting in, 633
Uruguay Round, gains from, 285

Nicaragua
absolute advantage and, 34–35
in Central American Common Market

(CACM), 316
dollarization by, 667
DRCAFTA (Dominican Republic-Central

American Free Trade Agreement) with,
284, 314

Niger in West African Economic and Monetary Union
(WAEMU), 316

9/11 attacks, 7–8
foreign exchange rate and, 491–492

Nissan Motors, 380
Nominal tariffs, 229
Nondiscrimination. See Discrimination
Nontariff trade barriers (NTBs), 260–261

administrative regulations, 262–263
developing nations and, 354
dumping, 264–265
GATT (General Agreement on Tariffs and

Trade) and, 279
international cartels, 263–264
Kennedy Round and, 695
pervasiveness of, 268–269
technical regulations, 262–263
trigger-price mechanism, 264–266
voluntary export restraints (VERs), 261–262

Nontraded goods and services, 176
Normal goods, 199
North Africa, population, economic and health

indicators in, 351–352
North American Free Trade Agreement (NAFTA). See

NAFTA (North American Free Trade
Agreement)

North Korea in Council of Mutual Economic
Assistance (CMEA or COMECON),
318
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Norway. See also EFTA (European Free Trade
Association)
agricultural subsidies in, 267–268
Big Mac prices in, 468
Environmental Performance Index (EPI)

ranking, 179
EU, free trade agreement (FTA) with, 315
inflation targeting in, 633
international competitiveness ranking of, 175

No-trade equilibrium
economies of scale and, 161
wages, 146–147

Novateck Microelectronics, 2
NTBs (nontariff trade barriers). See Nontariff trade

barriers (NTBs)
NYSE (New York Stock Exchange), 436

O

Objective indicators, development of, 708
OECD (Organization for Economic Cooperation and

Development)
agriculture, support for, 267–268
Asian Financial Crisis of 1997, effect of, 337
autonomous increases in governmental

expenditures and, 561–562
current account balance and OECD exchange

rate, 523
monetary policy, effect of, 592–593
web site, 28, 218, 393, 422, 615, 644, 686, 728

OECD Economic Outlook, 25
Offer curves, 89–91. See also Formal derivation of

offer curves
defined of, 89
derivation of, 89–91
Meade, James, theory of, 99–107
origin of, 89
shape of, 89–91
terms of trade and, 94
trade indifference curves and, 100–102

Official reserve account, 406
Official settlements balance, 406
Offshore deposits, 451–452
Offshoring, 161
Oil. See Petroleum
Oligopolies, 161

multinational corporations (MNCs) as, 379
Oman

in Gulf Cooperation Council, 315
U.S., free trade agreement (FTA) with,

314
Omnibus Trade and Competitiveness Act of 1988,

281–282
One price, law of. See Law of one price
OPEC (Organization of Petroleum Exporting

Countries), 263–264
late twentieth century, disarray in, 345–346

Open economies, 12–13. See also Macroeconomics;
Small open economy
aggregate demand in, 623–626
economic shocks affecting aggregate demand

in, 626–629

flexible prices, effect of fiscal/monetary
policies in open economies with, 630–634

macroeconomic policies affecting aggregate
demand in, 626–629

monetary policies and aggregate demand in,
629

trilemma of policies with, 654–655
Opportunity costs. See also Increasing costs; Marginal

rate of transformation (MRT)
comparative advantage and, 41–45
constant costs, 43–44
defined, 42
in portfolio balance model, 481
production possibility frontier, 42–43
and relative commodity prices, 44–45

Optimum currency areas, 655–657
Optimum tariffs, 239–241, 272

illustration of, 240–241
measurement of, 252–254

Options. See also Foreign exchange options
put options, 436

Organization for Economic Cooperation and
Development (OECD). See OECD
(Organization for Economic Cooperation and
Development)

Organization of Petroleum Exporting Countries
(OPEC). See OPEC (Organization of
Petroleum Exporting Countries)

Organization of text, 15–16
Organized labor

AFL-CIO, 70
on foreign investments, 377
multinational corporations (MNCs) and,

379–380
wage inequalities and, 127–128

Original sin, 712
Outsourcing, 161

to India, 5
intra-industry trade and, 166
job losses and, 70

Overshooting of exchange rate. See Foreign exchange
rates

P

Pacific nations. See also specific nations
direct investments by U.S. in, 369
foreign debt burden of, 353–354
multinational corporations (MNCs) of U.S.,

employment by, 381
trade agreements, 326–327

Pakistan
Bangladesh and, 656
Big Mac prices in, 468
manufactures exports in, 351

Panama
dollarization and, 666–667
U.S., free trade agreement (FTA) with, 284,

314
Pan-Arab Free Trade Area (PAFTA), 326
Paper gold. See Special Drawing Rights (SDRs)
Paraguay. See Mercosur (Southern Common Market)
Partial equilibrium analysis, 223–229. See also Tariffs
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equilibrium-relative price with trade with,
86–88

of export subsidies, 269–270
general equilibrium analysis and, 93–94
of import quotas, 258–259
large countries, tariffs in, 244–246
of trade creation, 302
of transportation costs, 176–177

Pass-throughs, 524–526
for G-7 countries, 525

Pattern of trade, 31
external economies and, 182–185

Pension funds and global investments, 2
Per capita GDP, 208–209
Perfect capital mobility

fiscal/monetary policies with, 586–589
IS-LM-BP model with, 591–594

Perfect competition in Heckscher-Ohlin theory, 111
Peril-point provisions, 279–280
Persistent dumping, 264
Peru. See also Mercosur (Southern Common Market)

in Andean Community, 316
Big Mac prices in, 468
Canada, free trade agreement (FTA) with, 316
EU, free trade agreement (FTA) with, 315
inflation targeting in, 633
U.S., free trade agreement with, 284, 314

Peterson Institute for International Economics web
site, 572

Petroleum. See also OPEC (Organization of Petroleum
Exporting Countries)
export to import prices, index of, 88
price increases, impact of, 638
stagflation and petroleum shocks, 636–638
supply and demand and, 87

Philippines
in ASEAN (Association of South East Asian

Nations), 317
Big Mac prices in, 468
capital deepening and output per worker, 200
efficiency change and output per worker, 200
inflation targeting in, 633
output per worker, growth in, 200
technical progress and output per worker, 200
trade reforms in, 350
Uruguay Round, gains from, 285

Phillips curve, 597
Plaza Agreement, 674, 707
Poland

Big Mac prices in, 468
in Central European Free Trade Association

(CEFTA), 321
in Council of Mutual Economic Assistance

(CMEA or COMECON), 318
current account balance of, 554
European Union (EU) and, 312, 321
free trade association (FTA) agreement, 320
GDP (gross domestic product), growth of, 554
inflation targeting in, 633
inward and outward stock of foreign direct

investment (FDI), 374–375
pass-through elasticities for, 525

restructuring economy of, 320
Policy mix, 59–600

internal and external balance and, 594–596
with price changes, 596–597
in real world, 597–600

Pollution, 178
Portfolio balance model, 480–486

adjustments to portfolio, 484–486
empirical tests of, 469–492
extended portfolio balance model, 482–484
formal mathematical model of, 498–500

Portfolio investments, 367
motives for, 371–372
risk element in, 372

Portfolio theory, 372
Portugal. See also EFTA (European Free Trade

Association); European Union (EU)
and currency crisis of 1992–1993, 658
escudo, devaluation of, 658
Euro (¤), conversion rates for, 662
Eurozone crisis and, 664–665
government debts and budget deficits of, 665
Maastricht convergence indicators, 660

Post-Catastrophe Debt Relief (PCDR), 704
Postwar balance of payments in U.S., 407–412
Pound sterling. See British pound
Poverty

in developing nations, 15, 351–352, 717–718
globalization and, 355–356
international monetary system and, 717–718
United Nations Conference on Trade and

Development (UNCTAD) on, 717–718
Precautionary Credit Line (PCL), 704
Predatory dumping, 264
Preference similarity hypothesis, 163
Preferential trade arrangements, 301
Pressure-group theory of protectionism, 272–273
Pretrade-relative commodity prices, 72–73
Price adjustment mechanism, 508
Price elasticities. See also Current account balance;

Marshall-Lerner condition
estimates of, 517–518
in G-7 countries, 521
J-curve effect and, 519–524
manufactured goods, estimated price

elasticities for, 520
pass-throughs and, 524–526
short-run and long-run price elasticities, 521

Prices. See also Factor-price equalization theorem;
Inflation; Price elasticities
commodities prices, changes in, 342
direct controls and, 575
endogenous growth theory and, 336
extended portfolio balance model and price

level (P), 483
fixed exchange rates and price discipline,

652–654
flexible exchange rates, effect of, 512–514
foreign exchange rate and domestic prices,

531–533
long-run aggregate supply (LRAS) curve and,

621–623
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Prices (continued )
monopolistic competition and, 169–172
optimum currency areas and, 656–657
petroleum price increases, impact of, 638
policy mix with price changes, 596–597
short-run aggregate supply (SRAS) curve and,

621–623
Price-specie-flow mechanism, 527–528, 689
Primary markets, 455
Principle of effective market classification, 575

policy mix and, 595–596
Principles of Political Economy and Taxation

(Ricardo), 36
Private sector

G-7 countries, balance in, 574–575
international monetary system and, 712

Producers in equilibrium, 77–78
Producer surplus, 225–226
Product categories, factor intensity of, 122
Product cycle model, 172–173

illustration of, 173–175
Product differentiation, 163–164
Product-growth phase (time AB), 173–175
Production. See also Heckscher-Ohlin theory;

Specialization
general equilibrium of, 104–106
monopolistic competition and, 169–172
tariff, production effect of, 224
taste differences, trade based on, 73
two nations, commodities and factors, theory

with, 78–79
Production contract curve, 79–82
Production frontiers, 42–43

developing nations and, 335
different production frontiers, reasons for,

59–60
Edgeworth box diagram and,

79–82
equilibrium in isolation and, 62–64
factor abundance and, 115–118
with increasing costs, 58–60
taste differences, trade based on, 73
technical progress and, 194–195

Production functions, 76–78
Cobb-Douglas production function, 78

Production lag, 518
Productivity of labor, 109
Product-maturity phase (time BC), 173–175
Prohibitive tariffs, 236
Protection cost of tariff, 227
Protectionism, 14. See also Nontariff trade barriers

(NTBs); Quotas; Strategic trade and industrial
policies; Tariffs
Bastiat, Frédéric and, 41
benefits of, 272–273
capital intensity and, 348
fallacious arguments for, 270–271
infant-industry argument, 271–272
new protectionism, 260–261
pressure-group theory of, 272–273
problem of, 286–287
questionable arguments for, 271

Trade Agreements Act of 1934 and, 278–280
Protrade consumption, 197
Protrade growth, 196–197
Protrade production, 197
Puerto Rico and dollarization, 666
Purchase contracts, 346
Purchasing-power parity (PPP) theory, 463, 464–470

absolute purchasing-power parity (PPP) theory,
464–465, 466

Big Mac Index and, 467–468
empirical tests of, 470
income inequalities and, 359–360
as measure of economic size, 205–206
per capita incomes and, 352
relative purchasing-power parity (PPP) theory,

465–469
Put options, 436

Q

Qatar
in Gulf Cooperation Council, 315
international competitiveness ranking of, 175

Quantity theory of money, 527–528, 689–690
Quebec, secession threat by, 656
Quotas, 33–34, 257, 258–260

developing nations and, 354
as direct controls, 575
International Monetary Fund (IMF) and, 693
partial equilibrium analysis of, 258–259
sugar imports, effects of U.S. quota on, 259
Uruguay Round and, 283, 311
voluntary export quotas, 602

R

Random walk model, 489
Rate of effective protection, 229–231

calculation of, 230–231
derivation of formula for, 247–248
generalization of, 231–234
theory of, 231–234

Raw materials. See Resources
R&D. See also Multinational corporations (MNCs)

endogenous growth theory and, 336
export performance and, 173
factor endowments of various countries,

116–117
factor intensity of, 122
Leontief paradox and, 134

Real domestic absorption, 558
Real exchange rates, 477–478
Real sector shocks and aggregate demand, 629–630
Real wage rate of labor, 129

in leading industrial countries, 130
Recessions

GDP (gross domestic product) and, 7
international economics and, 13–14
in United States, 600, 713

Reciprocal demand, law of, 104
Reciprocal demand curves. See Offer curves
Recognition lag, 518
Reforms. See also Trade reforms

of international monetary system, 707–709
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Regional trade agreements in world, 2012, 325–327
Regions of recent settlement, 333–334

portfolio investments in, 368
Regulation Q, Federal Reserve System, 452
Relative commodity prices, 46–47

opportunity costs and, 44–45
Relative factor-price equalization, 125–126, 142–145
Relative factor prices, 114
Relative purchasing-power parity (PPP) theory,

465–469
and inflation, 469

Renminbi, China, 427
web site information, 462

Replacement lag, 518
Republic of Korea. See Korea
Research and development. See R&D
Reserve accounts

official reserve account, 406
official settlements balance, 406

Reserve assets of United States, 404
Residents, defined, 398
Resource-oriented industries, transportation costs of,

177
Resources. See also Arable land

buffer stocks and, 345
direct investments and, 373
Dutch disease, 514
endogenous growth theory and, 336
factor endowments of various countries,

116–117
factor intensity of, 122
in Heckscher-Ohlin theory, 112
international monetary system and scarcity of,

718
multinational corporations (MNCs) and, 378
of regions of recent settlement, 334
transfer problem, 390–391
vent for surplus, trade as, 335

Resource scarcity, 15
Retaliation

optimum tariffs and, 239–241, 272
strategic trade and industrial policies, U.S.

response to, 277–278
Revenue effect of tariff, 224
Ricardian trade model, empirical tests of, 47–50
Rice marketing board of Myanmar, 345
Risks. See also Foreign exchange risk

foreign exchange risks, 438–440
hedging, 441–442
portfolio theory and diversification of, 372
uncovered interest parity and risk premium

(RP), 483
Romania

in Council of Mutual Economic Assistance
(CMEA or COMECON), 318

European Union (EU) and, 312, 321
inflation targeting in, 633

Roosa bonds, 699
Royal Dutch Shell, 444
Rubber and International Natural Rubber Agreement,

345
Rules of the game of the gold standard, 528, 689

Russia. See also G-20 countries
antidumping investigations by, 266
capital-labor ratio of, 117, 196
currency crisis in, 709–711
current account balance of, 554
factor abundance of, 116–117
factor intensity of trade, 122–123
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
GNI (gross national income) in, 205–206
growth in trade in, 205–206
International Monetary Fund (IMF)

balance-of-payments summary for, 420
inward and outward stock of foreign direct

investment (FDI), 374–375
nonagricultural products, tariffs on, 223
purchase power parity (PPP) in, 205–206
restructuring economy of, 320

Rybczynski theorem, 190, 192–193
factor growth, effect of, 214–216
formal proof of, 212–217

S

Safeguards in Uruguay Round provisions, 283
Safety regulations, 262–263
Samsung, 2

as multinational corporation (MNC), 380
Saudi Arabia. See also G-20 countries

Big Mac prices in, 468
in Gulf Cooperation Council, 315
transfer problem with, 391

Saving function, 544
Scientific tariffs, 271
Second best, theory of the, 12, 306–307
Securities and Exchange Commission (SEC), 712
Seigniorage benefits, 425, 699
Sematech, 277

web site, 299
Senegal in West African Economic and Monetary

Union (WAEMU), 316
September 11, 2001 attacks. See 9/11 attacks
Serbia

European Union (EU), negotiations with, 321
inflation targeting in, 633

Services
major goods exports and imports of U.S., 403
Uruguay Round provisions, 283

Shocks, 636–639
aggregate demand and, 626–629
Euro (¤) and, 663
flexible exchange rates and, 654
supply shocks, macroeconomic policies and,

635–639
Short position in currency, 443
Short-run aggregate supply (SRAS) curve, 620–621

equilibrium in, 621–623
Short-run income distribution, 146–148
Short-run outputs in United States, 623
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Showaka Shell Sekiyu case, 444
Siemens, 380
Simplo Technology, 2
Singapore

in ASEAN (Association of South East Asian
Nations), 317

Big Mac prices in, 468
current account balance of, 554
GDP (gross domestic product), growth of, 554
as high-performance Asian economy (HPAE),

337
international competitiveness ranking of, 175
inward and outward stock of foreign direct

investment (FDI), 374–375
as trade partner of U.S., 409
Uruguay Round, gains from, 285
U.S., free trade agreement (FTA) with, 284,

314
Single European Act, 312
Single factoral terms of trade, 338–339
Skilled labor. See also Highly skilled labor

Heckscher-Ohlin theory with, 135
Sliding or gliding parities, 670
Slovak Republic

in Central European Free Trade Association
(CEFTA), 321

European Union (EU) and, 312, 321
restructuring economy of, 320

Slovenia
European Union (EU) and, 312, 321
Exchange Rate Mechanism II (ERM II) and,

662
restructuring economy of, 320

Small countries, 47
general equilibrium analysis of tariffs in,

234–237
with increasing costs, 69
tariffs, general equilibrium analysis of,

234–237
Small-country case of growth and trade, 196–201

illustration of, 197–199
technical progress and, 199–201

Small open economy
equilibrium national income of, 548–551
graphical determination of equilibrium national

income, 549–551
import function of, 546–547
multiplier for foreign trade, 551–555

Smithsonian Agreement, 700
Smoot-Hawley Tariff Act, 278, 556–557, 691
Social indifference curves. See Community

indifference curves
South Africa. See also G-20 countries

antidumping investigations by, 266
Big Mac prices in, 468
current account balance of, 554
Environmental Performance Index (EPI)

ranking, 179
EU, free trade agreement (FTA) with, 315
GDP (gross domestic product), growth of, 554
GNI (gross national income) in, 205–206
growth in trade in, 205–206

inflation targeting in, 633
inward and outward stock of foreign direct

investment (FDI), 374–375
manufactures exports in, 351
purchase power parity (PPP) in, 205–206
in South Africa Development Community

(SADC), 316
South Africa Development Community (SADC), 316
South America. See Latin America
South Asia

population, economic and health indicators in,
351–352

South Asian Preferential Trade Agreement
(SAPTA), 327

South Asian Preferential Trade Agreement (SAPTA),
327

Southern African Development Agreement (SADC),
326

Southern Common Market (Mercosur). See Mercosur
(Southern Common Market)

Southern Europe, inward and outward stock of foreign
direct investment (FDI) in, 374–375

South Korea. See Korea
South Pacific Regional Trade and Economic

Cooperation (SPARTECA), 327
Sovereign Debt Restructuring Mechanism (SDRM),

712
Soviet Union. See also Former Soviet Republics

Council of Mutual Economic Assistance
(CMEA or COMECON), 318–321

formal dissolution of, 320–321
International Monetary Fund (IMF) and, 692
variety gains with international trade and, 165

Spain. See also European Union (EU)
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
central bank independence and inflation, 632
and currency crisis of 1992–1993, 658
efficiency change and output per worker, 200
Euro (¤), conversion rates for, 662
Eurozone crisis and, 664–665
government debts and budget deficits of, 665
International Monetary Fund (IMF)

balance-of-payments summary for, 420
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
labor migration in, 386
Maastricht convergence indicators, 660
output per worker, growth in, 200
pass-through elasticities for, 525
peseta, devaluation of, 658
technical progress and output per worker, 200
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
Special Data Dissemination Standards (SDDS), 712
Special Drawing Rights (SDRs), 404, 694, 696

from 1950–1973, 701
substitution account, 707
in 2011, 703

Specialization
dynamic external economies and, 184–185
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external economies and, 183–184
gains from trade and, 67–68
in Heckscher-Ohlin theory, 111–112
increasing costs, 67

Specific-factors model, 128–129, 146–148
Specific tariffs, 222
Speculation, 442–444

fixed exchange rates and, 650–652
restrictions on, 708–709
against U.S. dollar, 700

Speculative bubbles, 491
Speculative demand for money, 580
Sporadic dumping, 264
Spot rates, 434–435

expected change in the spot rate, 482–484
foreign exchange swaps, 435–436

Sri Lanka and Uruguay Round gains, 285
St. Kits-Nevis in CARICOM, 316
St. Lucia in CARICOM, 316
St. Maartin, exchange rate arrangements of, 672
St. Vincent in CARICOM, 316
Stability and Growth Pact (SGP), 659
Stabilizing speculation, 443

fixed exchange rates and, 650–652
Stable equilibria, 107
Stable foreign exchange markets, 514–516

synthesis of automatic adjustments and,
560–562

Stage IV (CD) and product cycle model, 174–175
Stage V (past point D) and product cycle model,

174–175
Stagflation and petroleum shocks, 636–638
Stagnation in Japan, 369
Standardization process and product cycle model, 172
Standard of living and international trade, 6–9
Standby arrangements, 695–696
Starvation. See Hunger and starvation
State trading companies, 318
Statistical Abstract of the United States, 24
Statistical discrepancy, 405
Status quo and protectionism, 273
Steel

trigger-price mechanism for, 264–265
voluntary export restraints (VERs) on, 261

STMicroelectronics, 2
Stocks and bonds. See also International capital flows;

Portfolio investments
buffer stocks, 345
direct investments in, 368
Eurobonds, 455
foreign bonds, 455
foreign-owned assets in U.S., stock of,

403–405
in portfolio balance model, 481–482
Roosa bonds, 699

Stolper-Samuelson theorem, 127, 236–237, 239
graphical representation of, 248–250
Metzler paradox and, 239, 250–251

Strategic trade and industrial policies, 274–278.
See also Japan
with game theory, 275–277
two-firm competition and, 275–277

U.S. response to, 277–278
Strike price, 436
Structural imbalances in advanced economies,

715–717
Structural Impediments Initiative (SII), 278
Subprime mortgage crisis, 712
Sub-Saharan Africa

foreign debt burden of, 353–354
population, economic and health indicators in,

351–352
poverty in, 355, 717

Subsidies. See also Airbus subsidies; Export subsidies
capital intensity and, 348
infant-industries and, 261–262
problem of, 287
tariffs compared, 294–295
Uruguay Round provisions, 283

Substitution account, 707
Sugar

International Sugar Agreement, 345
U.S. quota, effect of, 259

Summary statements, 398
Super gold tranche, 694
Super 301 provision of Omnibus Trade and

Competitiveness Act of 1988, 281–282
Supplemental Reserve Facility (SRF), 704
Supply and demand. See also Aggregate demand;

Aggregate supply; Demand for money;
General equilibrium analysis; Money supply
derived demand, 114
petroleum, international price of, 87
in regions of recent settlement, 334–335

Supply curve and flexible exchange rates, 511–512
Supply of money, 471–473
Supply shocks, macroeconomic policies and, 635–639
Surinam in CARICOM, 316
Surplus

in balance of payments, 406–407
consumer surplus and tariffs, 225–226
vent for surplus, trade as, 335

Survey of Current Business web site,
422

Sustainable development, international monetary
system and, 718

Swan diagram, 577–578
Swap arrangements, 696

expansion of, 704
rates and, 435–436

Swaziland in South Africa Development Community
(SADC), 316

Sweden. See also EFTA (European Free Trade
Association); European Union (EU)
Big Mac prices in, 468
Environmental Performance Index (EPI)

ranking, 179
Exchange Rate Mechanism II (ERM II) and,

662
inflation targeting in, 633
international competitiveness ranking of, 175
intra-industry trade, growth of, 167
Maastricht convergence indicators, 660
pass-through elasticities for, 525
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Swiss franc
relative international importance of, 426
U.S. dollar and, 491

Swiss National Bank, 633
Switzerland. See also EFTA (European Free Trade

Association); Swiss franc
agricultural subsidies in, 267–268
Big Mac prices in, 468
central bank independence and inflation, 632
Environmental Performance Index (EPI)

ranking, 179
EU, free trade agreement (FTA) with, 315
exchange controls by, 601
international competitiveness ranking of, 175
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
Japan, free trade agreement (FTA) with, 316
labor migration in, 386
pass-through elasticities for, 525

Syndicates, 455
Synthesis of automatic adjustments, 560–562
Systematic Transformation Facility (STF), 704

T

Taiwan
Big Mac prices in, 468
current account balance of, 554
GDP (gross domestic product), growth of, 554
international competitiveness ranking of, 175
as trade partner of U.S., 409
U.S. companies, manufacturing for, 2
variety gains with international trade and, 165

Tanzania
in East African Community (EAC), 316
in South Africa Development Community

(SADC), 316
Target zones, 707–708
Tariff factories, 308
Tariffs, 33–34, 221–256. See also Ad valorem tariffs;

GATT (General Agreement on Tariffs and
Trade); Import tariffs; Optimum tariffs; Rate of
effective protection
as bargaining tariffs, 272
cascading tariff structure, 232–233
compound tariffs, 222
consumer surplus, effect on, 225–226
costs and benefits of, 226–229
customs unions, 302
as direct controls, 575
direct foreign investments and, 373
dutiable imports, U.S. average rates on, 282
export tariffs, 221
Great Depression and, 691
in Heckscher-Ohlin theory, 111–112
intra-industry trade and, 164
large countries

general equilibrium analysis of tariffs in,
237–239

partial equilibrium analysis of tariffs in,
244–246
Leontief paradox and, 133

Metzler paradox, 239, 250–251
nominal tariffs, 229
on nonagricultural products in advanced

countries, 222
problem of, 287
short-run effect of, 251–252
subsidies compared, 294–295
Trade Expansion Act of 1962 and, 280
Uruguay Round and, 311
welfare effect of removing, 227–228

Tastes. See also Heckscher-Ohlin theory
factor abundance and, 114
Heckscher-Ohlin theory and, 121–122
Leontief paradox and, 133
trade based on differences in, 72–73
two nations, taste changes and trade in, 208

Taxes
border taxes, 263
foreign investments and, 377–378
Foreign Sales Corporations (FSC) provisions

of U.S. tax code, 267
multinational corporations (MNCs) and, 379,

382
value-added tax (VAT), 263, 312

Taylor monetary rule, 492
Technical progress. See also Neutral technical progress

capital-saving technical progress, 194
defined, 193
endogenous growth theory and, 336
graphical analysis of, 216–217
labor-saving technical progress, 194
neutral technical progress, 199–200
output per worker and, 200
production frontiers and, 194–195
regions of recent development and, 334
in small-country case of growth and trade,

199–201
trade based on, 172–175

Technical regulations, 262–263
Technological gap model, 172–173
Technology. See also Technical progress

job losses and, 70
multinational corporations (MNCs) and export

of, 380–381
wage inequalities and, 127–128

Terms of trade, 201. See also Commodity terms of
trade
of advanced countries, 96
definition of, 94
depreciation affecting, 513
of developing countries, 96
economic development and, 338–342
evaluation affecting, 513
flexible exchange rates, effect of, 512–514
of G-7 countries, 95
illustration of, 95
leading industrial countries, changes in,

208–209
measurement of, 94
offer curves and, 94
statistical difficulties in estimating, 342
types of, 338–339
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Terrorism. See also 9/11 attacks
GDP (gross domestic product) and, 7

Thailand. See also G-20 countries
in ASEAN (Association of South East Asian

Nations), 317
Big Mac prices in, 468
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
currency depreciation in, 513
current account balance of, 554
economic crisis of 1997, 337
efficiency change and output per worker, 200
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
as high-performance Asian economy (HPAE),

337
inflation in, 513, 633
manufactures exports in, 351
output per worker, growth in, 200
technical progress and output per worker, 200

Theory of tariff structure, 229–234
Theory of the second best, 12, 306–307
Thermal pollution, 178
Three-point arbitrage, 431–432
Tight monetary policy, 574

full-employment level and, 581–582
petroleum prices and, 638
policy mix and, 594

Tin and International Tin Agreement, 345
Togo in West African Economic and Monetary Union

(WAEMU), 316
Tokyo Round, 263, 281, 286, 311
Toshiba, 2
Toyota, 380
Trade. See International trade
Trade Adjustment Assistance (TAA), 280
Trade Adjustment Reform Act of 2002, 280
Trade Agreements Act of 1934, 278–279
Trade and Tariff Act of 1984, 281–282
Trade approach, 507
Trade barriers, 9. See also Nontariff trade barriers

(NTBs); Protectionism; Quotas; Tariffs
customs unions, 302
as direct controls, 575
direct foreign investments and, 373
free trade areas, 301–302
Great Depression and, 691
International Monetary Fund (IMF) and,

692–693
international monetary system and, 715
Lomé Convention and, 311
preferential trade arrangements, 301

Trade controls, 600, 601
Trade-creating customs unions, 302–304

conditions leading to increased welfare and,
307

illustration of, 303–304
Trade creation, 302–304
Trade deficits. See Deficits
Trade deflection, 313
Trade diversion, 304
Trade-diverting customs unions, 304–306

illustration of, 304–306
static welfare effects, 307–308

general equilibrium analysis of, 324–325
Trade Expansion Act of 1962, 280, 695
Trade indifference curves, 100–102

Heckscher-Ohlin theory and, 120–121
optimum tariff and, 252–253

Trade liberalization
complete trade liberalization, benefits of,

273–274
developing nations and, 349–351
welfare effects of, 228–229

Trade or commercial policies, 221
Trade possibilities line/trade line, 66
Trade promotion authority of president, 284–285
Trade protectionism. See Protectionism
Trade Reform Act of 1974, 280–281
Trade reforms

in developing countries, 350
Trade Reform Act of 1974, 280–281

Trade-related investment measures (TRIMs)
problems with, 287
of Uruguay Round, 284

Trading blocs
optimum currency areas or blocs, 656–657
problem of, 287

Transaction costs, 450–451
Transaction demand for money, 580
Transaction exposure, 440

hedging, 441–442
Transfer pricing, 379

problems with, 381–382
Transfer problem, 390–391, 559
Transition economies. See Developing nations
Translation exposure, 440
Trans-Pacific Strategic Economic Partnership (TPP),

327
Transparency and international monetary system, 712
Transportation costs, 175–177

general equilibrium analysis of, 176
in Heckscher-Ohlin theory, 111–112
industry location and, 177–178
partial equilibrium analysis of, 176–177

Transport or logistics costs, 176
Treaty of Rome, 309

Single European Act amending, 312
Triangular arbitrage, 431–432
Trigger-price mechanism, 264–266
Trilemma of policies with open economies, 654–655
Trinidad and Tobago in CARICOM, 316
Tunisia

free trade agreement (FTA) with EU, 315
manufactures exports in, 351

Turkey. See also G-20 countries
agricultural subsidies in, 267–268
antidumping investigations by, 266
Big Mac prices in, 468
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
currency crisis in, 709–711
current account balance of, 554
EU, free trade agreement (FTA) with, 315
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Turkey (continued )
European Union (EU) and, 312, 321
foreign debt burden of, 353–354
GDP (gross domestic product), growth of, 554
inflation targeting in, 633
output per worker, growth in, 200
technical progress and output per worker, 200
trade reforms in, 350
Uruguay Round, gains from, 285

Turkmenistan, Environmental Performance Index
(EPI) ranking for, 179

Twin deficits, 585–586
Two-point arbitrage, 431–432
Two-tier gold market. See Special Drawing Rights

(SDRs)

U

Uganda in East African Community (EAC), 316
Uncertainty, fixed exchange rates avoiding, 649–650
Uncovered interest arbitrage, 444–446

monetary approach to the balance of payments
and, 479–480

Uncovered interest rate parity, 445–446, 479
extended portfolio model and, 482–483

Unemployment
external balance and unemployment,

fiscal/monetary policies from, 581–582
external deficit and unemployment,

fiscal/monetary policies from, 583–584
inflation and, 639, 648
international economics and, 13–14
international monetary system and, 714
Phillips curve and, 597
protectionism and, 271
United Nations Conference on Trade and

Development (UNCTAD) on, 717–718
Unilateral transfers, 400

from United States, 404
Unions. See Organized labor
United Arab Emirates

in Gulf Cooperation Council, 315
international competitiveness ranking of, 175

United Kingdom. See also British pound; EFTA
(European Free Trade Association); European
Union (EU); G-7 countries; G-20 countries
absolute advantage and, 35–36
bank rate, raising, 690
Big Mac prices in, 467
brain drain in, 385–386
British Commonwealth Preference Scheme,

301
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
central bank independence and inflation, 632
and currency crisis of 1992–1993, 658
current account balance in, 524
Dutch disease, 514
effective exchange rates in, 524
efficiency change and output per worker, 200
Exchange Rate Mechanism (ERM),

abandonment of, 658

Exchange Rate Mechanism II (ERM II) and,
662

export volume in, 208–209
factor abundance of, 116–117
GDP (gross domestic product) growth in,

208–209
gold standard and, 526–527, 690–691
income elasticity of imports, 547
inflation rate in, 476, 633
international competitiveness ranking of, 175
international macroeconomic policy

coordination and, 674
International Monetary Fund (IMF)

balance-of-payments summary for, 419
intra-industry trade, growth of, 167
inward and outward stock of foreign direct

investment (FDI), 374–375
labor migration in, 386
Maastricht convergence indicators, 660
monetary growth in, 476
multinational corporations (MNCs) of U.S.,

employment by, 381
in nineteenth century, 333–334
output per worker, growth in, 200
pass-through elasticities for, 525
per capita GDP changes in, 208–209
price elasticities for imports and exports, 521
private sector balances of, 549
real hourly wage in manufacturing in, 130
technical progress and output per worker, 200
terms of trade in, 208–209, 340–341
trade imbalances in, 716
as trade partner of U.S., 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
United Nations

Climate Change Conference, Bali, 2007, 178
Climate Change Conference, South Africa

2011, 179
International Trade Statistics Yearbook web

site, 155
New International Economic Order (NIEO),

354–355
web site, 28, 84, 218

United Nations Conference on Trade and
Development (UNCTAD), 355
on poverty, 717–718
web site, 365

United Nations Development Programs (UNDPs)
Human Development Report, 365

United States. See also Balance of payments; G-7
countries; G-20 countries; NAFTA (North
American Free Trade Agreement); United
States dollar
absolute advantage and, 35–36
agricultural subsidies in, 267–268
antidumping investigations by, 266
Asian Financial Crisis of 1997, effect of, 557
autonomous increases in governmental

expenditures and, 561–562
balance-of-payments deficits, 698–699
Big Mac prices in, 467
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brain drain in, 385–386
budget deficits and current account,

relationship between, 585–586
capital deepening and output per worker, 200
capital-labor ratio of, 117, 196
capital outflows for, 404
central bank independence and inflation, 632
commercial policy, history of, 278–282
comparative advantage of, 64
competitiveness of, 175
currency crisis in, 712
current account balance

budget deficits and, 585–586
depreciation and, 523
effective exchange rate and, 521–522
growth of, 553

debt balance of, 405–406
as debtor nation, 414
deficits, 406–407, 585–586, 698–699
deindustrialization in, 71
economic effect of import tariffs in, 228
efficiency change and output per worker, 200
Euro (¤), demand for, 429
European Union (EU), exports to, 34
exchange controls by, 601
export to import prices, index of, 88
export volume in, 208–209
factor abundance of, 116–117
factor intensity of trade, 122–123
financial account of, 406
fiscal policy, effect of, 588–589, 599
foreign-owned assets, stock of, 403–405
free trade agreement with Israel, 313
GDP (gross domestic product), growth of,

208–209, 553
globalization and job loss rates, 162
GNI (gross national income) in, 205–206
immigration debate and policy in, 386–387
income elasticity of imports, 547
index of export to import prices for, 88
industrial products, tariffs on, 232–233
inflation

rate, 476
and unemployment rates in, 639

international banking facilities (IBFs) in, 454
international competitiveness ranking of, 175
international investment position of, 412–414
international macroeconomic policy

coordination and, 674
International Monetary Fund (IMF)

balance-of-payments summary for, 419
international transactions of, 401–405
intra-industry trade and, 163–164, 167
Israel, free trade agreements (FTAs) of, 314
labor migration in, 386–387
macroeconomic data in last decade, 599
major goods exports and imports of, 403
monetary growth in, 476
monetary policy, effect of, 592–593, 599
net debit balance of, 406
nonagricultural products, tariffs on, 222
output per worker, growth in, 200

pass-through elasticities for, 525
per capita GDP changes in, 208–209
pervasiveness of nontariff trade barriers

(NTBs) in, 268–269
petroleum shocks and stagflation in, 637
postwar balance of payments in, 407–412
price elasticities for imports and exports, 521
private sector balances of, 549
purchase power parity (PPP) in, 205–206
real hourly wage in manufacturing in, 130
recessions in, 600, 713
reserve assets of, 404
seigniorage privilege, 699
short-run outputs in, 623
sources of international data and information

published by, 24
strategic trade and industrial policies by other

countries, response to, 277–278
subprime mortgage crisis, 712
sugar imports, effects of U.S. quota on, 259
surplus in balance of payments, 406–407
tariffs, economic effects of, 228
technical progress and output per worker, 200
terms of trade changes in, 208–209
trade deficit with Japan, 410
trade imbalances in, 716
trade partners of, 409
traditional and purchasing-power parity (PPP)

per capita incomes in, 359
Treasury and gold standard, 527
unilateral transfers from, 404
Uruguay Round, gains from, 285
variety gains with international trade and, 165
voluntary export restraints (VERs) on Japanese

automobiles to U.S., 261–262
wage inequalities, international trade and,

127–128
web site, 686

United States Census Bureau
on immigration, 387
web site, 28, 187

United States Citizenship and Immigration Service
web site, 393

United States Department of Commerce International
Trade Administration web site, 155, 187

United States dollar. See also Foreign exchange
markets; Foreign exchange rates; Gold standard
actual and PPP exchange rate of, 466
balance of payments and, 432–434
carry trade and, 445–446
dollar glut, 701
dollar overhang, 707
dollar shortage, 698
dollar standard, 700
as dominant international currency, 425–426
effective exchange rate of, 439–440, 521–522
forecasting exchange rate for, 490–492
foreign exchange risks and, 438–439
German mark and, 477–478
interest rate differentials and exchange rate

index for, 480
Japanese yen and, 490–492, 603
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United States dollar (continued )
pass-through of depreciation, 525
as vehicle currency, 425

United States Immigration and Naturalization Service,
387

United States International Trade Commission web
site, 299

United States State Department web site, 29
United States Tariff Commission, 279–280
United States Trade Representative web site, 299
United States Virgin Islands and dollarization, 666
University of Pennsylvania web site, 155, 218
Unskilled labor, factor intensity of, 122
Unstable equilibria, 107
Unstable foreign exchange markets, 514–516
Unsustainable development, 15
Uruguay. See Mercosur (Southern Common Market)
Uruguay Round, 232, 257, 281, 282–286

developing nations, problems faced by, 718
export pessimism, prevention of, 354
gains from, 285
multinational corporations (MNCs) and, 383
trade liberalization and, 349–350

Uzbekistan, Environmental Performance Index (EPI)
ranking for, 179

V

Value-added tax (VAT), 263, 312
Variable import levies, 311
Variety gains and international trade, 165
Vehicle currency, 425

World Bank on, 427
Venezuela. See also Mercosur (Southern Common

Market)
in Andean Community, 316

Vent for surplus, trade as, 335
Vertical integration, 373

multinational corporations (MNCs) and, 378
Vietnam

in ASEAN (Association of South East Asian
Nations), 317

in Council of Mutual Economic Assistance
(CMEA or COMECON), 318

Volkswagen, 380
Voluntary export quotas, 602
Voluntary export restraints (VERs), 261–262

on Japanese automobiles, 262

W

Wages. See also Factor-price equalization theorem;
Real wage rate of labor
comparative advantage and, 39–40
convergence of real wages in industrial

countries, 130
direct controls as wage controls, 575
hourly compensation of U.S. workers in

manufacturing web site, 155
inequalities, international trade and,

127–128
international labor migration and, 384
minimum wage, 127–128

multinational corporations (MNCs) and
low-wage nations, 379

no-trade equilibrium wage, 146–147
protectionism, fallacious arguments for,

270–271
specific-factors model and, 128–129

Wall Street Journal, 25
War. See also World War I; World War II

damages reparations and transfer problem, 391
Sub-Saharan Africa and, 355

Wastes, 178
Water pollution, 178
Wealth, 201

extended portfolio balance model and, 483
immiserizing growth and, 202–203

The Wealth of Nations (Smith), 32
Web sites

antiglobalization discussion, 299
on ASEAN (Association of South East Asian

Nations), 330
Asian Development Bank, 572
on Asia-Pacific Economic Cooperation

(APEC), 330
Bank for International Settlements (BIS), 503,

615, 644, 686, 728
Bank of Canada, 686
Bank of Japan, 686
Board of Governors of the Federal Reserve, 28
Bureau of Economic Analysis, 28, 539, 572,

615, 644
Bureau of Economics Analysis, 422
Canadian Department of Foreign Affairs, 299
carry trade information, 462
citizen.org/trade, 84
Council of Foreign Relations, 539, 572
for dumping discussions, 299
The Economic Report of the President, 28, 299,

686
Energy Information Administration, 108
European Central Bank (ECB), 686
European Commission (EC), 686
European Monetary Union (EMU), 572
European Union (EU), 299, 330, 686
EuroStat (the Statistical Office of European

Communities), 155
Export-Import Bank, 299
for fast track discussions, 299
Federal Reserve Bank of New York, 686
Federal Reserve Bank of St. Louis, 462, 503,

539, 572, 615, 644, 686
Federal Reserve Board, 644
foreign exchange market information, 462
foreign exchange rate information, 462
on Former Soviet Republic, 330
on Free Trade Area of the Americas (FTAA),

330
for gravity model, 28
hourly compensation of U.S. workers in

manufacturing, 155
Institute for International Economics (IIE), 28,

539, 686
Inter-American Development Bank, 572
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for international environmental law, 299
International Investment Statistics Yearbook,

393
International Monetary Fund (IMF), 28, 84,

108, 155, 218, 365, 686, 728
International Trade Administration, 84, 155,

187
International Trade Statistics Yearbook, 155
Japan, trade data for, 572
on Mercosur (Southern Common Market), 330
MIT, 503
on NAFTA (North American Free Trade

Agreement), 330
National Bureau of Economic Research

(NBER), 218, 615, 644, 686
National Science Foundation, 299
OECD (Organization for Economic

Cooperation and Development), 28, 218,
393, 422, 615, 644, 686, 728

Peterson Institute for International Economics,
572

on R&D science, 299
renminbi information, 462
Sematech, 299
Statistics Center of the Management and

Coordination Agency for Japan, 299
Survey of Current Business, 422
United Nations, 28, 84, 218
United Nations Conference on Trade and

Development (UNCTAD), 365
United Nations Development Programs

(UNDPs), 365
United States, 686
University of Pennsylvania, 155, 218
U.S. Census Bureau, 28, 187
U.S. Citizenship and Immigration Service

(INS), 393
U.S. International Trade Commission, 299
U.S. State Department, 299
U.S. Trade Representative, 299
World Bank, 28, 84, 365, 728
World Economic Outlook, 422
World Investment Report, 393, 422
World Trade Organization (WTO), 28, 56, 84,

218, 299, 728
Welfare effects

European Union (EU), liberalizing tariffs in,
228–229

of international capital flows, 374–378
of international labor migration, 384–386
United States, liberalizing tariffs in, 227–228

West African Economic and Monetary Union
(WAEMU), 316, 326

Wheat and International Wheat Agreement, 346
Wholesale market, 424
Wintek, 2
World Bank, 693

foreign debt crisis and, 353
Korea, web site for, 299
Millennium Development Goals (MDGs),

355–356
on poverty, 355
resident status of, 398
trade liberalization and, 349–350
of vehicle currencies, 427
web site, 28, 56, 84, 218, 299, 728
World Development Report 2012, 365

World Development Reports, 25
World Economic Outlook, 25, 365

web site, 422
World Investment Report web site, 393, 422
World trade. See International trade
World Trade Organization (WTO)

and Doha Round, 288
on Foreign Sales Corporations (FSC)

provisions of U.S. tax code, 267
GATT (General Agreement on Tariffs and

Trade), replacement of, 284
Millennium Round attempt, 287
steel, antidumping duties on, 265
trade rounds sponsored by, 286
Uruguay Round and, 284
web site, 28, 56, 84, 218, 299, 728

World War I
commodity terms of trade and, 341
globalization and, 4
gold standard and, 690–691
macroeconomic performance after, 697
reparations and transfer problem, 391

World War II
balance of payments in U.S. after, 407–412
commodity terms of trade and, 341
globalization and, 4
gold standard and, 690–691
Leontief paradox and, 133
macroeconomic performance AND, 697

WTO (World Trade Organization). See World Trade
Organization (WTO)

Y

Yemen, Environmental Performance Index (EPI)
ranking for, 179

Yen. See Japanese yen
Yuan currency, China, 427
Yugoslavia, 320
YY curve, 576–578

Z

Zambia in South Africa Development Community
(SADC), 316

Zimbabwe in South Africa Development Community
(SADC), 316

Zollverein, 302
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