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Preface

The advent of the space age opened a whole new dimension in our ability to observe, study, and
monitor planetary (including Earth) surfaces and atmospheres on a global and continuous scale.
This led to major developments in the field of remote sensing in the scientific, commercial,
national security, and technical aspects. In addition, ongoing technological developments in
detectors and digital electronics opened the whole electromagnetic spectrum to be used for
detecting and measuring ever-finer details of the emitted and reflected waves that contain
the “fingerprints” of the medium with which they interact. Spaceborne imaging spectrometers
from the ultraviolet to the far infrared are being developed to acquire laboratory quality spectra
for each observed surface pixel or atmospheric region, thus allowing direct identification of the
surface or atmospheric composition. Multispectral polarimetric and interferometric imaging
radars are providing detailed maps of the surface morphology, dynamics, cover and the
near-subsurface structure, as well as three-dimensional maps of precipitation and cloudy
regions in the atmosphere. Active microwave sensors are being used to monitor, on a global
basis, the dynamics of the ocean: its topography, currents, near-surface wind, and polar ice. Pas-
sive and active atmospheric sounders provide detailed profiles of the atmosphere and iono-
sphere characteristics: temperature, pressure, wind velocity, and electron content. Large-
scale multispectral imagers provide repetitive global images of the surface biomass cover and
monitor our planet’s environmental changes resulting from natural causes as well as from
the impact of human civilization.
These capabilities are also being applied more extensively in exploring the planets in our solar

system with flyby and orbiting spacecraft. All the major bodies in the solar system have been
visited and explored. The surface of Venus has been mapped globally by radar, and Mars has
been explored with orbiters and rovers. Jupiter and Saturn, as well as their satellites, have been
mapped by sophisticated orbiters.
The next decade will also see continuing advances in our use of spaceborne remote sensing

techniques to understand the dynamics of our own planet and its environment. A number of
international platforms continuously monitor our planet’s surface and atmosphere using mul-
tispectral sensors, allowing us to observe long-term global and regional changes. More sophis-
ticated systems are being deployed to globally measure ocean salinity, soil moisture, gravity field
changes, and surface tectonic motion. These systems will make full use of new developments in
technology, information handling, and modeling.

xv



Remote sensing is a young discipline that calls on a wide range of specialties and crosses
boundaries between traditional scientific and technological disciplines. Its multidisciplinary
nature requires its practitioner to have a good basic knowledge in many areas of science and
requires interaction with researchers in a wide range of areas such as electromagnetic theory,
spectroscopy, applied physics, geology, atmospheric sciences, agronomy, oceanography, plasma
physics, electrical engineering, and optical engineering.
The purpose of this text is to provide the basic scientific and engineering background for

students and researchers interested in remote sensing and its applications. It addresses (1)
the basic physics involved in wave–matter interactions, which is the fundamental element
needed to fully interpret the data, (2) the techniques used to collect the data, and (3) the appli-
cations to which remote sensing is most successfully applied. This is done keeping in mind the
broad educational background of interested readers. The text is self-comprehensive and
requires the reader to have the equivalent of a junior level in physics, specifically introductory
electromagnetic and quantum theory.
The text is divided into three major parts. After the introduction, Chapter 2 gives the basic

properties of electromagnetic waves and their interaction with matter. Chapters 3–7 cover
the use of remote sensing in solid (including ocean) surface studies. Each chapter covers
one major part of the electromagnetic spectrum (visible/near infrared, thermal infrared,
passive microwave, and active microwave, respectively). Chapters 8–12 cover the use of
remote sensing in the study of atmospheres and ionospheres. In each chapter, the basic
interaction mechanisms are covered first. This is followed by the techniques used to acquire,
measure, and study the information (waves) emanating from the medium under investiga-
tion. In most cases, specific advanced sensors flown or under development are used for
illustration.
The text is generously illustrated and includes many examples of data acquired from space-

borne sensors. This book is based on an upper undergraduate and first-year graduate course that
we teach at the California Institute of Technology to a class that consists of students in electrical
engineering, applied physics, geology, planetary science, astronomy, and aeronautics. It is
intended for a two-quarter course. This text is also intended to serve engineers and scientists
involved in all aspects of remote sensing and its application.
This book is a result of many years of research, teaching, and learning at Caltech and the

Jet Propulsion Laboratory. Throughout these years, we have collaborated with a large num-
ber of scientists, engineers, and students who helped in developing the basis for the material
in this book. We sincerely thank them for creating a most pleasant atmosphere for work and
scientific “enjoyment.” To name them all would lead to a very long list; however, we would
like to acknowledge the numerous researchers at JPL who were kind enough to read and
provide suggestions on how to improve the text for this and earlier editions – they include
M. Abrams, M. Chahine, J. Curlander, D. Diner, M. Freilich, M. Gierach, R. Greene, A. Kha-
zendar, Y. Lou, D. McCleese, P. Rosen, D. Vane, S. Vannan, J. Waters, and H. Nair – as well
as our students and Postdocs at Caltech, who hopefully became interested enough in this
field to carry the banner. We want also to acknowledge, as immigrant Americans, the golden
opportunities that this great country provided us and fellow immigrants to follow their
dreams.
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We could not have completed this book without the dedicated assistants and artists who
typed the text of the First Edition, improved the grammar, and did the artwork, in particular,
Clara Sneed, Susan Salas, and Sylvia Munoz. Special thanks to Priscilla McLean for helping
with this edition.

Charles Elachi and Jakob van Zyl
Pasadena, California, August 2020

Preface xvii





1

Introduction

Remote sensing is defined as the acquisition of information about an object without being in phys-
ical contact with it. Information is acquired by detecting and measuring changes that the object
imposes on the surrounding field, be it an electromagnetic, acoustic, or potential field. This could
include an electromagnetic field emitted or reflected by the object, acoustic waves reflected or per-
turbed by the object, or perturbations of the surrounding gravity or magnetic potential field due to
the presence of the object.
The term “remote sensing” is most commonly used in connection with electromagnetic techni-

ques of information acquisition. These techniques cover the whole electromagnetic spectrum from
the low-frequency radio waves through the microwave, submillimeter, far infrared, near infrared,
visible, ultraviolet, x-ray, and gamma-ray regions of the spectrum.
The advent of satellites is allowing the acquisition of global and synoptic detailed information

about the planets (including the Earth) and their environments. Sensors on Earth-orbiting satellites
provide information about global patterns and dynamics of clouds, surface vegetation cover and its
seasonal variations, surface morphologic structures, ocean surface temperature, and near-surface
wind. The rapid wide coverage capability of satellite platforms allows monitoring of rapidly chan-
ging phenomena, particularly in the atmosphere. The long duration and repetitive capability allows
the observation of seasonal, annual, and longer term changes such as polar ice cover, desert expan-
sion, solid surface motion, and subsidence and tropical deforestation. The wide-scale synoptic cov-
erage allows the observation and study of regional and continental scale features such as plate
boundaries and mountain chains.
Sensors on planetary probes (orbiters, flybys, surface stations, and rovers) are providing similar

information about the planets and objects in the solar system. By now all the planets in the solar
system have been visited by one or more spacecraft. The comparative study of the properties of the
planets is providing new insight into the formation and evolution of the solar system.

1.1 Types and Classes of Remote Sensing Data

The type of remote sensing data acquired is dependent on the type of information being sought, as
well as on the size and dynamics of the object or phenomena being studied. The different types of
remote sensing data and their characteristics are summarized in Table 1.1. The corresponding sen-
sors and their role in acquiring different types of information are illustrated in Figure 1.1.
Two-dimensional images are usually required when high-resolution spatial information is

needed, such as in the case of surface cover and structural mapping (Figs. 1.2 and 1.3), or when

1

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.



a global synoptic view is instantaneously required, such as in the case of meteorological and
weather observations (Fig. 1.4). Two-dimensional images can be acquired over wide regions of
the electromagnetic spectrum (Fig. 1.5) and with a wide selection of spectral bandwidths. Imaging
sensors are available in the microwave, infrared (IR), visible, and ultraviolet parts of the spectrum
using electronic and photographic detectors. Images are acquired by using active illumination, such
as radars or lasers; solar illumination, such as in the ultraviolet, visible, and near infrared; or emis-
sion from the surface, such as in thermal infrared, microwave emission (Fig. 1.6), and x- and
gamma-rays.
Spectrometers are used to detect, measure, and chart the spectral content of the incident electro-

magnetic field (Figs. 1.7 and 1.8). This type of information plays a key role in identifying the chem-
ical composition of the object being sensed, be it a planetary surface or atmosphere. In the case of
atmospheric studies, the spatial aspect is less critical than the spectral aspect due to the slow spatial
variation in the chemical composition. In the case of surface studies, both spatial and spectral infor-
mation are essential, leading to the need for imaging spectrometers (Figs. 1.9 and 1.10). The selec-
tion of the number of spectral bands, the bandwidth of each band, the imaging spatial resolution,
and the instantaneous field of view leads to trade-offs based on the object being sensed, the sensor
data-handling capability, and the detector technological limits.

Table 1.1 Types of remote sensing data.

Important type of information needed Type of sensor Examples of sensors

High spatial resolution and wide
coverage

Imaging sensors,
cameras

Large-format camera (1984), Seasat imaging
radar (1978), Magellan radar mapper
(1989), Mars Global Surveyor Camera
(1996), Mars Rover Camera (2004 and
2014), Cassini Camera (2006)

High spectral resolution over limited
areas or along track lines

Spectrometers,
spectroradiometers

Shuttle multispectral imaging radiometer
(1981), Hyperion (2000)

Limited spectral resolution with high
spatial resolution

Multispectral
mappers

Landsat multispectral mapper and thematic
mapper (1972–1999), SPOT (1986–2002),
Galileo NIMS (1989)

High spectral and spatial resolution Imaging
spectrometer

Spaceborne imaging spectrometer (1991),
ASTER (1999), Hyperion (2000)

High accuracy intensity measurement
along line tracks or wide swath

Radiometers,
scatterometers

Seasat (1978), ERS-1/2 (1991, 1997), NSCAT
(1996), QuikSCAT (1999), SeaWinds (2002)
scatterometers

High accuracy intensity measurement
withmoderate imaging resolution and
wide coverage

Imaging
radiometers

Electronically scanned microwave
radiometer (1975), SMOS (2007)

High accuracy measurement of
location and profile

Altimeters,
sounders

Seasat (1978), GEOSAT (1985), TOPEX/
Poseidon (1992), and Jason (2001) altimeter,
Pioneer Venus orbiter radar (1979), Mars
orbiter altimeter (1990)

Three-dimensional topographic
mapping

Scanning
altimeters and
interferometers

Shuttle Radar Topography Mission (2000)

Surface displacement mapping Radar
interferometer

Sentinel (2012, 2016), SkyMed (2007), ALOS
(2006), TANDEMX (2010), ALOS-2 (2014)
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Figure 1.1 Diagram illustrating the different types of information sought after and the type of sensor used to
acquire this information. For instance, spectral information is acquired with a spectrometer. Two-dimensional
surface spatial information is acquired with an imager such as a camera. An imaging spectrometer also acquires
for each pixel in the image the spectral information.

Figure 1.2 Landsat MSS visible/near IR image of the Imperial Valley area in California.
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In a number of applications, both the spectral and spatial aspects are less important, and the
information needed is contained mainly in the accurate measurement of the intensity of the elec-
tromagnetic wave over a wide spectral region. The corresponding sensors, called radiometers, are
used in measuring atmospheric temperature profiles and ocean surface temperature. Imaging
radiometers are used to spatially map the variation of these parameters (Fig. 1.11). In active

Figure 1.4 Infrared image of the western hemisphere acquired from a meteorological satellite.

Figure 1.3 Folded mountains in the Sierra Madre region, Mexico (Landsat MSS).
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microwave remote sensing, scatterometers are used to accurately measure the backscattered field
when the surface is illuminated by a signal with a narrow spectral bandwidth (Fig. 1.12). One spe-
cial type of radiometer, or scatterometer, is the polarimeter, in which the key information is
embedded in the polarization state of the transmitted, reflected, or scattered wave. The polarization
characteristic of reflected or scattered sunlight provides information about the physical properties
of planetary atmospheres.

Green (0.5 – 0.6μm)

Near infrared (0.8 – 1.1μm) Microwave

Red (0.6 – 0.7μm)

Figure 1.5 Multispectral satellite images of the Los Angeles basin acquired in the visible, infrared, and
microwave regions of the spectrum. See color section.
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In a number of applications, the information required is strongly related to the three-dimensional
spatial characteristics and location of the object. In this case, stereo imagers, altimeters, and inter-
ferometric radars are used tomap the surface topography (Figs. 1.13–1.16), and sounders are used to
map subsurface structures (Fig. 1.17) or tomap atmospheric parameters (such as temperature, com-
position, and pressure) as a function of altitude (Fig. 1.18).

1.2 Brief History of Remote Sensing

The early development of remote sensing as a scientific field was closely tied to developments in
photography. The first photographs were reportedly taken by Daguerre and Niepce in 1839. The
following year, Arago, Director of the Paris Observatory, advocated the use of photography for top-
ographic purposes. In 1849, Colonel Aimé Laussedat, an officer in the French Corps of Engineers,
embarked on an exhaustive program to use photography in topographic mapping. By 1858, bal-
loons were being used to acquire photography of large areas. This was followed by the use of kites
in the 1880s and pigeons in the early 1900s to carry cameras to many hundred meters of altitude.
The advent of the airplane made aerial photography a very useful tool because acquisition of data

Figure 1.6 Passive microwave image of Antarctic ice cover acquired with a spaceborne radiometer. The color
chart corresponds to the surface brightness temperature. See color section.
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over specific areas and under controlled conditions became possible. The first recorded photo-
graphs were taken from an airplane piloted by Wilbur Wright in 1909 over Centocelli, Italy.
Color photography became available in themid-1930s. At the same time, work was continuing on

the development of films that were sensitive to near-infrared radiation. Near-infrared photography
was particularly useful for haze penetration. During World War II, research was conducted on the
spectral reflectance properties of natural terrain and the availability of photographic emulsions for
aerial color infrared photography. The main incentive was to develop techniques for camouflage
detection.
In 1956, Colwell performed some of the early experiments on the use of special-purpose aerial

photography for the classification and recognition of vegetation types and the detection of diseased
and damaged vegetation. Beginning in the mid-1960s, a large number of studies of the application
of color infrared and multispectral photography were undertaken under the sponsorship of NASA,
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Figure 1.7 Absorption spectrum of H2O for two pressures (100 and 1000 mbars), at a constant temperature of
273 K. Source: Chahine et al. (1983). © 1983, American Society of Photogrammetry.
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leading to the launch of multispectral imagers on the Landsat satellites in the 1970s. Amajor break-
through was the advent of electronic detectors particularly in large arrays and across many spectral
regions.
At the long wavelength end of the spectrum, activemicrowave systems have been used since early

this century and particularly after World War II to detect and track moving objects such as ships
and, later, planes. More recently, active microwave sensors have been developed providing two-
dimensional images that look very similar to regular photography, except the image brightness
is a reflection of the scattering properties of the surface in the microwave region. Passive microwave
sensors were also developed to provide “photographs” of themicrowave emission of natural objects.
The tracking and ranging capabilities of radio systems were known as early as 1889, when Hein-

rich Hertz showed that solid objects reflected radio waves. In the first quarter of this century, a
number of investigations were conducted in the use of radar systems for the detection and tracking
of ships and planes and for the study of the ionosphere.
Radar work expanded dramatically during World War II. Today, the diversity of applications for

radar is truly startling. It is being used to study ocean surface features, lower and upper atmospheric
phenomena, subsurface and surface land structures, and surface cover. Radar sensors exist in many
different configurations. These include altimeters to provide topographic measurements, scatte-
rometers to measure surface roughness, and polarimetric and interferometric imagers.
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Figure 1.8 Spectral signature of some vegetation types. Source: From Brooks (1972).
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In themid-1950s, extensive work took place in the development of real aperture airborne imaging
radars. At about the same time, work was ongoing in developing synthetic aperture imaging radars
(SAR), which use coherent signals to achieve high-resolution capability from high-flying aircraft.
These systems became available to the scientific community in the mid-1960s. Since then, work has
continued at a number of institutions to develop the capability of radar sensors to study natural
surfaces. This work led to the orbital flight around the Earth of the Seasat SAR (1978) and the Shut-
tle Imaging Radar (1981, 1984). Since then, several countries have flown orbital SAR systems.
The most recently introduced remote sensing instrument is the laser, which was first developed

in 1960. It is mainly being used for atmospheric studies, topographic mapping, and surface studies
by fluorescence.
There has been great progress in spaceborne remote sensing over the past three decades. Most of

the early remote sensing satellites were developed exclusively by government agencies in a small

(a) (b) (c)

(d) (e) (f)

Figure 1.9 Landsat TM images of Death Valley acquired at 0.48 μm (a), 0.56 μm (b), 0.66 μm (c), 0.83 μm (d),
1.65 μm (e), and 11.5 μm (f ).
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number of countries. Now, nearly 20 countries are either developing or flying remote sensing
satellites. And many of these satellites are developed, launched, and operated by commercial
firms. In some cases, these commercial firms have completely replaced government developments,
and the original developers in the governments now are simply the customers of the commer-
cial firms.
The capabilities of remote sensing satellites have also dramatically increased over the past three

decades. The number of spectral channels available has grown from a few to more than 200 in the
case of the Hyperion instrument. Resolutions of a few meters or less are now available from com-
mercial vendors. Synthetic aperture radars are now capable of collecting images on demand in
many different modes. Satellites are now acquiring images of other planets in more spectral chan-
nels and with better resolutions than what was available for the Earth two decades ago. And as the
remote sensing data have become more available, the number of applications has grown. In many
cases, the limitation now has shifted from the technology that acquires the data to the techniques
and training to optimally exploit the information embedded in the remote sensing data.

Cuprite mining district,
Nevada

Alunite Kaolinite

Buddingtonite Secondary quartz

Wavelength, μm
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Figure 1.10 Images of an area near Cuprite, Nevada, acquired with an airborne imaging spectrometer. The
image is shown to the left. The spectral curves derived from the image data are compared to the spectral curves
measured in the laboratory using samples from the same area. Source: Courtesy of JPL. See color section.
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1.3 Remote Sensing Space Platforms

Up until 1946, remote sensing data were mainly acquired from airplanes or balloons. In 1946, pic-
tures were taken from V-2 rockets. The sounding rocket photographs proved invaluable in illustrat-
ing the potential value of photography from orbital altitudes. Systematic orbital observations of the
Earth began in 1960 with the launch of Tiros I, the first meteorological satellite, using a low-
resolution imaging system. Each Tiros spacecraft carried a narrow-angle TV, five-channel scanning
radiometer, and a bolometer.
In 1961, orbital color photography was acquired by an automatic camera in the unmanned MA-4

Mercury spacecraft. This was followed by photography acquired during the Mercury, Gemini,
Apollo, and Skylab missions. On Apollo 9, the first multispectral images were acquired to assess
their use for Earth resources observation. This was followed by the launch in 1972 of the first Earth
Resources Technology Satellite (ERTS-1, later renamed Landsat-1), which was one of the major
milestones in the field of Earth remote sensing. ERTS-1 was followed by the series of Landsat
missions.
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Figure 1.14 Profiles of an unnamed impact basin on Mars using Earth-based radar. The set of profiles shown
correspond to the box overlay on the figure.
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Figure 1.16 Shaded relief display of the topography of California measured by Shuttle Radar Topography
Mission using an interferometric SAR.
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Earth orbital spacecraft were also used to acquire remote sensing data other than regular pho-
tography. To name just a few, the Nimbus spacecraft carry passive microwave radiometers, infrared
spectrometers, and infrared radiometers. The Synchronous Meteorological Satellite (SMS) carried
visible and IR spin-scan cameras. Skylab (1972) carried a radiometer and a radar scatterometer.
Seasat (1978) carried an imaging radar, a scatterometer, and an altimeter.
In the 1980s and 1990s, the Space Shuttle provided an additional platform for remote sensing. A

number of shuttle flights carried imaging radar systems. In particular, the Shuttle Radar Topogra-
phyMission, flown on the Space Shuttle in 2000, allowed global mapping of the Earth’s topography.
Remote sensing activity was also expanding dramatically using planetary spacecraft. Images were

acquired of the surfaces of the Moon, Mercury, Venus, Mars, the Jovian and Saturnian satellites,
Pluto, numerous Asteroids and comets, and of the atmospheres of Venus, Jupiter, Saturn Uranus,
and Neptune. Other types of remote sensors, such as radar altimeters, sounders, gamma-ray detec-
tors, infrared radiometers, and spectrometers were used on a number of planetary missions.
The use of orbiting spacecraft is becoming a necessity in a number of geophysical disciplines

because they allow the acquisition of global and synoptic coverage with a relatively short repetitive
period. These features are essential for observing dynamic atmospheric, oceanic, and biologic phe-
nomena. The global coverage capability is also essential in a number of geologic applications where
large-scale structures are being investigated. In addition, planetary rovers are using remote sensing
instruments to conduct close-up analysis of planetary surfaces. Over the last decade, with the
advances in detectors, light optics, microwave technology, antennas, materials, spacecraft technol-
ogy and data systems, there has been a great expansion in the development, deployment, and uti-
lization of remote sensors. These will be discussed throughout this textbook.

1.4 Transmission Through the Earth and Planetary Atmospheres

The presence of an atmosphere puts limitations on the spectral regions that can be used to observe
the underlying surface. This is a result of wave interactions with atmospheric and ionospheric con-
stituents leading to absorption or scattering in specific spectral regions (Figure 1.19).
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Figure 1.17 Subsurface layering in the ice cover and bedrock profile acquired with an airborne
electromagnetic sounder over a part of the Antarctic ice sheet.
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At radio frequencies below 10MHz, the Earth’s ionosphere blocks any transmission to or from
the surface. In the rest of the radio frequency region, up to the lowmicrowave (10 GHz), the atmos-
phere is effectively transparent. In the rest of the microwave region, there are a number of strong
absorption bands, mainly associated with water vapor and oxygen.
In the submillimeter and far-infrared region, the atmosphere is almost completely opaque, and

the surface is invisible. This opacity is due mainly to the presence of absorption spectral bands asso-
ciated with the atmospheric constituents. This makes the spectral region most appropriate for
atmospheric remote sensing.
The opacity of the atmosphere in the visible and near infrared is high in selected bands where the

high absorption coefficients are due to a variety of electronic and vibrational processes mainly
related to the water vapor and carbon dioxide molecules. In the ultraviolet, the opacity is mainly
due to the ozone layer in the upper atmosphere.
The presence of clouds leads to additional opacity due to absorption and scattering by cloud

drops. This limits the observation capabilities in the visible, infrared, and submillimeter regions.
In the microwave and radio frequency regions, clouds are basically transparent.
In the case of the other planets, more extreme conditions are encountered. In the case of

Mercury, the Moon, asteroids, comets, and Pluto, no significant atmosphere exists, and the whole
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Figure 1.19 Generalized absorption spectrum of the Earth’s atmosphere at zenith. The curve shows the total
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electromagnetic spectrum can be used for surface observation. In the case of Venus and Titan, the
continuous and complete cloud, or haze, coverage limits surface observation to the longer wave-
length regions, particularly radio frequency and microwave bands. In the case of Mars, the tenuous
atmosphere is essentially transparent across the spectrum even though a number of absorption
bands are present. In the case of the giant planets, the upper atmosphere is essentially all that
can be observed and studied remotely with some deeper access from emitted microwave radiation.
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2

Nature and Properties of Electromagnetic Waves

2.1 Fundamental Properties of Electromagnetic Waves

Electromagnetic energy is the means by which information is transmitted from an object to the
sensor. Information could be encoded in the frequency content, intensity, or polarization of the
electromagnetic wave. The information is propagated by electromagnetic radiation at the velocity
of light from the source directly through free space, or indirectly by reflection, scattering, and rera-
diation to the sensor. The interaction of electromagnetic waves with natural surfaces and atmo-
spheres is strongly dependent on the frequency of the waves. Waves in different spectral bands
tend to excite different interaction mechanisms such as electronic, molecular, or conductive
mechanisms.

2.1.1 Electromagnetic Spectrum

The electromagnetic spectrum is divided into a number of spectral regions. For the purpose of this
text, we use the classification illustrated in Figure 2.1.
The radio band covers the region of wavelengths longer than 10 cm (frequency less than 3 GHz).

This region is used by active radio sensors such as imaging radars, altimeters, and sounders, and, to
a lesser extent, passive radiometers.
The microwave band covers the neighboring region, down to a wavelength of 1 mm (300 GHz

frequency). In this region, most of the interactions are governed by molecular rotation, particularly
at the shorter wavelengths. This region is mostly used by microwave radiometers/spectrometers
and radar systems.
The infrared band covers the spectral region from 1mm to 0.7 μm. This region is sometimes sub-

divided into subregions called submillimeter, far infrared, thermal infrared, and near infrared. In
this region, molecular rotation and vibration play an important role. Imagers, spectrometers, radio-
meters, polarimeters, and lasers are used in this region for remote sensing. The same is true in the
neighboring region, the visible region (0.7–0.4 μm) where electronic energy levels start to play a
key role.
In the next region, the ultraviolet (0.4 μm to 300 Å), electronic energy levels play the main role in

wave–matter interaction. Ultraviolet sensors have been used mainly to study planetary atmo-
spheres or to study surfaces with no atmospheres because of the opacity of gases at these short
wavelengths.
X-rays (300–0.3 Å) and gamma rays (shorter than 0.3 Å) have been used to an even lesser extent

because of atmospheric opacity. Their use has been limited to low-flying aircraft platforms or to the
study of planetary surfaces with no atmosphere (e.g., Moon).
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2.1.2 Maxwell’s Equations

The behavior of electromagnetic waves in free space is governed by Maxwell’s equations:

∇ × E = −
∂B
∂t

2 1

∇ × H =
∂D
∂t

+ J 2 2

B = μ0μrH 2 3

D = 0 rE 2 4

∇ E = 0 2 5

∇ B = 0 2 6

where

E = electric vector
D = displacement vector
H = magnetic vector
B = induction vector
μ0, 0 = permeability and permittivity of vacuum
μr, r = relative permeability and permittivity
∇. = divergence
∇x = curl

Maxwell’s concept of electromagnetic waves is that a smooth wave motion exists in the magnetic
and electric force fields. In any region where there is a temporal change of the electric field, a mag-
netic field appears automatically in that same region as a conjugal partner and vice-versa. This is
expressed by the above coupled equations.
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Figure 2.1 Electromagnetic spectrum.
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2.1.3 Wave Equation and Solution

In homogeneous, isotropic, and nonmagnetic media, Maxwell’s equations can be combined to
derive the wave equation:

∇2E− μ0 0μr r
∂2E
∂t2

= 0 2 7

where ∇2 is the Laplacian. In the case of a sinusoidal field:

∇2E +
ω2

c2r
E = 0 2 8

where

cr =
1

μ0 0μr r
=

c
μr r

2 9

Usually μr = 1 and r varies from 1 to 80 and is a function of the frequency. The solution for the
above differential equation is given by:

E = Aei kr−ωt + ϕ 2 10

where A is the wave amplitude, ω is the angular frequency, ϕ is the phase, and k is the wave vector
in the propagationmedium (k = 2π r λ, λ = wavelength = 2πc ω, c = speed of light in vacuum).
The wave frequency ν is defined as ν = ω/2π.
Remote sensing instruments exploit different aspects of the solution to the wave equation in order

to learn more about the properties of the medium from which the radiation is being sensed. For
example, the interaction of electromagnetic waves with natural surfaces and atmospheres is
strongly dependent on the frequency of the waves. This will manifest itself in changes in the ampli-
tude (the magnitude ofA in (2.10)) of the received wave as the frequency of the observation is chan-
ged. This type of information is recorded by multispectral instruments such as the LandSat
Thematic Mapper and the Advanced Spaceborne Thermal Emission and Reflection Radiometer.
In other cases, one can infer information about the electrical properties and geometry of the surface
by observing the polarization (the vector components ofA in (2.10)) of the received waves. This type
of information is recorded by polarimeters and polarimetric radars. Doppler lidars and radars, on
the other hand, measure the change in frequency between the transmitted and received waves in
order to infer the velocity with which an object or medium is moving. This information is contained
in the angular frequency ω of the wave shown in (2.10). The quantity kr− ωt+ φ in (2.10) is known
as the phase of the wave. This phase changes by 2π every time the wave moves through a distance
equal to the wavelength λ. Measuring the phase of a wave therefore provides an extremely accurate
way to measure the distance that the wave actually travelled. Interferometers exploit this property
of the wave to accurately measure differences in the path length between a source and two collec-
tors, allowing one to significantly increase the resolution with which the position of the source can
be established or to measure slight displacements.

2.1.4 Quantum Properties of Electromagnetic Radiation

Maxwell’s formulation of electromagnetic radiation leads to a mathematically smooth wave
motion of fields. However, at very short wavelengths, it fails to account for certain significant
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phenomena when the wave interacts with matter. In this case a quantum description is more
appropriate.
The electromagnetic energy can be presented in a quantized form as bursts of radiation with a

quantized radiant energy Q, which is proportional to the frequency ν:

Q = hν 2 11

where h=Planck’s constant = 6.626 × 10−34 joule second. The radiant energy carried by the wave is
not delivered to a receiver as if it is spread evenly over the wave, as Maxwell had visualized, but is
delivered on a probabilistic basis. The probability that a wave train will make full delivery of its
radiant energy at some place along the wave is proportional to the flux density of the wave at that
place. If a very large number of wave trains are coexistent, then the overall average effect follows
Maxwell’s equations.

2.1.5 Polarization

An electromagnetic wave consists of a coupled electric and magnetic force field. In free space, these
two fields are at right angles to each other and transverse to the direction of propagation. The direc-
tion and magnitude of only one of the fields (usually the electric field) is sufficient to completely
specify the direction and magnitude of the other field using Maxwell’s equations.
The polarization of the electromagnetic wave is contained in the elements of the vector amplitude

A of the electric field in Equation (2.10). For a transverse electromagnetic wave, this vector is
orthogonal to the direction in which the wave is propagating, and therefore we can completely
describe the amplitude of the electric field by writing A as a two-dimensional complex vector:

A = ahe
iδhh + ave

iδvv 2 12

Here we denote the two orthogonal basis vectors as h for horizontal and v for vertical. Horizontal
polarization is usually defined as the state where the electric vector is perpendicular to the plane of
incidence. Vertical polarization is orthogonal to both horizontal polarization and the direction of
propagation, and corresponds to the case where the electric vector is in the plane of incidence. Any
two orthogonal basis vectors could be used to describe the polarization, and in some cases the right-
and left-handed circular basis is used. The amplitudes, ah and av, and the relative phases, δh and δv,
are real numbers. The polarization of the wave can be thought of as that figure that the tip of
the electric field would trace over time at a fixed point in space. Taking the real part of (2.12),
we find that the polarization figure is the locus of all the points in the h-v plane that have the coor-
dinates Eh = ah cos δh; Ev = av cos δv. It can easily be shown that the points on the locus satisfy the
expression

Eh

ah

2

+
Ev

av

2

− 2
Eh

ah

Ev

av
cos δh − δv = sin 2 δh − δv 2 13

This is the expression of an ellipse, shown in Figure 2.2. Therefore, in the general case, electro-
magnetic waves are elliptically polarized. In tracing the ellipse, the tip of the electric field can rotate
either clockwise or counterclockwise; this direction is denoted by the handedness of the polariza-
tion. The definition of handedness accepted by the Institute for Electrical and Electronics Engi-
neers, IEEE, is that a wave is said to have right-handed polarization if the tip of the electric
field vector rotates clockwise when the wave is viewed receding from the observer. If the tip of
the electric field vector rotates counterclockwise when the wave is viewed in the same way, it
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has a left-handed polarization. It is worth pointing out that in the optical literature a different def-
inition of handedness is often encountered. In that case, a wave is said to have right-handed (left-
handed) polarization when the wave is viewed approaching the observer, and tip of the electric field
vector rotates in the clockwise (counterclockwise) direction.
In the special case where the ellipse collapses to a line, which happens when δh − δv = nπ with n

any integer, the wave is said to be linearly polarized. Another special case is encountered when the
two amplitudes are the same (ah= av) and the relative phase difference δh− δv is either π/2 or−π/2.
In this case, the wave is circularly polarized.
The polarization ellipse (see Fig. 2.2) can also be characterized by two angles known as the ellipse

orientation angle (ψ in Fig. 2.2, 0 ≤ ψ ≤ π) and the ellipticity angle, shown as χ (−π/4 ≤ χ ≤ π/4) in
Figure 2.2. These angles can be calculated as follows:

tan 2ψ =
2ahav
a2h − a2v

cos δh − δv ; sin 2χ =
2ahav
a2h + a2v

sin δh − δv 2 14

Note that linear polarizations are characterized by an ellipticity angle χ = 0.
So far it was implied that the amplitudes and phases shown in equations (2.12) and (2.13) are

constant in time. This may not always be the case. If these quantities vary with time, the tip of
the electric field vector will not trace out a smooth ellipse. Instead, the figure will in general be
a noisy version of an ellipse that after some time may resemble an “average” ellipse. In this case,
the wave is said to be partially polarized, and it can be considered that part of the energy has a
deterministic polarization state. The radiation from some sources, such as the sun, does not have
any clearly defined polarization. The electric field assumes different directions at random as the
wave is received. In this case, the wave is called randomly polarized or unpolarized. In the case
of some man-made sources, such as lasers and radio/radar transmitters, the wave usually has a
well-defined polarized state.
Another way to describe the polarization of a wave, particularly appropriate for the case of par-

tially polarized waves, is through the use of the Stokes parameters of the wave. For a monochro-
matic wave, these four parameters are defined as
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ψ

Figure 2.2 Polarization ellipse.
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S0 = a2h + a2v
S1 = a2h − a2v
S2 = 2ahav cos δh − δv

S3 = 2ahav sin δh − δv

2 15

Note that for such a fully polarized wave, only three of the Stokes parameters are independent,

since S20 = S21 + S22 + S23. Using the relations in (2.14) between the ellipse orientation and ellipticity
angles and the wave amplitudes and relative phases, it can be shown that the Stokes parameters can
also be written as

S1 = S0 cos 2χ cos 2ψ

S2 = S0 cos 2χ sin 2ψ

S3 = S0 sin 2χ

2 16

The relations in (2.16) lead to a simple geometric interpretation of polarization states. The Stokes
parameters S1, S2, and S3 can be regarded as the Cartesian coordinates of a point on a sphere, known
as the Poincaré sphere, of radius S0 (see Fig. 2.3). There is therefore a unique mapping between the
position of a point in the surface of the sphere and a polarization state. Linear polarizations map to
points on the equator of the Poincaré sphere, while the circular polarizations map to the
poles (Fig. 2.4).
In the case of partially polarized waves, all four Stokes parameters are required to fully describe

the polarization of the wave. In general, the Stokes parameters are related by S20 ≥ S21 + S22 + S23,
with equality holding only for fully polarized waves. In the extreme case of an unpolarized wave,
the Stokes parameters are S0 > 0; S1 = S2 = S3 = 0. It is always possible to describe a partially
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Figure 2.3 Polarization represented as a point on the Poincaré sphere.

24 2 Nature and Properties of Electromagnetic Waves



polarized wave by the sum of a fully polarized wave and an unpolarized wave. Themagnitude of the

polarized wave is given by S21 + S22 + S23 and the magnitude of the unpolarized wave is

S0 − S21 + S22 + S23. Finally, it should be pointed out that the Stokes parameters of an unpolarized

wave can be written as the sum of two fully polarized waves

S0
0

0

0

=
1
2

S0
S1
S2
S3

+
1
2

S0
− S1
− S2
− S3

2 17

These two fully polarized waves have orthogonal polarizations. This important result shows that
when an antenna with a particular polarization is used to receive unpolarized radiation, the
amount of power received by the antenna will be only that half of the power in the unpolarized
wave that aligns with the antenna polarization. The other half of the power will not be absorbed,
because its polarization is orthogonal to that of the antenna.
The polarization states of the incident and reradiated waves play an important role in remote

sensing. They provide an additional information source (in addition to the intensity and frequency)
to study the properties of the radiating or scattering object. For example, at an incidence angle of 37
from vertical, an optical wave polarized perpendicular to the plane of incidence will reflect about
7.8% of its energy from a smooth water surface, while an optical wave polarized in the plane of
incidence will not reflect any energy from the same surface. All the energy will penetrate into
the water. This is the Brewster effect.

2.1.6 Coherency

In the case of a monochromatic wave of certain frequency ν0, the instantaneous field at any point P
is well defined. If the wave consists of a large number of monochromatic waves with frequencies

h

v

h

v

h

v

h

vE

hE

h

v

Ev Ev

Ev

Ev

Ev

Ev Ev
Eh

Eh

Eh

Eh

Eh

Eh Eh

t= t0 t= t1 t= t2 t= t3

t= t0 t= t1 t= t2 t= t3

h

v

h

v

h

v

h

v

h

v

h

v

h

v

h

v

Figure 2.4 Linear (upper) and circular (lower) polarization.

2.1 Fundamental Properties of Electromagnetic Waves 25



over a bandwidth ranging from ν0 to ν0 +Δν, then the random addition of all the component waves
will lead to irregular fluctuations of the resultant field.
The coherency time Δt is defined as the period over which there is strong correlation of the field

amplitude. More specifically, it is the time after which two waves at ν and ν+Δν are out of phase by
one cycle; that is, it is given by:

νΔt + 1 = ν + Δν Δt ΔνΔt = 1

Δt =
1
Δν

2 18

The coherence length is defined as

Δl = cΔt =
c
Δν

2 19

Two waves or two sources are said to be coherent with each other if there is a systematic rela-
tionship between their instantaneous amplitudes. The amplitude of the resultant field varies
between the sum and the difference of the two amplitudes. If the two waves are incoherent, then
the power of the resultant wave is equal to the sum of the power of the two constituent waves. Math-
ematically, let E1(t) and E2(t) be the two component fields at a certain location. Then the total field is

E t = E1 t + E2 t 2 20

The average power is

P E t 2 = E1 t + E2 t 2

= E1 t 2 + E2 t 2 + 2 E1 t E2 t

= P1 + P2 + 2 E1 t E2 t

2 21

If the two waves are incoherent relative to each other, then E1 t E2 t = 0and P= P1 + P2. If the

waves are coherent, then E1 t E2 t 0. In the latter case, we have:

P > P1 + P2 in some locations

P < P1 + P2 in other locations

This is the case of optical interference fringes generated by two overlapping coherent optical
beams. The bright bands correspond to where the energy is above the mean and the dark bands
correspond to where the energy is below the mean.

2.1.7 Group and Phase Velocity

The phase velocity is the velocity at which a constant phase front progresses (see Fig. 2.5). It is
equal to

υp =
ω

k
2 22

If we have two waves characterized by (ω − Δω, k − Δk) and (ω + Δω, k + Δk), then the total
wave is given by

E z, t = Aei k−Δk z− ω−Δω t + Aei k + Δk z− ω + Δω t

= 2Aei kz−ωt cos Δkz−Δωt
2 23
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In this case, the plane of constant amplitude moves at a velocity υg, called the group velocity:

υg =
Δω
Δk

2 24

As Δω and Δk are assumed to be small, then we can write

υg =
∂ω

∂k
2 25

This is illustrated in Figure 2.6. It is important to note that υg represents the velocity of propa-
gation of the wave energy. Thus, the group velocity υg must be equal to or smaller than the speed
of light c. However, the phase velocity υp can be larger than c.
If the medium is nondispersive, then

ω = ck 2 26

This implies that

υp =
ω

k
= c 2 27

υg =
∂ω

∂k
= c 2 28

However, if the medium is dispersive (i.e., ω is a nonlinear function of k), such as in the case of
ionospheres, then the two velocities are different.

2.1.8 Doppler Effect

If the relative distance between a source radiating at a fixed frequency ν and an observer varies, the
signal received by the observer will have a frequency ν , which is different than ν. The difference,
νd = ν − ν, is called the Doppler shift. If the source–observer distance is decreasing, the frequency

t=0

t=∆t

z

z

z

z

υp∆t

Figure 2.5 Phase velocity.
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received is higher than the frequency transmitted, leading to a positive Doppler shift (νd > 0). If the
source–observer distance is increasing, the reverse effect occurs (i.e., νd< 0) and the Doppler shift is
negative.
The relationship between νd and ν is

νd = ν
υ

c
cos θ 2 29

where υ is the relative speed between the source and the observer, c is the velocity of light, and θ is
the angle between the direction of motion and the line connecting the source and the observer (see
Fig. 2.7). The above expression assumes no relativistic effects (υ c), and it can be derived in the
following simple way.
Referring to Figure 2.8, assume an observer is moving at a velocity υwith an angle θ relative to the

line of propagation of the wave. The lines of constant wave amplitude are separated by the distance
λ (i.e., wavelength) and are moving at velocity c. For the observer, the apparent frequency ν is equal
to the inverse of the time period T that it takes the observer to cross two successive equiamplitude
lines. This is given by the expression

cT + υT cos θ = λ 2 30

which can be written as

c
ν

+
υ cos θ

ν
=

c
ν

ν = ν + ν
υ

c
cos θ = ν + νd 2 31

The Doppler effect also occurs when the source and observer are fixed relative to each other but
the scattering or reflecting object is moving (see Fig. 2.9). In this case, the Doppler shift is given by

νd = ν
υ

c
cos θ1 + cos θ2 2 32

t=0

t=∆t

z

z

υp∆t

υg∆t

Figure 2.6 Group velocity.
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and if the source and observer are collocated (i.e., θ1 = θ2 = θ), then

νd = 2ν
υ

c
cos θ 2 33

The Doppler effect is used in remote sensing to measure target motion. It is also the basic physical
effect used in synthetic aperture imaging radars to achieve very high resolution imaging.

2.2 Nomenclature and Definition of Radiation Quantities

A number of quantities are commonly used to characterize the electromagnetic radiation and its
interaction with matter. These are briefly described here and summarized in Table 2.1.

2.2.1 Radiation Quantities

Radiant energy: The energy carried by an electromagnetic wave. It is ameasure of the capacity of the
wave to do work by moving an object by force, heating it, or changing its state. The amount of
energy per unit volume is called radiant energy density.
Radiant flux: The time rate at which radiant energy passes a certain location. It is closely related

to the wave power, which refers to the time rate of doing work. The term flux is also used to describe
the time rate of flow of quantized energy elements such as photons. Then the term photon flux
is used.
Radiant flux density: Corresponds to the radiant flux intercepted by a unit area of a plane surface.

The density for flux incident upon a surface is called irradiance. The density for flux leaving a sur-
face is called exitance or emittance.
Solid angle: The solid angle Ω subtended by area A on a spherical surface is equal to the area A

divided by the square of the radius of the sphere.
Radiant intensity: The radiant intensity of a point source in a given direction is the radiant flux per

unit solid angle leaving the source in that direction.

Table 2.1 Radiation quantities.

Quantity Usual symbol Defining equation Units

Radiant energy Q joule

Radiant energy density W W = dQ
dV

joule/m3

Radiant flux Φ Φ = dQ
dt

watt

Radiant flux density E (irradiance)
M (emittance)

E,M = dΦ
dA

watt/m2

Radiant intensity I I = dΦ
dΩ watt/steradian

Radiance L L = dI
dA cos θ watt/steradian m2

Hemispherical reflectance ρ ρ = Mr
E

Hemispherical absorptance α α = Ma
E

Hemispherical transmittance τ τ = Mt
E
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Radiance: The radiant flux per unit solid angle leaving an extended source in a given direction per
unit projected area in that direction (see Fig. 2.10). If the radiance does not change as a function of
the direction of emission, the source is called Lambertian.
A piece of white matte paper, illuminated by diffuse skylight, is a good example of a Lambertian

source.
Hemispherical reflectance: The ratio of the reflected exitance (or emittance) from a plane of mate-

rial to the irradiance on that plane.
Hemispherical transmittance: The ratio of the transmitted exitance, leaving the opposite side of

the plane, to the irradiance.
Hemispherical absorptance: The flux density that is absorbed over the irradiance. The sum of the

reflectance, transmittance, and absorptance is equal to one.

2.2.2 Spectral Quantities

Any wave can be considered as being composed of a number of sinusoidal component waves or
spectral components, each carrying a part of the radiant flux of the total wave form. The spectral
band over which these different components extend is called the spectral width or bandwidth of the
wave. The manner with which the radiation quantities are distributed among the components of
different wavelengths or frequencies is called the spectral distribution. All radiance quantities have
equivalent spectral quantities that correspond to the density as a function of the wavelength or fre-
quency. For instance, the spectral radiant flux Φ(λ) is the flux in a narrow spectral width around λ
divided by the spectra width:

Φ λ =
Flux in all waves in the band λ−Δλ to λ + Δλ

2Δλ

To get the total flux from awave form covering the spectral band from λ1 to λ2, the spectral radiant
flux must be integrated over that band:

Φ λ1 to λ2 =
λ2

λ1

Φ λ dλ 2 34
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Figure 2.10 Concept of radiance.
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2.2.3 Luminous Quantities

Luminous quantities are related to the characteristic of the human eye to perceive radiative quan-
tities. The relative effectiveness of the eye in converting radiant flux of different wavelengths to
visual response is called the spectral luminous efficiency V(λ). This is a dimensionless quantity that
has a maximum of unity at about 0.55 μm and covers the spectral region from 0.4 to 0.7 μm (see
Fig. 2.11). V(λ) is used as a weighting function in relating radiant quantities to luminous quantities.
For instance, luminous flux Φν is related to the radiant spectral flux Φe(λ) by

Φν = 680
∞

0
Φe λ V λ dλ 2 35

where the factor 680 is to convert from radiant flux units (watts) to luminous flux units (lumen).
Luminous quantities are also used in relation to sensors other than the human eye. These quan-

tities are usually referenced to a standard source with a specific blackbody temperature. For
instance, standard tungsten lamps operating at temperatures between 3200 K and 2850 K are used
to test photoemissive tubes.

2.3 Generation of Electromagnetic Radiation

Electromagnetic radiation is generated by transformation of energy from other forms such as
kinetic, chemical, thermal, electrical, magnetic, or nuclear. A variety of transformation mechan-
isms lead to electromagnetic waves over different regions of the electromagnetic spectrum. In gen-
eral, the more organized (as opposed to random) the transformation mechanism is, the more
coherent (or narrower spectral bandwidth) is the generated radiation.
Radio frequency waves are usually generated by periodic currents of electric charges in wires,

electron beams, or antenna surfaces. If two short straight metallic wire segments are connected
to the terminals of an alternating current generator, electric charges are moved back and forth
between them. This leads to the generation of a variable electric and magnetic field near the wires
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Figure 2.11 Spectral luminous efficiency V(λ).

32 2 Nature and Properties of Electromagnetic Waves



and to the radiation of an electromagnetic wave at the frequency of the alternating current. This
simple radiator is called a dipole antenna.
At microwave wavelengths, electromagnetic waves are generated using electron tubes which use

the motion of high-speed electrons in specially designed structures to generate a variable electric/
magnetic field, which is then guided into waveguides to a radiating structure. At these wavelengths,
electromagnetic energy can also be generated bymolecular excitation as is the case inmasers. Mole-
cules have different levels of rotational energy. If a molecule is excited by some means from one
level to a higher one, it could drop back to the lower level by radiating the excess energy as an elec-
tromagnetic wave.
Higher frequency waves in the infrared and the visible are generated by molecular excitation

(vibrational or orbital) followed by decay. The emitted frequency is exactly related to the energy
difference between the two energy levels of the molecules. The excitation of the molecules can
be achieved by a variety of mechanisms such as electric discharges, chemical reactions, or photons’
illumination.
Molecules in the gaseous state tend to have well-defined, narrow emission lines. In the solid

phase, the close packing of atoms or molecules distorts their electron orbits leading to a large num-
ber of different characteristic frequencies. In the case of liquids, the situation is compounded by the
random motion of the molecules relative to each other.
Lasers use the excitation of molecules and atoms and the selective decay between energy levels to

generate narrow bandwidth electromagnetic radiation over a wide range of the electromagnetic
spectrum ranging from UV to the high submillimeter.
Heat energy is the kinetic energy of randommotion of the particles of matter. The randommotion

results in excitation (electronic, vibrational, or rotational) due to collisions followed by random
emission of electromagnetic waves during decay. Because of its random nature, this type of energy
transformation leads to emission over a wide spectral band. If an ideal source (called blackbody)
transforms heat energy into radiant energy with the maximum rate permitted by thermodynamic
laws, then the spectral emittance is given by Planck’s formula as:

S λ =
2πhc2

λ5
1

ech λkT − 1
2 36

where h is Planck’s constant, k is the Boltzmann constant, c is the speed of light, λ is the wavelength,
and T is the absolute temperature in degrees Kelvin. Figure 2.12 shows the spectral emittance of a
number of blackbodies with temperatures ranging from 2000 K (temperature of the Sun’s surface)
to 300 K (temperature of the Earth’s surface). The spectral emittance is maximum at the wavelength
given by:

λm =
a
T

2 37

where a = 2898 μmK. The total emitted energy over the whole spectrum is given by the Stefan–
Boltzmann law:

S = σT4 2 38

where σ = 5.669 × 10−8 Wm−2 K−4. Thermal emission is usually unpolarized and extends through
the total spectrum particularly at the low-frequency end. Natural bodies are also characterized by
their spectral emissivity (λ), which expresses the capability to emit radiation due to thermal energy
conversion relative to a blackbody with the same temperature. The properties of this emission
mechanism will be discussed in more detail in Chapters 4 and 5.
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Going to even higher energies, waves in the gamma-ray regions are mainly generated in the nat-
ural environment by radioactive decay of uranium (U), thorium (Th), and potassium 40 (40K). The
radioisotopes found in nature, 238U and 232Th, are long-lived alpha emitters and parents of individ-
ual radioactive decay chains. Potassium is found in almost all surfaces of the Earth, and its isotope
40K, which makes up 0.12% of natural potassium, has a half-life of 1.3 billion years.

2.4 Detection of Electromagnetic Radiation

The radiation emitted, reflected, or scattered from a body generates a radiant flux density in the
surrounding space which contains information about the body properties. To measure the proper-
ties of this radiation, a collector is used, followed by a detector.
The collector is a collecting aperture which intercepts part of the radiated field. In microwave, an

antenna is used to intercept some of the electromagnetic energy. Examples of antennas include
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dipoles, an array of dipoles, or dishes. In the case of dipoles, the surrounding field generates a cur-
rent in the dipole with an intensity proportional to the field intensity and a frequency equal to the
field frequency. In the case of a dish, the energy collected is usually focused onto a limited area
where the detector (or waveguide connected to the detector) is located.
In the IR, visible, and UV regions, the collector is usually a lens or a reflecting surface which

focuses the intercepted energy onto the detector. Detection then occurs by transforming the elec-
tromagnetic energy into another form of energy such as heat, electric current, or state change.
Depending on the type of the sensor, different properties of the field are measured. In the case of

synthetic aperture imaging radars, the amplitude, polarization, frequency, and phase of the fields
are measured at successive locations along the flight line. In the case of optical spectrometers, the
energy of the field at a specific location is measured as a function of wavelength. In the case of radio-
meters, the main parameter of interest is the total radiant energy flux. In the case of polarimeters,
the energy flux at different polarizations of the wave vector is measured.
In the case of x-ray and gamma-ray detection, the detector itself is usually the collecting aperture.

As the particles interact with the detector material, ionization occurs, leading to light emission or
charge release. Detection of the emitted light or generated current gives a measurement of the inci-
dent energy flux.

2.5 Interaction of Electromagnetic Waves with Matter:
Quick Overview

The interaction of electromagnetic waves with matter (e.g., molecular and atomic structures) calls
into play a variety of mechanisms which aremainly dependent on the frequency of the wave (i.e., its
photon energy) and the energy level structure of the matter. As the wave interacts with a certain
material, be it gas, liquid, or solid, the electrons, molecules, and/or nuclei are put into motion (rota-
tion, vibration, or displacement), which leads to exchange of energy between the wave and the
material. This section gives a quick simplified overview of the interaction mechanisms between
waves and matter. Detailed discussions are given later in the appropriate chapters throughout
the text.
Atomic and molecular systems exist in certain stationary states with well-defined energy levels.

In the case of isolated atoms, the energy levels are related to the orbits and spins of the electrons.
These are called the electronic levels. In the case of molecules, there are additional rotational and
vibrational energy levels which correspond to the dynamics of the constituent atoms relative to
each other. Rotational excitations occur in gases where molecules are free to rotate. The exact dis-
tribution of the energy levels depends on the exact atomic and molecular structure of the material.
In the case of solids, the crystalline structure also affects the energy levels’ distribution.
In the case of thermal equilibrium, the density of population Ni at a certain level i is proportional

to (Boltzmann’s law):

Ni e−Ei kT 2 39

where Ei is the level energy, k is Boltzmann’s constant, and T is the absolute temperature. At abso-
lute zero all the atoms will be in the ground state. Thermal equilibrium requires that a level with
higher energy be less populated than a level of lower energy (Fig. 2.13).
To illustrate, for T= 300 K, the value for kT is 0.025 eV (one eV is 1.6 × 10−19 joules). This is small

relative to the first excited energy level of most atoms and ions, which means that very few atoms
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will be in the excited states. However, in the case of molecules, some vibrational and many rota-
tional energy levels could be even smaller than kT, thus allowing a relatively large population in the
excited states.
Let us assume a wave of frequency ν is propagating in a material where two of the energy levels i

and j are such that

hν = E j −Ei 2 40

This wave would then excite some of the population of level i to level j. In this process, the wave
loses some of its energy and transfers it to the medium. The wave energy is absorbed. The rate pij of
such an event happening is equal to:

pij = Bij ν 2 41

where ν is the wave energy density per unit frequency and Bij is a constant determined by the
atomic (or molecular) system. In many texts, pij is also called transition probability.
Once exited to a higher level by absorption, the atoms may return to the original lower level

directly by spontaneous or stimulated emission, and in the process they emit a wave at frequency
ν, or they could cascade down to intermediate levels and in the process emit waves at frequencies
lower than ν (see Fig. 2.14). Spontaneous emission could occur any time an atom is at an excited
state independent of the presence of an external field. The rate of downward transition from level j
to level i is given by

pji = Aji 2 42

where Aji is characteristic of the pair of energy levels in question.
Stimulated emission corresponds to downward transition which occurs as a result of the presence

of an external field with the appropriate frequency. In this case the emitted wave is in phase with
the external field andwill add energy to it coherently. This results in an amplification of the external
field and energy transfer from the medium to the external field. The rate of downward transition is
given by

pji = Bji ν 2 43
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Figure 2.13 Curve illustrating the exponential decrease of
population as a function of the level energy for the case of
thermal equilibrium.
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The relationships between Aji, Bji, and Bij are known as the Einstein’s relations:

Bji = Bij 2 44

Aji =
8πhν3n3

c3
Bji =

8πhn3

λ3
Bji 2 45

where n is the index of refraction of the medium.
Let us now consider a medium that is not necessarily in thermal equilibrium and where the two

energy levels i and j are such that Ei< Ej.Ni andNj are the population in the two levels, respectively.
The number of downward transitions from level j to level i is (Aji+ Bji ν)Nj. The number of upward
transitions is Bij νNi= Bji νNi. The incident wave would then lose (Ni−Nj) Bij ν quanta per second.
The spontaneously emitted quanta will appear as scattered radiation which does not add coherently
to the incident wave.
The wave absorption is a result of the fact that usually Ni > Nj. If this inequality can be reversed,

the wave would be amplified. This requires that the population in the higher level is larger than the
population in the lower energy level. This population inversion is the basis behind laser and maser
operations. However, it is not usually encountered in the cases of natural matter/waves interactions
which form the topic of this text. (Note: Natural maser effects have been observed in astronomical
objects; however, these are beyond the scope of this text.)
The transition between different levels in usually characterized by the lifetime τ. The lifetime of

an excited state i is equal to the time period after which the number of excited atoms in this state
have been reduced by a factor e−1. If the rate of transition out of the state i is Ai, the corresponding
lifetime can be derived from the following relations:

dNi = −AiNi dt 2 46

Ni t = Ni 0 e−Ait = Ni 0 e− t τi 2 47

τi = 1 Ai 2 48
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Figure 2.14 An incident wave of frequency νij is adsorbed due to population excitation from Ei to Ej.
Spontaneous emission for the above system can occur at νij as well as by cascading down via the intermediate
levels l and k.
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If the transitions from i occur to a variety of lower levels j, then

Ai =
j

Aij 2 49

1
τi

=
j

1
τij

2 50

2.6 Interaction Mechanisms Throughout the Electromagnetic
Spectrum

Starting by the highest spectral region used in remote sensing, gamma- and x-ray interactions with
matter call into play atomic and electronic forces such as the photoelectric effect (absorption of
photon with ejection of electron), Compton effect (absorption of photon with ejection of electron
and radiation of lower energy photon), and pair production effect (absorption of photon and gen-
eration of an electron–positron pair). The photon energy in this spectral region is larger than 40 eV
(Fig. 2.15). This spectral region is used mainly to sense the presence of radioactive materials.
In the ultraviolet region (photon energy between 3 and 40 eV), the interactions call into play elec-

tronic excitation and transfer mechanisms, with their associated spectral bands. This spectral
region is used mostly for remote sensing of the composition of the upper layers of the Earth and
planetary atmospheres. An ultraviolet spectrometer was flown on Voyager spacecraft to determine
the composition and structure of the upper atmospheres of Jupiter, Saturn, and Uranus.
In the visible and near infrared (energy between 0.2 and 3 eV), vibrational and electronic energy

transitions play the key role. In the case of gases, these interactions usually occur at well-defined
spectral lines, which are broadened due to the gas pressure and temperature. In the case of solids,
the closeness of the atoms in the crystalline structure leads to a wide variety of energy transfer phe-
nomena with broad interaction bands. These include molecular vibration, ionic vibration, crystal
field effects, charge transfer, and electronic conduction. Some of the most important solid surface
spectral features in this wavelength region include the following: (1) the steep fall-off of reflectance
in the visible toward the ultraviolet and an absorption band between 0.84 and 0.92 μm associated
with the Fe3+ electronic transition. These features are characteristic of iron oxides and hydrous iron
oxides, collectively referred to as limonite. (2) The sharp variation of chlorophyll reflectivity in the
neighborhood of 0.75 μm, which has been extensively used in vegetation remote sensing. (3) The
fundamental and overtone bending/stretching vibration of hydroxyl (OH) bearing materials in the
2.1–2.8 μm region, which are being used to identify clay-rich areas associated with hydrothermal
alteration zones.
In the mid-infrared region (8–14 μm), the Si-O fundamental stretching vibration provides diag-

nostics of the major types of silicates (Fig. 2.16). The position of the restrahlen bands, or regions of
metallic-like reflection, is dependent on the extent of interconnection of the Si-O tetrahedra com-
prising the crystal lattice. This spectral region also corresponds to vibrational excitation in atmos-
pheric gaseous constituents.
In the thermal infrared, the emissions from the Earth’s and other planets’ surfaces and atmo-

spheres are strongly dependent on the local temperature, and the resulting radiation is governed
by Planck’s law. This spectral region provides information about the temperature and heat constant
of the object under observation. In addition, a number of vibrational bands provide diagnostic infor-
mation about the emitting object constituents.
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In the submillimeter region, a large number of rotational bands provide information about the
atmospheric constituents. These bands occur all across this spectral region, making most planetary
atmospheres completely opaque for surface observation. For some gases such as water vapor and
oxygen, the rotational band extends into the upper regions of the microwave spectrum.
The interaction mechanisms in the lower frequency end of the spectrum (ν< 20 GHz, λ> 1.5 cm)

do not correspond to energy bands of specific constituents. They are rather collective
interactions which result from electronic conduction and nonresonant magnetic and electric
multipolar effects. As a wave interacts with a simple molecule, the resulting displacement of
the electrons results in the formation of an oscillating dipole which generates an electromagnetic
field. This will result in a composite field moving at a lower speed than the speed of light in a
vacuum. The effect of the medium is described by the index of refraction or the dielectric constant.
In general, depending on the structure and composition of the medium, the dielectric constant
could be anisotropic or could have a loss term which is a result of wave energy transformation into
heat energy.
In the case of an interface between twomedia, the wave is reflected or scattered depending on the

geometric shape of the interface. The physical properties of the interface and the dielectric proper-
ties of the two media are usually the major factors affecting the interaction of wave and matter in
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Figure 2.15 Correspondence of spectral bands and photon energy and range of different wave–matter
interaction mechanisms of importance in remote sensing. The photon energy in electron volts is given by E
(eV) = 1.24/λ, where λ is in μm.
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the microwave and radio frequency part of the spectrum. Thus, remote sensing in this region of the
spectrum will mainly provide information about the physical and electrical properties of the object
instead of its chemical properties, which are the major factors in the visible/infrared region, and its
thermal properties, which are the major factors in the thermal infrared and upper microwave
regions (see Table 2.2).
In summary, a remote sensing system can be visualized (Fig. 2.17) as a source of electromagnetic

wave (e.g., the sun, a radio source) which illuminates the object being studied. The incident wave
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Figure 2.16 Transmission spectra of common
silicates. Source: Hunt and Salisbury (1974). © 1974, Air
Force Cambridge Research Laboratories.
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interacts with the object and the scattered wave is modulated by a number of interaction processes
which contain the “fingerprints” of the object. In some cases the object itself is the source and the
radiated wave contains information about its properties. A part of the scattered or radiated wave is
then collected by a collector, focused on a detector, and its properties measured. An inverse process
is then used to infer the properties of the object from the measured properties of the received wave.

Table 2.2 Wave-matter interaction mechanisms across the electromagnetic spectrum.

Spectral region Main interaction mechanisms Examples of remote sensing applications

Gamma-rays,
x-rays

Atomic processes Mapping of radioactive materials

Ultraviolet Electronic processes Presence of H and He in atmospheres

Visible and
near infrared

Electronic and vibration
molecular processes

Surface chemical composition, vegetation cover, and
biological properties

Mid-infrared Vibrational, vibrational-
rotational molecular processes

Surface chemical composition, atmospheric chemical
composition

Thermal
infrared

Thermal emission, vibrational
and rotational processes

Surface heat capacity, surface temperature,
atmospheric temperature, atmospheric and surface
constituents

Microwave Rotational processes, thermal
emission, scattering,
conduction

Atmospheric constituents, surface temperature,
surface physical properties, atmospheric precipitation

Radio
frequency

Scattering, conduction,
ionospheric effect

Surface physical properties, subsurface sounding,
ionospheric sounding

Waves 
emitted by object Collecting 

aperture

Detector

Source

Object

Waves scattered 
by object

Total waves

Figure 2.17 Sketch of key elements of a remote sensing system.
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Exercises

2.1 In order to better visualize the relative scale of the waves’ wavelength in different regions of
the spectrum, assume that the blue wavelength (λ = 0.4 μm) is expanded to the size of a key
hole (1 cm). What would be the wavelength size of other spectra regions in terms of familiar
objects?

2.2 The sun radiant flux density at the top of the earth’s atmosphere is 1.37 kilowatts/m2. What is
the flux density at Venus (0.7 AU), Mars (1.5 AU), Jupiter (5.2 AU), and Saturn (9.5 AU)?
Express these values in kilowatts/m2 and in photons/m2 sec. Assume λ = 0.4 μm for the
sun illumination. (Note that AU = astronomical unit = Earth/sun distance.)

2.3 Assuming that the sun emittance spectrum follows exactly Planck’s formula:

S λ
2πhc2

λ5
1

ech λkT − 1

with T = 6000 K. Calculate the percent of solar energy in the following spectral regions:

• In the UV (λ < 0.4 μm)

• In the visible (0.4 μm < λ < 0.7 μm)

• In the infrared (0.7 μm < λ < 10 μm)

• In the thermal infrared and submillimeter (10 μm < λ < 3mm)

• In the microwave (λ > 3mm)

2.4 The amplitudes of two coexistent electromagnetic waves are given by

E1 = exA cos kz−ωt

E2 = eyB cos kz−ωt + ϕ

Describe the temporal behavior of the total electric field E = E1 + E2 for the following cases:

A = B, ϕ = 0

A = B, ϕ = π

A = B, ϕ = π 2

A = B, ϕ = π 4

Repeat the exercise for A = 2B.

2.5 The amplitudes of two coexistent electromagnetic waves are given by

E1 = exA cos ω
z
c
− t

E2 = eyB cos ω
z
c
− t

where c is the speed of light in a vacuum. Letω =ω+Δω andΔω ω. Describe the behavior

of the power P E1 + E2
2 of the composite wave as a function of P1 and P2 of each indi-

vidual wave.
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2.6 A plasma is an example of a dispersive medium. The wavenumber for a plasma is given by

k =
1
c

ω2 −ω2
p

where c = speed of light and ωp= plasma angular frequency.
a) Calculate and plot the phase and group velocity of a wave in the plasma as a function of

frequency.
b) Based on the results of (a), why is a plasma called a dispersive medium?

2.7 A radar sensor is carried on an orbiting satellite which is moving at a speed of 7 km/sec par-
allel to the earth’s surface. The radar beam has a total beamwidth of θ= 4 and the operating
frequency is ν= 1.25 GHz.What is the center frequency and the frequency spread of the echo
due to the Doppler shift across the beam for the following cases:
a) a nadir-looking beam
b) a 45 forward-looking beam
c) a 45 back-looking beam

2.8 Repeat Problem 2.7 for the case where the satellite is moving at a velocity of 7 km/sec but at a
5 angle above the horizontal.

2.9 Plot and compare the spectral emittance of black bodies with surface temperatures of 6000
K (Sun), 600 K (Venus), 300 K (Earth), 200 K (Mars), and 120 K (Titan). In particular, deter-
mine the wavelength for maximum emission for each body.

2.10 A small object is emitting Q watts isotropically in space. A collector of area A is located a
distance d from the object. How much of the emitted power is being intercepted by the col-
lector? Assuming thatQ= 1 kW and d= 1000 km, what size of collector is needed to collect 1
milliwatt and 1 microwatt?

2.11 Two coexistent waves are characterized by

E1 = A cos ωt

E1 = A cos ωt + α

Describe the behavior of the total wave E = E1 + E2 for the cases where α = 0, α = π/2,
α = π and α a random value with equal probability of occurrence between 0 and 2π.
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3

Solid Surfaces Sensing in the Visible and Near Infrared

The visible and near-infrared regions of the electromagnetic spectrum have been the most com-
monly used in remote sensing of planetary surfaces. This is partially due to the fact that this is
the spectral region of maximum illumination by the sun and most widely available detectors (elec-
tro-optical and photographic). The sensor detects the electromagnetic waves reflected by the sur-
face and measures their intensity in different parts of the spectrum. By comparing the radiometric
and spectral characteristics of the reflected waves to the characteristics of the incident waves, the
surface reflectivity is derived. This in turn is analyzed to determine the chemical and physical prop-
erties of the surface. The chemical composition and crystalline structure of the surface material
have an effect on the reflectivity because of the molecular and electronic processes which govern
the interaction of waves with matter. The physical properties of the surface, such as roughness
and slope, also affect the reflectivity mainly due to geometric factors related to the source–sur-
face–sensor-relative angular configuration.
Thus, information about the surface properties is acquired by measuring the modulation that the

surface imprints on the reflected wave (Fig. 3.1) by the process of wave–matter interactions, which
will be discussed in this chapter.

3.1 Source Spectral Characteristics

By far the most commonly used source of illumination in the visible and near infrared is the sun. In
the most simple terms, the sun emits approximately as a hot blackbody at 6000 K temperature.
The solar illumination spectral irradiance at the Earth’s distance is shown in Figure 3.2. The total
irradiance is measured to be approximately 1370 W/m2 above the Earth’s atmosphere. This irradi-
ance decreases as the square of the distance from the sun because of the spherical geometry. Thus,
the total solar irradiance at Venus is about twice the value for Earth while it is half that much at
Mars (see Table 3.1).
As the solar waves propagate through a planet’s atmosphere, they interact with the atmospheric

constituents leading to absorption in specific spectral regions, which depends on the chemical com-
position of these constituents. Figure 3.2 shows the sun illumination spectral irradiance at the
Earth’s surface. Strong absorption bands exist in the near infrared, particularly around 1.9, 1.4,
1.12, 0.95, and 0.76 μm. These are mainly due to the presence of water vapor (H2O), carbon dioxide
(CO2), and, to a lesser extent, oxygen (O2). In addition, scattering and absorption lead to a
continuum of attenuation across the spectrum. For comparison, the transmittivity of the Martian
atmosphere is shown in Figure 3.3. In the near infrared, the Martian atmosphere is opaque only in
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Figure 3.1 The surface spectral imprint is reflected in the spectrum of the reflected wave.
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Table 3.1 Solar irradiance at the distance of the different planets.

Mean distance to the sun

Planets (AU) Million kilometers Solar irradiance (W/m2)

Mercury 0.39 58 9000

Venus 0.72 108 2640

Earth 1 150 1370

Mars 1.52 228 590

Jupiter 5.19 778 50

Saturn 9.51 1427 15

Uranus 19.13 2870 3.7

Neptune 30 4497 1.5

Pluto 39.3 5900 0.9
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Figure 3.3 Transmittivity of the Martian atmosphere. The model uses band parameters for CO2, H2O, and O3.
Surface pressure assumed is 6 mbar. Source: Courtesy of D. Crisp and D. McCleese.
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very narrow spectral bands near 2.7 and 4.3 μm, which are due to (CO2). The absorption band near
2 μm is due to H2O.
Another important factor in visible and near-infrared remote sensing is the relative configuration

of the sun–surface–sensor. Because of the tilt of the Earth’s rotation axis relative to the plane of the
ecliptic, the sun’s location in the sky varies as a function of the seasons and the latitude of the illu-
minated area. In addition, the ellipticity of the Earth’s orbit has to be taken into account (Dozier and
Strahler 1983; Wilson 1980).
With recent and continuing development, high-power lasers are becoming viable sources of illu-

mination even from orbital altitudes. These sources have a number of advantages, including con-
trolled illumination geometry, controlled illumination timing which can be used in metrology, and
the possibility of very high powers in very narrow spectral bands. However, these advantages have
to be compared to the lack of instantaneous wide-spectral coverage and the need for orbiting the
laser source with its associated weight and power requirements.

3.2 Wave–Surface Interaction Mechanisms

When the electromagnetic wave interacts with a solid material, there are a number of mechanisms
which affect the properties of the resulting wave. Some of these mechanisms operate over a narrow
band of the spectral region, while others are wide band and thus affect the entire spectrum from 0.3
to 2.5 μm. These interactionmechanisms are summarized in Table 3.2 and discussed in detail in this
section. The narrow band interactions are usually associated with resonant molecular and

Table 3.2 Interaction mechanisms.

General physical
mechanisms Specific physical mechanisms Example

Geometrical
and physical
optics

Dispersive refraction Chromatic aberration, rainbow

Scattering Blue sky, rough surfaces

Reflection, refraction, and interference film
on water, lens coating

Mirror, polished surfaces, oil

Diffraction grating Opal, liquid crystals, gratings

Vibrational
excitation

Molecular vibration H2O, aluminum+ oxygen, orsilicon +
oxygen

Ion vibration Hydroxyl ion (OH)

Electronic
excitation

Crystal field effects in transition metal
compounds

Turquoise, most pigments, some
fluorescent materials

Crystal field effects in transition metal
impurities

Ruby, emerald, red sandstone

Charge transfer between molecular orbits Magnetite, blue sapphire

Conjugated bonds Organic dyes, most plant colors

Transitions in materials with energy bands Metallic: copper, silver, gold;
semiconductors: silicon, cinnabar,
diamond, galena
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electronic processes. These mechanisms are strongly affected by the crystalline structure leading to
splitting, displacement, and broadening of the spectral lines into spectral bands. The wide band
mechanisms are usually associated with nonresonant electronic processes which affect the material
index of refraction (i.e., velocity of light in the material).

3.2.1 Reflection, Transmission, and Scattering

When an electromagnetic wave is incident on an interface between two materials (in the case of
remote sensing, one of the materials is usually the atmosphere), some of the energy is reflected
in the specular direction, some of it is scattered in all directions of the incident medium, and some
of it is transmitted through the interface (Fig. 3.4). The transmitted energy is usually absorbed in the
bulk material and either reradiated by electronic or thermal processes or dissipated as heat.
When the interface is very smooth relative to the incident wavelength λ (i.e., λ interface rough-

ness), the reflected energy is in the specular direction and the reflectivity is given by Snell’s law. The
reflection coefficient is a function of the complex index of refraction n and the incidence angle. The
expression of the reflection coefficient is given by:

Rh
2 =

sin 2 θ− θt
sin 2 θ + θt

3 1

for horizontally polarized incidence wave, and

Rυ
2 =

tan 2 θ− θt
tan 2 θ + θt

3 2

for vertically polarized incidence wave. θt is the transmission angle and is given by:

sin θ = n sin θt 3 3

The behavior of the reflection coefficient as a function of the incidence angle is illustrated in
Figure 3.5. One special aspect of the vertically polarized configuration is the presence of a null
(i.e., no reflection) at an angle which is given by

tan θ = n 3 4

and which corresponds to Rυ = 0. This is called the Brewster angle.

Transmitted wave

Scattered wave

Incident wave
Reflected wave

Figure 3.4 Wave interaction with an interface.

48 3 Solid Surfaces Sensing in the Visible and Near Infrared



In the case of normal incidence, the reflection coefficient is:

Rh = Rυ = R =
n− 1
n + 1

=
Nr + iNi − 1
Nr + iNi + 1

3 5

and

R 2 =
Nr − 1 2 + N2

i

Nr + 1 2 + N2
i

3 6

where Nr and Ni are the real and imaginary parts of n, respectively. In the spectral regions away
from any strong absorption bands, Ni << Nr and

R 2 =
Nr − 1
Nr + 1

2

3 7

However, in strong absorption bands, Ni << Nr and

R 2 1 3 8

Thus, if wide spectrum light is incident on a polished surface, the reflected light will contain a
relatively large portion of spectral energy around the absorption bands of the surface material
(Fig. 3.6). This is the restrahlen effect.
In actuality, most natural surfaces are rough relative to the wavelength and usually consist of

particulates. Thus, scattering plays a major role and the particulates’ size distribution has a signif-
icant impact on the spectral signature. An adequate description of the scattering mechanism
requires a rigorous solution of Maxwell’s equations, including multiple scattering. This is usually
very complex, and a number of simplified techniques and empirical relationships are used. For
instance, if the particles are small relative to the wavelength, then Rayleigh’s law is applicable,
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and it describes adequately the scattering mechanism. In this case, the scattering cross section is a
fourth power of the ratio a/λ (i.e., scattering is ~(a/λ)4) of the particles’ size over the wavelength.
The Rayleigh scattering explains the blue color of the sky; molecules and very fine dust scatter blue
light about four times more than red light making the sky appear blue. The direct sunlight, on the
other hand, is depleted of the blue and therefore appears reddish.
In the case of a particulate surface, the incident wave is multiply scattered and some of the energy

which is reflected toward the incident medium penetrates some of the particles (Fig. 3.7). Thus, if
the material has an absorption band, the reflected energy is depleted of energy in that band. Usu-
ally, as the particles get larger, the absorption features become more pronounced even though the
total reflected energy is decreased. This is commonly observed in measured spectra, as illustrated in
Figure 3.8. This is the usual case in remote sensing in the visible and infrared.
In the general case of natural surfaces, the reflectivity is modeled by empirical expressions. One

such expression is the Minnaert law (Minnaert 1941), which gives:

B cos θs = B0 cos θi cos θs
κ 3 9

where B is the apparent surface brightness, B0 is the brightness of an ideal reflector at the obser-
vation wavelength, κ is a parameter that describes darkening at zero phase angle, and θi, θs are the
incidence and scattering (or emergence) angles, respectively. For a Lambertian surface, κ = 1 and

λ0 λ

R

Figure 3.7 In the case of a particulate layer, the volume scattering and resulting absorption lead to a decrease
of the reflected (scattered) energy near an absorption spectral line.

λ0 λ

R

Figure 3.6 For a polished surface there is an increase in the reflected energy near an absorption spectral line.
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B = B0 cos θi 3 10

which is the commonly used cosine darkening law.
In some special cases, diffraction gratings are encountered in nature. For instance, opal consists

of closely packed spheres of silicon dioxide and a little water imbedded in a transparent matrix that
has similar composition but slightly different index of refraction. The spheres have a diameter of
about 0.25 μm. Dispersion of white light by the three-dimensional diffraction grating gives rise to
spectrally pure colors that glint from within an opal.
The reflection of visible and near-infrared waves from natural surfaces occurs within the top few

microns. Thus, surface cover plays an important role. For instance, the iron oxide in desert varnish
can quench or even completely mask the spectrum of the underlying rocks.

3.2.2 Vibrational Processes

Vibrational processes correspond to small displacements of the atoms from their equilibrium posi-
tions. In a molecule composed of N atoms, there are 3N possible modes of motion because each
atom has three degrees of freedom. Of these modes of motion, three constitute translation, three
(two in the case of linear molecules) constitute rotation of the molecule as a whole, and 3N− 6
(3N− 5 in the case of linear molecules) constitute independent type of vibrations (Fig. 3.9). Each
mode of motion leads to vibration at a classical frequency νi. For a molecule with many classical
frequencies νi, the energy levels are given by

E = n1 +
1
2

hν1 + + n3N − 6 +
1
2

hν3N − 6 3 11

where n + 1
2 hν are the energy levels of a linear harmonic oscillator, and ni are vibrational quan-

tum numbers (ni = 0, 1, …). The number and values of the energy levels for a material are thus
determined by the molecular structure (i.e., number and type of the constituent atoms, the molec-
ular geometry, and the strength of the bonds).
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The transitions between the ground state (all ni = 0) to a state where only one ni = 1 are called
fundamental tones. The corresponding frequencies are ν1, ν2,…, νi. These usually occur in the far-to
mid-infrared (>3 μm). The transitions between the ground state to a state where only one ni= 2 (or
some multiple integer) are called overtone tones. The corresponding frequencies are 2ν1, 2ν2, … (or
higher order overtones). The other transitions are called combination tones, which are combina-
tions of fundamental and overtone transitions. The corresponding frequencies are lνi+mνj, where
l and m are integers. Features due to overtone and combination tones usually appear between
1 and 5 μm.
As an illustration, let us consider the case of the water molecule (Fig. 3.9a). It consists of three

atoms (e.g., N = 3) and has three classical frequencies ν1, ν2, ν3, which correspond to the three
wavelengths:

λ1 = 3.106 μm, which corresponds to the symmetric OH stretch
λ2 = 6.08 μm, which corresponds to the HOH bend
λ3 = 2.903 μm, which corresponds to the asymmetric OH stretch
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Figure 3.9 (a) H2O molecule fundamental vibrational modes. (b) CO2 molecule (linear) fundamental
vibrational modes.
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These wavelengths are the fundamentals. The lowest order overtones correspond to the frequen-
cies 2ν1, 2ν2, and 2ν3, and to wavelengths λ1/2, λ2/2, and λ3/2. An example of a combination tone can
be ν = ν3 + ν2, which has a wavelength given by

1
λ
=

1
λ3

+
1
λ2

λ = 1 87 μm

or ν = 2ν1 + ν3, which has a wavelength λ = 0.962 μm.
In the spectra of minerals and rocks, whenever water is present, two bands appear, one near

1.45 μm (due to 2ν3) and one near 1.9 μm (due to ν2 + ν3). The presence of these bands is usually
diagnostic of the presence of the water molecule. These bands could be sharp, indicating that the
water molecules are located in well-defined, ordered sites, or they may be broad, indicating that
they occupy unordered or several unequivalent sites. The exact location and appearance of the spec-
tral bands give quite specific information about the way in which the molecular water is associated
with the inorganic material. Figure 3.10 illustrates this effect by showing spectra of various materi-
als that contain water. The 2ν3 and ν2 + ν3 tones are clearly displayed and the variation in the exact
location and spectral shape is clearly visible.
All the fundamental vibrational modes of silicon, magnesium, and aluminum with oxygen occur

near 10 μm or at longer wavelengths. Because the first overtone near 5 μm is not observed, one does
not expect to detect direct evidence of them at higher order overtones in the near infrared. What is
observed in the near infrared are features due to the overtones and combinations involving

Gypsum

Natrolite
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eflection

Montmorillonite

Quartz

Wavelength (μm)

0.6 1.0 1.5 2.0 2.5

Figure 3.10 Spectra of water-bearing minerals illustrating the variations in the exact location and shape of
the spectral lines associated with two of the tones of the water molecule: 2ν3 near 1.4 μm and ν2 + ν3 near
1.9 μm. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.
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materials that have very high fundamental frequencies. There are only a few groups that provide
such features and by far the most common of these are the near-infrared bands that involve the OH
stretching mode.
The hydroxyl ion, OH, very frequently occurs in inorganic solids. It has one stretching fundamen-

tal which occurs near 2.77 μm, but its exact location depends upon the site at which the OH ion is
located and the atom attached to it. In some situations this spectral feature is doubled, indicating
that the OH is in two slightly different locations or attached to two different minerals. Al-OH and
Mg-OH bending have fundamental wavelengths at 2.2 and 2.3 μm, respectively. The first overtone
of OH (2ν at about 1.4 μm) is the most common feature present in the near-infrared spectra of
terrestrial materials. Figure 3.11 shows examples of spectra displaying the hydroxyl tones.
Carbonate minerals display similar features between 1.6 and 2.5 μmwhich are combinations and

overtones of the few fundamental internal vibrations of the CO2−
3 ion.

3.2.3 Electronic Processes

Electronic processes are associated with electronic energy levels. Electrons in an atom can only
occupy specific quantized orbits with specific energy levels. The most common elements in rocks,

R
eflection
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0.6 1.0 1.5 2.0 2.5

Phlogopite

Muscovite

Kaolinite

Actinolite
(amphibole)

Figure 3.11 Spectra displaying the hydroxyl group tones: overtone near 1.4 μm and combination tones near
2.3 μm. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.
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namely silicon, aluminum, and oxygen, do not possess energy levels such that transitions between
them can yield spectral features in the visible or near infrared. Consequently, no direct information
is available on the bulk composition of geological materials. However, indirect information is avail-
able as a consequence of the crystal ormolecular structure imposing its effect upon the energy levels
of specific ions. The most important effects relevant to remote sensing are crystal field effect, charge
transfer, conjugate bonds, and transitions in materials with energy bands.

3.2.3.1 Crystal Field Effect

One consequence of the binding together of atoms is a change in the state of valence electrons. In an
isolated atom, the valence electrons are unpaired and are the primary cause of color. In a molecule
and in many solids, the valence electrons of adjacent atoms form pairs which constitute the chem-
ical bonds that hold atoms together. As a result of this pair formation, the absorption bands of the
valence electrons are usually displaced to the UV. However, in the case of transitionmetal elements
such as iron, chromium, copper, nickel, cobalt, and manganese, the atoms have inner shells that
remain only partially filled. These unfilled inner shells hold unpaired electrons which have excited
states that often fall in the visible spectrum. These states are strongly affected by the electrostatic
field which surrounds the atom. The field is determined by the surrounding crystalline structure.
The different arrangement of the energy levels for different crystal fields leads to the appearance of
different spectra for the same ion. However, not all possible transitions may occur equally strongly.
The allowed transitions are defined by the selection rules. In this situation, the most pertinent rule
is the one related to the electron spins of the state involved. This rule allows transitions between
states of identical spins only. Typical examples of such situations are ruby and emerald.
The basic material of ruby is corundum, an oxide of aluminum (Al2O3). A few percent of the alu-

minum ions are replaced by chromium ions (Cr3+). Each chromium ion has three unpaired elec-
trons whose lowest possible energy is a ground state designated 4A2 and a complicated spectrum of
excited states. The exact position of the excited state is determined by the crystal electric field in
which the ion is immersed. The symmetry and strength of the field are determined in turn by
the nature of the ions surrounding the chromium and their arrangement. In the case of the ruby,
there are three excited states (2E, 4T1, 4T2) with energy bands in the visible range.
Selection rules forbid a direct transition from 4A2 to 2E, but allow transitions to both 4T1 and 4T2

(see Fig. 3.12). The energies associated with these transitions correspond to wavelengths in the vio-
let and yellow-green regions of the spectrum. Hence, when white light passes through a ruby, it
emerges as a deep red (i.e., depleted of violet, yellow, or green).
Because of the selection rules, electrons can return from the 4 T states to the 4A2 ground state

only through the 2E level. The 4 T to 2E transition releases infrared waves, but the 2E to 4A2 tran-
sition gives rise to strong red light emission.
In the case of emerald, the impurity is also Cr3+; however, because of the exact structure of the

surrounding crystal, the magnitude of the electric field surrounding a chromium ion is somewhat
reduced. This results in lower energy for the 4 T states (Fig. 3.12). This shifts the absorption band
into the yellow-red, hence the green color of emerald.
Crystal field effects can arise whenever there are ions bearing unpaired electrons in a solid. Aqua-

marine, jade, and citrine quartz have iron instead of chromium. Blue or green azurite, turquoise,
and malachite have copper as a major compound instead of impurity. Similar situations occur with
red garnets where iron is a major compound.
One of the most important cases in remote sensing involves ferrous ion Fe2+. For a ferrous ion in

a perfectly octahedral site, only one spin-allowed transition is in the near infrared. However, if the
octahedral site is distorted, the resulting field may lead to splitting of the energy level, thus allowing
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additional transitions. If the ferrous ions are in different nonequivalent sites, as is the case in oli-
vine, additional characteristic transitions occur. Thus, important information on the bulk structure
of the mineral can be derived indirectly by using the ferrous ion spectral feature as a probe.
Figure 3.13 shows the reflection spectra of several minerals that contain ferrous ion, illustrating
the spectral changes resulting from the bulk structure.
The crystal field effect is not only limited to electrons in transition metal ions. If an electron is

trapped at a structural defect, such as a missing ion or an impurity, similar transition energy level
occurs. These anomalies are called color centers or F centers (from the german Farbe, color). The
color center effect is responsible for the purple color of fluorite (Ca F2), in which each calcium ion is
surrounded by eight fluorine ions. An F center forms when a fluorine ion is missing from its usual
position. In order to keep electrical neutrality, an electron is trapped in the fluorine location and is
bound to the location by the crystal field of the surrounding ions. Within this field it can occupy a
ground state and various excited states.

Beptyl
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Pigeonite

Olivine

Spessartine

Staupolite

0.4 0.5 0.6 1.0 1.5 2.0 2.5

Wavelength (μm)

R
eflection

Figure 3.13 Spectra of minerals that contain ferrous ions in different crystal fields or in different sites. All
the features indicated (vertical line is band minimum and shaded area shows bandwidth) in these spectra
are due to spin-allowed transitions. Source: Hunt (1977). © 1977, Society of Exploration Geophysicists.
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3.2.3.2 Charge Transfer

In many situations, paired electrons are not confined to a particular bond between two atoms but
move over longer distances. They even range throughout the molecule or even throughout a mac-
roscopic solid. They are then bound less tightly and the energy needed to create an excited state is
reduced. The electrons are said to occupy molecular orbits (in contrast to atomic orbits). One mech-
anism bywhichmolecular orbits can contribute to the spectral characteristics in the visible andNIR
is the transfer of electric charges from one ion to another. An example of such effect occurs in mate-
rials where iron is present in both its common values Fe2+ and Fe3+. Charge transfers between
these forms give rise to colors ranging from deep blue to black, such as in the black iron ore mag-
netite. A similar mechanism occurs in blue sapphire. In this case, the impurities are Fe2+ and Ti4+.
An excited state is formed when an electron is transferred from the iron to the titanium giving both
a +3 charge. About 2 eV are needed to drive the charge transfer creating a broad absorption band
that extends from the yellow through the red leaving the sapphire with a deep blue color.
The spectral features which occur as a result of charge transfers typically are very intense, much

more intense than the features corresponding to crystal field effects.

3.2.3.3 Conjugate Bonds

Molecular orbital transitions play a major role in the spectral response of biological pigments and
many organic substances in which carbon, and sometime nitrogen, atoms are joined by a system of
alternating single and double bonds called conjugate bonds. Because each bond represents a pair of
shared electrons, moving a pair of electrons from each double bond to the adjacent single bond
reverses the entire sequence of bonds leading to an equivalent structure. Actually the best repre-
sentation of the structure shows all the atoms connected by single bonds with the remaining pairs of
bonding electrons distributed over the entire structure in molecular orbitals, which in this instance
are called pi-orbitals.
The extended nature of pi-orbitals in a system of conjugate bonds tends to diminish the excitation

energy of the electron pairs allowing absorption in the visible spectrum. A number of biological
pigments owe their spectral properties to extended systems of pi-orbitals. Among them are the
green chlorophyll of plants and the red hemoglobin of blood.

3.2.3.4 Materials with Energy Bands

The spatial extent of electron orbitals reaches its maximum value in metals and semiconductors.
Here the electrons are released entirely from attachment to particular atoms or ions and evenmove
freely throughout a macroscopic volume.
In a metal, all the valence electrons are essentially equivalent since they can freely exchange

places. The energy levels form a continuum. Thus, a metal can absorb radiation at any wavelength.
This might lead someone to conclude that metals should be black. However, when an electron in a
metal absorbs a photon and jumps to an excited state, it can immediately reemit a photon of the
same energy and return to its original state. Because of the rapid and efficient reradiation, the sur-
face appears reflective rather than absorbent; it has the characteristic metallic luster. The variations
in the color of metallic surfaces result from differences in the number of states available at partic-
ular energies above the Fermi level. Because the density of states is not uniform, some wavelengths
are absorbed and reemitted more efficiently than others.
In the case of semiconductors, there is a splitting of the energy levels into two broad bands with a

forbidden gap (Fig. 3.14). The lower energy levels in the valence band are completely occupied. The
upper conduction band is usually empty. The spectral response of a pure semiconductor depends on
the width of the energy gap. The semiconductor cannot absorb photons with energy less than the
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gap energy. If the gap is small, all wavelengths in the visible spectrum can be absorbed. Small-gap
semiconductors in which reemission is efficient and rapid, such as silicon, have a metal-like luster.
If the gap is large, no wavelengths in the visible can be absorbed (i.e., photon energy less than the

gap energy) and the material is colorless. Diamond is such a material, with an energy gap of 5.4 eV
(i.e., λ = 0.23 μm). Where the energy gap is intermediate, the semiconductor will have a definite
color. Cinnebar (HgS) has a band gap of 2.1 eV (i.e., λ = 0.59 μm). All photons with energy higher
than this level (i.e., blue or green) are absorbed, and only the longest visible wavelengths are trans-
mitted; as a result, cinnebar appears red (see Fig. 3.15). Semiconductor materials are characterized
with a sharp edge of transition in their spectrum due to the sharp edge of the conduction band. The
sharpness of the absorption edge is a function of the purity and crystallinity of the material. For
particulate materials, the absorption edge is more sloped.
If the semiconductor is doped with impurity, new intermediate energy levels are available allow-

ing some large-gap semiconductors to have spectral signature in the visible. The technique of dop-
ing semiconductors is often used in themanufacture of detectormaterials. Since the doped layer has
a lower transition energy, longer wavelength radiation can typically be detected. An example is the
case where silicon is doped with arsenic. The resulting detectors have sensitivity that extends well
into the infrared; far beyond the normal cutoff wavelength of pure silicon at about 1.1 μm.

3.2.4 Fluorescence

As illustrated in the case of the interaction of light with ruby, energy can be absorbed at one wave-
length and reemitted at a different wavelength due to the fact that the excited electrons will cascade
down in steps to the ground state. This is called fluorescence. This effect can be used to acquire
additional information about the composition of the surface. In the case of the sun illumination,
it would seem at first glance that it is not possible to detect fluorescence because the emitted fluo-
rescent light could not be separated from the reflected light at the fluorescence wavelength. How-
ever, this can be circumvented due to the fact that the sun spectrum has a number of very narrow
dark lines, called Fraunhofer lines, which are due to absorption in the solar atmosphere. These lines
have widths ranging from 0.01 to 0.1 μm, and the central intensity of some of them is less than 10%
of the surrounding continuum. The fluorescence remote sensing technique consists of measuring to
what extent a Fraunhofer “well” is filled up relative to the continuum due to fluorescence energy
resulting from excitation by shorter wavelengths (see Fig. 3.16). Thus, by comparing the depth of a
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Figure 3.14 Configurations of energy bands for different types of solid materials.
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Fraunhofer line relative to the immediate continuum in the reflected light and the direct incident
light, surface fluorescence can be detected and measured.
Let Fs be the ratio of solar illumination intensity at the center of a certain Fraunhofer line (I0) to

the intensity of the continuum illumination (Ic) immediately next to the line (Fig. 3.16)

Fs =
I0
Ic

3 12

and let Fr be the ratio for the reflected light. If the reflecting material is not fluorescent, then

Fr =
RI0
RIc

=
I0
Ic

= Fs 3 13

where R is the surface reflectivity. If the surface is fluorescent with fluorescence emission near the
Fraunhofer line being measured, then an additional intensity If is added in the reflected light:

Fr =
RI0 + If
RIc + If

> Fs 3 14

and the intensity of the fluorescence illumination If can be derived.

3.3 Signature of Solid Surface Materials

Solid surface materials can be classified into two major categories: geologic materials and biologic
materials. Geologicmaterials correspond to the rocks and soils. Biologicmaterials correspond to the
vegetation cover (natural and human-grown). For the purpose of this text, snow cover and urban
areas are included in the biologic category.

3.3.1 Signature of Geologic Materials

As discussed earlier, the signature of geologic materials in the visible and near infrared is mainly a
result of electronic and vibrational transitions. The absorption bands of specific constituents are
strongly affected by the crystalline structure surrounding them, their distribution in the host mate-
rial, and the presence of other constituents. A spectral signature diagram for a variety of geologic
materials is shown in Figure 3.17 and is based on the work by Hunt (1977). In the case of vibrational
processes, the water molecule (H2O) and hydroxyl (−OH) group play a major role in characterizing
the spectral signature of a large number of geologic materials. In the case of electronic processes, a
major role is played by the ions of transition metals (e.g., Fe, Ni, Cr, Co), which are of economic
importance. The sulfurmolecule illustrates the conduction band effect on the spectral signature of a
certain class of geologic materials.
The wide variety of geologic material with their corresponding composition makes it fairly com-

plicated to uniquely identify a certain material based on a few spectral measurements. The meas-
urement of surface reflectivity at a few spectral bands would lead to ambiguities. The most ideal
situation would be to acquire the spectral signature of each pixel element in an image all across
the whole accessible spectrum from 0.35 to 3 μm and beyond in the infrared. This would allow
unique identification of the constituents. However, it requires a tremendous amount of data hand-
ling capability, as discussed later. A more feasible approach would be to concentrate on diagnostic
regions for specific materials. For instance, a detailed spectrum in the 2.0 to 2.4 μm region will allow
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the identification of the OH group minerals. Figure 3.18 illustrates the detailed structure in this
spectral region for minerals typically associated with hydrothermal alterations.

3.3.2 Signature of Biologic Materials

The presence of chlorophyll in vegetation leads to strong absorption at wavelengths shorter than
0.7 μm. In the 0.7–1.3 μm region, the strong reflectance is due to the refractive index discontinuity
between air and the leaf cell. In the region from 1.3 to 2.5 μm, the spectral reflectance curve of a leaf
is essentially the same as that of pure water. Figure 3.19 shows the spectral reflectance of corn, soy-
bean, bare soil, and a variety of foliages.
One of the major objectives in remotely sensing biologic materials is to study their dynamic

behavior through a growing cycle and monitor their health. Thus, the variations in their spectral
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signature as a function of their health are of particular importance. As illustrated in Figure 3.20, leaf
moisture content can be assessed by comparing the reflectances near 0.8, 1.6, and 2.2 μm. Even
though there are diagnostic water bands at 1.4 and 1.9 μm, it should be kept in mind that these
are also regions of high atmospheric absorption due to atmospheric water vapor.
The amount of green biomass also affects the reflectance signature of biologic materials, as illus-

trated in Figure 3.21 for alfalfa through its growth cycle. The bare field signature is presented by the
zero biomass curve. As the vegetation grows, the spectral signature becomes dominated by the veg-
etation signature. In principle, the biomass can be measured by comparing the reflectance in the
0.8− 1.1 μm region to the reflectance near 0.4 μm.
Figure 3.22 shows another example of the changes that occur in the spectral signature of a beech

leaf through its growing cycle, which in turn reflect changes in chlorophyll concentration. Both the
position and slope of the rise (called red edge) near 0.7 μm change as the leaf goes from active pho-
tosynthesis to total senescence.
High-spectral resolution analysis of the red edge is allowing the detection of geochemical stress

resulting from alteration in the availability of soil nutrients. A number of researchers have noted a
blue shift, consisting of about 0.01 μm of the red edge or chlorophyll shoulder to slightly shorter
wavelengths in plants influenced by geochemical stress (Figs. 3.23 and 3.24). This shift, due to min-
eral-induced stress, may be related to subtle changes in the cellular environment.
In many situations, geologic surfaces are partially or fully covered by vegetation. Thus, natural

spectral signatures will contain a mixture of features which characterize the cover and the
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underlying material (see Fig. 3.25). The relative contributions depend on the percent of the vege-
tation cover and the intensity of the indentifying feature (i.e., absorption band or step) being
observed.

3.3.3 Depth of Penetration

The reflectivity of surfaces in the visible and near infrared is fully governed by the reflectivity of the
top fewmicrons.Weathered rocks often show a discrete iron-rich surface layer which could be com-
positionally different from the underlying rock, as in the case of desert varnish. Thus, it is important
to determine the depth of penetration of the sensing radiation. This is usually done by conducting
laboratory measurements. Buckingham and Sommer (1983) made a series of such measurements
using progressively thicker samples. They found that as the sample thickness increases, absorption
lines become more apparent (i.e., higher contrast). After a certain critical thickness, an increase in
sample thickness does not affect the absorption intensity. This corresponds to the maximum thick-
ness being probed by the radiation.
A typical curve showing the relationship between sample thickness and absorption intensity is

shown in Figure 3.26. The penetration depth for 0.9 μm radiation in ferric materials is at most
30 μm, and this thickness decreases as the concentration of ferric material increases. In the case
of the 2.2 μm radiation, a 50 μm penetration depth was measured for kaolinite.
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The penetration effect can be easily quantified by including the complex wave vector k in the field
expression (Equation 2.10). When the medium is absorbing, the index of refraction is given by

r = n = N r + iNi 3 15

k = rk0 = N r k0 + iN ik0 3 16

where k0 = 2π/λ. Thus, the field expression becomes:

E = Aei N rk0 + iN ik0 r− iωt = E0e
−N ik0r 3 17

where E0 is the field when there is no absorption. Equation (3.17) shows that the field decreases
exponentially as its energy is absorbed by the medium. The “skin” depth or penetration depth d
is defined as the thickness at which the field energy is reduced by a factor e−1. Thus,

d =
1

2N ik0
=

λ

4πN i
3 18
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3.4 Passive Imaging Sensors

A large number of visible and infrared imaging sensors have been flown in space to study the Earth
and planetary surfaces and on airborne platforms in the case of Earth. These include Gemini,
Apollo, and Skylab cameras, the series of Landsat cameras, including Multispectral Scanner
(MSS), Landsat Thematic Mapper (TM), and the Landsat Enhanced Thematic Mapper Plus
(ETM+), the series of SPOT Satellite Imagers, the Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER), Wide Field Planetary Camera (WFPC), Spitzer Telescope, and
numerous astrophysics missions. A number of planetary imaging cameras have also been flown,
including the Galileo, Cassini, Mars Reconnaissance orbiter, Juno, New Horizon, and Curiosity
Cameras.

3.4.1 Imaging Basics

Passive imaging systems collect information about the surface by studying the spectral character-
istics of the electromagnetic energy reflected by the surface, as shown in Figure 3.1. As the source
energy propagates through the atmosphere on its way to the surface, the spectral characteristics of
the atmosphere are imprinted on the source signal, as shown in Figure 3.2 for the case of the Earth’s
atmosphere. This incoming energy is then reflected by the surface, and propagates through the
atmosphere to the collecting aperture of the imaging sensor.
Let the incoming radiant flux density be Fi. The spectrum of this incoming radiant flux at the

surface is given by

Si λ = S λ,Ts ×
Rs

d

2

a λ 3 19

where S(λ, Ts) is the energy radiated from the source with temperature Ts, but modified by the
absorption spectrum a(λ) of the atmosphere. The second term represents the fact that the energy
is radiated spherically from the sun surface with radius Rs to the body at distance d.
The fraction of this incoming energy that is reflected by the surface is described by the surface

reflectance ρ(λ), also known as the surface albedo. The most complete description of the surface
reflectance is given by the so-called Bidirectional Reflectance Distribution Function (BRDF), which
gives the reflectance of the surface as a function of both the illumination and the viewing geometry.
In the simpler case of a Lambertian surface, this function is a constant in all directions, which
means that the reflected energy is spread uniformly over a hemisphere. If the surface area respon-
sible for the reflection is dS, the radiant flux at the sensor aperture is

Sr λ = Si λ ρ λ dS
1

2πr2
a λ = S λ,Ts

Rs

d

2

a2 λ
ρ λ dS
2πr2

3 20

where r is the distance between the aperture and the surface area reflecting the incoming energy. If
the aperture size is denoted by dA, the power captured by the aperture, per unit wavelength, will be

P λ = Sr λ dA = S λ,Ts
Rs

d

2

a2 λ
ρ λ dSdA

2πr2
3 21

The aperture will typically collect the incoming radiation for a short time, known as the dwell
time or aperture time. In addition, the sensor will typically collect radiation over a finite bandwidth
with an efficiency described by the sensor transfer function h(λ). Denoting the dwell time by τ, we
find the total energy collected by the sensor from the surface element to be
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Er =
λ2

λ1

S λ,Ts
Rs

d

2

a2 λ
ρ λ dSdA

2πr2
h λ τ dλ 3 22

If the relative bandwidth is small, this expression can be approximated by

Er ≈ S λ0,Ts
Rs

d

2

a2 λ0
ρ λ0 dSdA

2πr2
h λ0 τ Δλ 3 23

where λ0 is the wavelength at the center of the measurement bandwidth and Δλ is the bandwidth.
This received energy is compared with the intrinsic noise of the sensor system to determine the
image signal-to-noise ratio.

3.4.2 Sensor Elements

The main elements of an imaging system are sketched in Figure 3.27. The collecting aperture size
defines the maximum wave power that is available to the sensor. The collector could be a lens or a
reflecting surface such as a plane or curved mirror.
The focusing optics focuses the collected optical energy onto the detecting element or elements.

The focusing optics usually consists of numerous optical elements (lenses and/or reflectors) for
focusing, shaping, and correcting the wave beam.
A scanning element is used in some imaging systems to allow a wide coverage in the case where

few detecting elements are used. When a large array of detecting elements or film is used, the scan-
ning element is usually not necessary.
In order to acquire imagery at different spectral bands, the incident wave is split into its different

spectral components. This is achieved by the dispersive element, which could consist of a set of
beamsplitters/dichroics, a set of filters on a spinning wheel, or dispersive optics such as a prism
or grating (see Fig. 3.28).

Filters
or dispersive

element
Detecting
medium

Focusing optics

Scanning
element

Collector

Figure 3.27 Sketch of major elements of an imaging sensor. The elements are not to scale and their order
could be different depending on the exact system configuration.
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The wave is finally focused on the detecting element where its energy is transformed into a chem-
ical imprint in the case of films or more commonly, is transformed into a modulated electrical cur-
rent in the case of array detectors.
An imaging system is commonly characterized by its response to electromagnetic energy that

originates from a fictitious “point source” located infinitely far away from the sensor system.
Electromagnetic waves from such a point source would reach the sensor system as plane waves.

Because the sensor system consists of elements that are of finite size, the waves will be diffracted as
it propagates through the sensor until it reaches the focal plane. Here, the point source no longer
appears as a single point, but the energy will be spread over a finite patch in the focal plane. The
descriptive term point spread function is commonly used to describe the response of an imaging
system to a point source.
The exact shape of the point spread function depends on the design of the optical system of the

sensor, and on the physical shapes of the apertures inside the optical system. For example, light
from a point source that propagated through a circular aperture with uniform transmission would
display an intensity pattern that is described by

I u, v = I0
πa2

λ2

2J1 ka u2 + v2

ka u2 + v2

2

3 24

where a is the radius of the circular aperture, λ is the wavelength of the incident radiation, k= 2π/λ
is the wavenumber, and u and v are two orthogonal angular coordinates in the focal plane. This
diffraction pattern, shown in Figure 3.29, is commonly known as the Airy pattern, after Airy,
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Figure 3.28 Multispectral wave dispersion techniques. (a) Beamsplitter used on the Landsat TM.
(b) Dispersive optics. A third technique is the use of a spinning wheel with a bank of filters.
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who derived (3.27) in 1835. The first minimum in the Airy pattern occurs at the first root of the
Bessel function J1 at

w = u2 + v2 = 0 610
λ

a
= 1 22

λ

D
3 25

whereD= 2a is the diameter of the aperture. The area inside the first minimum of the Airy function
is commonly referred to as the size of the Airy disk. The light from the point source is not focused to
a point; instead it is spread over the neighborhood of the point in the shape of the Airy function—a
process known as diffraction. Looking again at (3.27) or (3.28), we observe that the size of the patch
of light that represents the original point source in the instrument focal plane is a function of the
electrical size of the aperture as measured in wavelengths. The larger the aperture, the smaller the
Airy disk for a givenwavelength. On the other hand, if the aperture size is fixed, the Airy disk will be
larger at longer wavelengths than at shorter wavelengths. This is the case in any telescope system
that operates over a number of wavelengths. The Airy disk at 0.7 μmwould be nearly twice as wide
as that at 0.4 μm for a fixed aperture size.
The resolution, or resolving power, of an imaging system describes its ability to separate the

images of two closely spaced point sources. The most commonly used definition of resolution is
that defined by Lord Rayleigh according to which two images are regarded as resolved when they
are of equal magnitude and the principal maximum of the one image coincides with the first min-
imum of the second image. Therefore, (3.28) describes the smallest angular separation between two
point sources of equal brightness if a telescope with a circular aperture with radius awould be used
to observe them. Figure 3.30 shows three cases where two point sources are completely resolved
(left graph), the two points are just resolved (middle graph), exactly satisfying the Rayleigh crite-
rion, and the two point sources are not resolved (right graph).
It should be mentioned that not all imaging systems employ circular apertures of the type that

would result in a point source being displayed as an Airy function in the image plane of the sensor.
Figure 3.31 shows the point spread function of a square aperture with equal intensity across the
aperture, and also that of a circular aperture in which the intensity is tapered as a Gaussian function
from the center with a 50% reduction at the edges of the circular aperture. Notice the reduction in

Figure 3.29 Diffraction pattern of a circular aperture with uniform illumination. The image on the left shows
the logarithm of the intensity and is scaled to show the first three diffraction rings in addition to the central
peak—a total dynamic range of 3 orders of magnitude. The diffraction pattern is also shown as a three-
dimensional figure on the right, displayed using the same logarithmic scale.
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the brightness of the sidelobes of the circular aperture with a Gaussian taper when compared to
Figure 3.29. This technique, known as apodization, is commonly used to reduce the sidelobes of
imaging systems, but comes at the expense of energy throughput coupled with a slight broadening
of the central disk of the point spread function.
The resolution definition described by (3.27) assumes that the diffraction pattern of the system

is adequately sampled in the focal plane. In modern remote sensing systems, the focal plane of the
sensor is commonly populated with electronic detectors. Due to the finite size of these detectors,
energy from a small solid angle, corresponding to the instantaneous field of view (IFOV) of an
individual detector, will be integrated and reported as a single value (Figure 3.32). Therefore,
if the IFOV of the detector is larger than the size of the Airy disk, it is possible that two point
sources can be further apart than the resolution limit of the telescope optics, but the light from
these two sources can still end up on a single detector, and hence they will not be distinguishable.
In this case, the resolution of the sensor is driven by the size of detector, and not by the resolving
power of the optics. In any case, the intersection of the detector IFOV and the surface being
imaged gives the size of the surface element that is imaged by that detector. This area is commonly
known as the size of a “pixel” on the ground, referring to the fact that this area will be reported as
one picture element in the final image. This area represents the reflecting surface area dS in
(3.23)–(3.26).

Figure 3.31 Diffraction patterns of a square aperture with uniform illumination (top) and a circular
aperture with Gaussian tapered illumination with 50% transmission at the edges of the aperture (bottom).
The figures are scaled the same as those in Figure 3.29.
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3.4.3 Detectors

The detector transforms the incoming wave into a form of recordable information. Optical films are
one type of detector. Another type is the electro-optic detector, which transforms the wave energy
into electrical energy that is usually transmitted to a digital recording medium. Electro-optic detec-
tors are generally classified on the basis of the physical processes by which the conversion from
radiation input to electrical output is made. The two most common ones are thermal detectors
and quantum detectors.
Thermal detectors rely on the increase of temperature in heat-sensitive material due to absorp-

tion of the incident radiation. The change in temperature leads to change in resistance (bolometers
usually using Wheatstone bridge) or voltage (thermocouplers usually using thermoelectric junc-
tions), which can bemeasured. Typically, thermistor bolometers use carbon or germanium resistors
with resistance change of about 4% per degree. Thermal detectors are usually slow, have low sen-
sitivity, and their response is independent of wavelength. In the last decade, microbolometer arrays
have been developed that have excellent sensitivity, but their response times are still on the order of
10 milliseconds, which means that special motion compensation has to be implemented for such
microbolometer-based cameras to avoid image smearing due to spacecraft motion.
Quantum detectors use the direct interaction of the incident photon with the detector material,

which produces free-charge carriers. They usually have high sensitivity and fast response, but they
have limited spectral region of response (see Fig. 3.33). The detectivity of a quantum detector is
defined as

D =
1

NEP
3 26

whereNEP is the noise equivalent power, which is defined as the incident power on the detector that
would generate a detector output equal to the r.m.s. noise output. In other words, the noise equivalent
power is that incident power that would generate a signal-to-noise ratio that is equal to 1.
For many detectors, both the detectivity and the NEP are functions of the detector area and the

signal bandwidth. To take this into account, the performance of quantum detectors are usually
characterized by the normalized detectivity, D∗, which is equal to:
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Figure 3.32 Imaging geometry showing the
instantaneous field of view of a single detector.

76 3 Solid Surfaces Sensing in the Visible and Near Infrared



D∗ = D AΔf =
AΔf
NEP

=
S N AΔf

W
3 27

where A is the detector area, Δf is the circuit bandwidth, S/N is the signal-to-noise ratio, and W is
the radiation incident on the detector.
Quantum detectors are typically classified into three major categories: photoemissive, photocon-

ductive, and photovoltaic.
In photoemissive detectors, the incident radiation leads to electron emission from the photosen-

sitive intercepting surface. The emitted electrons are accelerated and amplified. The resulting
anode current is directly proportional to the incident photon flux. These detectors are usually oper-
able at wavelengths shorter than 1.2 μmbecause the incident photonmust have sufficient energy to
overcome the binding energy of the electron in the atom of the photosensitive surface. This is
expressed by the Einstein photoelectric equation:

E =
1
2
mυ2 = hν−ϕ 3 28

where ϕ = work function = energy to liberate an electron from the surface,m is the electron mass,
and υ is the velocity of the ejected electron. Thus, the photon energy hν must be greater than ϕ in
order to liberate an electron. The critical wavelength of the incident wave is that wavelength for
which the photon energy is equal to the work function of the detector material, and is given by:

ϕ = hνc λc μ =
1 24
ϕ eV
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Figure 3.33 Comparison of the D∗ of various infrared detectors when operated at the indicated temperature.
Source: Hudson (1969). © 1969, John Wiley & Sons.
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The lowest ϕ for photoemissive surfaces is for alkali metals. Cesium has the lowest ϕ = 1.9 eV,
which gives λc = 0.64 μm. Lower values of ϕ can be achieved with composite surfaces. For instance,
for a silver–oxygen–cesium composite, ϕc = 0.98 eV and λc = 1.25 μm.
In a photoconductive detector, incident photons with energy greater than the energy gap in the

semiconducting material produce free-charge carriers, which cause the resistance of the photosen-
sitive material to vary in inverse proportion to the number of incident photons. This requires sub-
stantially less energy than electron emission, and, consequently, such detectors can operate at long
wavelengths in the thermal infrared. The energy gap for silicon, for example, is 1.12 eV, allowing
operation of silicon detectors to about 1.1 μm. Indium antimonide has an energy gap of 0.23 eV,
giving a cutoff wavelength of 5.9 μm.
In the case of photovoltaic detectors, the light is incident on a p-n junctionmodifying its electrical

properties, such as the backward bias current.
Quantum detectors can also be built in arrays. This feature allows the acquisition of imaging data

without the need of scanning mechanisms which are inefficient and provide short integration time
per pixel. For this reason, most of the advanced imaging sensors under development will use detec-
tor arrays such as charge coupled device (CCD) arrays (Fig. 3.34).
Silicon CCD detectors are commonly used detectors in the visible and NIR part of the spec-

trum. These detectors typically have excellent sensitivity in the wavelength region 0.4–1.1 μm.
Fundamentally, a CCD array is made up of a one- or two-dimensional array of Metal Oxide
Silicon (MOS) capacitors that collect the charge generated by the free-charge carriers. Each
capacitor accumulates the charge created by the incident radiation from a small area, known
as a pixel, in the total array. To register the image acquired by the sensor, the charges accumu-
lated on these capacitors must be read from the array. This is typically done using a series of

CdTE substrate

Incident photons(b)

(a) (c)

Si substrate

CCD structure

HgCdTE
EPI-layer

Figure 3.34 Charge coupled devices (CCD) linear array photograph (a) and sketch illustrating the different
substrates (b). (c) A photograph of a two-dimensional CCD array.
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registers into which the charges are transferred sequentially, and the contents of these registers
are then sent to a common output structure where the charges are converted to a voltage. The
voltage is then digitized and registered by the readout electronics. The speed at which the
charges can be read determines the frame rate at which a CCD detector can be used to acquire
images. Various different readout schemes are used to increase this frame rate. The fastest frame
rates typically result when two CCD arrays are implemented side by side. One device is illumi-
nated by the incoming radiation and is used to integrated charges, while the second device is
covered with a metal layer to prevent light from entering the device. Once the charges are accu-
mulated on the imaging CCD, the charges are quickly transferred to the covered device. These
charges can then be read from the second device, while the first is again used to integrate
charges from the scene being imaged.
Traditional CCD detectors have reduced sensitivity to the shorter wavelengths in the blue portion

of the visible spectrum. The polysilicon gate electrodes, used to clock out the charge from the capa-
citors in the imaging part of the array, strongly absorb blue wavelength light. As pixel geometries
get smaller, this problem is exacerbated. The blue response of the sensor decreases rapidly with
pixel size. The short wavelength sensitivity can be improved using a technique known as thinning
and back-illumination. Essentially, the CCD is mounted upside down on a substrate, and charges
are collected through the back surface of the device, away from the gate electrodes. On the longer
wavelength side of the spectrum, the sensitivity of silicon CCDs can be improved by doping the
silicon with impurities, such as arsenic. These devices, known as extrinsic CCDs, have sensitivities
that extend well into the infrared part of the spectrum.
More recently, CMOS detectors have become more common. The basic difference between

CMOS and CCD detectors is that in the case of the CMOS detectors, the charge to voltage conver-
sion takes place in each pixel. This makes it easy to integrate most functions on one chip using
standard CMOS processes. This integration into a single structure usually means that signal traces
can be shorter, leading to shorter propagation delays and increased readout speed. CMOS arrays
also support random access, making it easy to read only a portion of the array, or even one pixel.
Of particular interest for use in scientific applications where the highest performance IR detectors
are needed, are mercury–cadmium–telluride (HgCdTe or MCT) detectors. The band gap of the
MCT can be tuned by adjusting the mercury to cadmium ratio (see Hansen et al. 1982). The
MCTmaterial is grown bymolecular beam epitaxy (MBE) then processed to form an array of photo-
diodes that are bump bonded on pixels in the Read Out Integrated Circuit (ROIC). The different
steps are illustrated in Figure 3.35. Blocks of almost 1 million pixels have been built. Then by stitch-
ing together multiple blocks, very large arrays of almost 10M pixels have been built particularly for
ground and space astronomical instruments. An excellent review of the state of the art as of 2018
can be found in Jerram and Beletic 2018.
More recently, new advances in imaging sensors beyond CMOS are opening the door for the

potential use of Quantum Dots which could enable tunability in the visible and infrared by choos-
ing the right material with appropriate particle size (see Palomaki and Keuleyan 2020).
In the case of films, black and white, true color, and false color films can be used. The true

color film is sensitive to the visible part of the spectrum. The false color film records a small part
of the highly reflective portion of the infrared spectrum (0.75− 0.9 μm) characteristic of vege-
tation. With this type of film, a yellow filter is used to remove the blue part so that the blue,
green, and red sensitive layers of emulsion in the film are available to record the green, red,
and infrared parts of the radiation, respectively. Since healthy vegetation is strongly reflective
in the infrared, it appears bright red in false color infrared images, while unhealthy vegetation
appears blue to gray.
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3.5 Types of Imaging Systems

Depending on how the sensor acquires and records the incoming signal, imaging systems can be
divided into three general categories: framing cameras, scanning systems, and push broom imagers
(see Fig. 3.36 and Table 3.3).
A framing camera takes a snapshot of an area of the surface, which is then projected by the cam-

era optics on a film or a two-dimensional array of detectors located in the camera focal plane. As
detector arrays with more pixels are becoming available, framing cameras become more common.
An example of a framing camera is the panchromatic camera used on the two Mars Exploration
Rovers (Spirit and Opportunity) and Curiosity that landed on Mars in January 2004 and August
2014, respectively. Framing cameras have the major advantage that excellent geometric fidelity
can be achieved because the entire image is acquired at once. This comes at the price that the optics
system must typically have excellent response over a wide field of view (FOV).
Scanning systems use a scanningmirror that projects the image of one surface resolution element

on a single detector. To make an image, across-track scanning is used to cover the imaged swath
across the track. In some cases, a limited number of detectors are used so that each scan covers a set
of across-track lines instead of a single one. In this case, the imaging system is known as a whiskb-
room scanner. The platform motion carries the imaged swath along the track. The major disadvan-
tage of such a system is the presence of moving parts and the low detection or dwell time for each
pixel. In addition, images acquired with scanning systems typically have poorer geometric fidelity
than those acquired with framing cameras. Examples of scanning systems are the Landsat instru-
ments such as the MSS and TM, and the ETM+.
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Figure 3.36 Different types of imaging sensor implementations.
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Push broom imagers delete the scanning mechanism and use a linear array of detectors to cover
all the pixels in the across-track dimension at the same time. This allows a much longer detector
dwell time on each surface pixel, thus allowing much higher sensitivity and a narrower bandwidth
of observation. Examples of such systems are the SPOT and the ASTER cameras. A push broom
system can be thought of as a framing camera with an image frame that is long in the across-track
direction, and much narrower in the along-track direction. Push broom sensors do not require a
moving scan mirror in order to acquire an image. As a result, these sensors can be expected to
exhibit longer operating life than a scanner. In addition, the fixed geometry afforded by the detector
arrays results in high geometric accuracies in the line direction, which will simplify the image
reconstruction and processing tasks.
The imaging spectrometer goes one step further. It utilizes a spectrometer section to separate

the spectral channels and an area array detector to acquire images simultaneously in a large num-
ber of spectral channels. A narrow strip of the surface, one resolution element wide and a swath
width long, is imaged through a slit followed by a dispersive element that disperses the energy in
the line image into a series of line images of different spectral bands. This dispersed line image is
projected onto a two-dimensional detector array. Each array line will detect the image of one
spectral image line. Figures 3.37 and 3.38 illustrate one possible concept and design of an imaging
spectrometer.
This capability of imaging spectrometry became possible as a result of advances in detector

arrays, optical designs, and data handling technology. This was demonstrated in the 1980s
with the development of the Airborne Imaging Spectrometer (AIS) and the Airborne Visible
Infrared Imaging Spectrometer (AViRiS) at JPL. This was followed by a number of space-
borne instruments for Earth and Planetary missions. Today, imaging spectrometers of varied
capabilities are regularly included in missions for Earth surface mapping and planetary
exploration.

Table 3.3 Comparison of different imaging systems.

Type Advantage Disadvantage

Film framing
camera

Large image format Transmission of film

High information density Potential image smearing

Cartographic accuracy Wide field of view optics

Electronic framing
camera

Broad spectral range Difficulty in getting large arrays or
sensitive surface

Data in digital format Wide field of view optics

Simultaneous sampling of image, good
geometric fidelity

Scanning systems Simple detector Low detector dwell time

Narrow field of view optics Moving parts

Wide sweep capability Difficult to achieve good image,
geometric fidelity

Easy to use with multiple wavelengths

Push broom
imagers

Long dwell time for each detector Wide field of view optics

Across track geometric fidelity
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An excellent review of the history, techniques, and applications can be found in Rast and
Painter (2019).
As the remote sensing instrument is carried along the satellite orbit, it typically images a strip on

the surface along the orbit track. The width of this strip is known as the swath imaged by the cam-
era. In the case of a framing camera, the swath may simply be the width of each image frame in the
direction orthogonal to the satellitemovement. Successive frames are combined to form an image of
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Figure 3.37 Conceptual sketch of an imaging spectrometer. A narrow strip AB is imaged at a specific instant in
time. The light from this strip is dispersed by the dispersive element such that each line on the array of
detectors will correspond to the image of the strip in a very narrow spectral band.
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Figure 3.38 One possible design for the optical system of the imaging spectrometer.

3.5 Types of Imaging Systems 83



which the length is limited by onboard storage or data downlink capability. In the case of a scanning
system, the width of the swath is determined by the angle over which the scanning is done. The
width of the swath and the altitude of the camera above the surface determine the FOV of the ima-
ging instrument, usually expressed as the total angular extent over which an image is acquired.
Note that this definition of the FOV means that the instrument FOV may be different than the
FOV of the optics of the telescope. This will be the case when either the instrument uses a scanning
technique for imaging, or when the detector array in the focal plane only covers part of the tele-
scope FOV.

3.6 Description of Some Visible/Infrared Imaging Sensors

The complexity of an imaging sensor is usually directly related to the number of spectral channels,
the number of detector elements, the surface coverage, and the imaging resolution.
Imaging systems focus on spatial content which is needed for features’ identification (e.g., agri-

cultural fields, morphologic structures/patterns, buildings). In the case of imaging spectrometers,
the focus is on extracting accurate spectroscopic information for each imaged pixel element. In
order to achieve accurate spectroscopic measurements, the instrument needs to have a high
SNR, high calibration accuracy, and response uniformity. This imposes specific requirements on
the instrument design such as minimizing the number of optical surfaces. An excellent review
for high-fidelity imaging spectrometer design can be found in a paper by Mouroulis and
Green (2018).
To illustrate the complexity associated with some of the advanced sensors, let us consider the data

rate associated with a 100-channel imager with a 25-m resolution and a 100-km image swath. As a
satellite in earth orbit moves at about 7.5 km/sec, the number of imaged pixels per second is
given by:

n =
100, 000

25
×

7500
25

= 1 2 × 106

and the total number of pixels is:

N = 100 channels × n = 1 2 × 108

Assuming that each pixel brightness is digitized to 8 bits, the total bit rate is then 8 × 1.2 × 108,
which is approximately 1 gigabit per second. This is a challenging data rate to transmit continually
and will stress the capability of present space data transmission systems. In fact, it is often the case
that the capability of spaceborne imaging systems is limited more by the data downlink transmis-
sion rate than by the instrument technology. This problem is particularly challenging in the case of
deep space missions. Thus, some onboard data recording (with later playback) and intelligent data
reduction system is required.

3.6.1 Landsat Enhanced Thematic Mapper Plus (ETM+)

The Landsat ETM+ is a multispectral imaging system of the scanning type. It is flown on the Land-
sat-7 (1999 launch) spacecraft, and its characteristics are summarized in Table 3.4. The sensor is a
derivative of the TM instruments flown on earlier Landsat satellites. The primary changes of the
ETM+ over the TM’s are the addition of a panchromatic band and improved spatial resolution
for the thermal band.
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The Landsat-7 spacecraft was put into a 705 km altitude orbit with an inclination of 98.2 . A 185-
km swath is imaged (Fig. 3.39). This allows complete coverage utilizing the 233 orbits in 16 days,
which is the repeat cycle of the orbit. The satellite orbit is sun synchronous at approximately 10 : 00
a.m. local time. The data is transmitted to the ground as two streams of 150 Mbps each for a total
rate of 300 Mbps using an X-band communications link. The primary receiving station is the US
Geological Survey’s (USGS) EROS Data Center (EDC) in Sioux Falls, South Dakota. Images can be
acquired by EDC through real-time downlink, or playback from an onboard, 380 gigabit (100
scenes) solid-state recorder. Since data are split in two streams, one can contain real-time data,
while the other is playing back data from the recorder, or both streams can be used to play back
data from the recorder simultaneously. Images can also be received by a world-wide network of
receiving stations either in real time, or direct downlink at X-band.
The ETM+ optics are similar to that of the older TM, shown in Figure 3.40, and its key parameters

are given in Table 3.5. The bidirectional scan mirror moves the view of the telescope back and forth
across the ground track (Fig. 3.35). The ground track is subdivided into 16 raster lines (32 for the
panchromatic channel), which correspond to an array of 16 along-track detectors per spectral chan-
nel, and 32 for the panchromatic channel. There are six arrays of 16 detectors, each with an optical
filter to define the corresponding spectral band for the visible and near IR. The thermal IR channel
has an eight-element array. Thus, for each scan, 16 across-track lines are mapped in the visible and
near IR, 32 are mapped in the panchromatic band, and eight lines are mapped in the thermal IR.
This corresponds to a strip that has a width of

16 × 30 = 480 m

The satellite moves at a speed of about 7 km/sec. Thus, we require about 7000/480 = 14.6 scans or
a 7.3 Hz back and forth scans per second. The scan mirror assembly consists of a flat mirror sup-
ported by flex pivots on each side, a torquer, a scan angle monitor, 2 leaf spring bumpers, and scan
mirror electronics. The motion of the mirror in each direction is stopped by the bumper, and is
boosted by precision torque pulses during the turnaround period. The scan mirror is constructed
of berylliumwith an egg crate internal structure formaximum stiffness andminimum inertia. It has
an elliptical shape and a size of 52 cm × 41 cm.
The telescope is a Ritchey-Chretién design with primary and secondary mirror surfaces of hyper-

bolic figure to provide for simultaneous correction of spherical aberration and coma. An f/6 design

Table 3.4 Enhanced thematic mapper plus characteristics.

Band number Spectral range (μm) Spatial resolution (m) Quantization levels (bits)

1 0.45–0.52 30 8

2 0.53–0.61 30 8

3 0.63–0.69 30 8

4 0.78–0.9 30 8

5 1.55–1.75 30 8

6 10.4–12.5 60 8

7 2.09–2.35 30 8

8 0.52–0.9 15 8
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allows a reasonable size detector. With a 40.64 cm aperture, the focal length is 2.438 m. The mirrors
are made from ultra-low expansion (ULE) glass, and have enhanced silver coatings. A
detector of 0.1 mm across gives an IFOV of 42.5 μrad, which corresponds to a 30m spot from
705 km altitude.
A scan line corrector preceding the detectors compensates for the tilt of the array swath due to the

spacecraft motion, so the scan lines will be straight and perpendicular to the ground track.
The prime focal plane is located at the focus of the primary telescope and contains the filters and

silicon detectors of the first four spectral bands. Two mirrors, a folding mirror and a spherical mir-
ror, are used to also relay the image from the primary focal plane to a second focal plane where the
remaining three filters and detectors are located. These detectors require cooling to achieve good
performance. Bands 5 and 7 use indium antimonide (InSb) detectors, and band 6 uses a mercury–
cadmium–telluride (HgCdTe) detector. These detectors are kept at temperatures around 91 K
using radiative cooling.
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Figure 3.39 Landsat-D mapping geometry. Source: Blanchard and Weinstein (1980). © 1980, IEEE.
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3.6.2 Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)

ASTER, an advancedmultispectral imager operating in the push broom configuration, is one of five
instruments that were launched onboard NASA’s Terra spacecraft in December 1999. ASTER is a
cooperative effort between NASA and Japan’s Ministry of Economy Trade and Industry (METI),
formerly known as Ministry of International Trade and Industry (MITI).
The Terra satellite is in a sun-synchronous orbit at an altitude of 705 km at the equator, with a

descending equator crossing time of 10 : 30 a.m. local time. Terra flies in a loose formation with the
Landsat 7 satellite, crossing the equator approximately 30 minutes after the Landsat satellite. The
orbit repeat period is 16 days.
The complete ASTER system actually consists of three telescopes covering a wide spectral region

with 14 bands from the visible to the thermal infrared. The visible and near-infrared system has
three bands with a spatial resolution of 15 m, and an additional backward-looking telescope that
is used for stereo imaging. Each ASTER scene covers an area of 60 × 60 km. The visible and near-
infrared telescopes can be rotated to 24 on either side of the nadir line, providing extensive cross-
track pointing capability. Table 3.6 shows the spectral passbands of the ASTER system. Here we
shall describe the visible and near-infrared system; the others will be discussed in more detail in
subsequent chapters.
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Figure 3.40 Thematic mapper optical system. Source: Blanchard and Weinstein (1980). © 1980, IEEE.
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Table 3.5 Significant ETM+ parameters.

Orbit Sun synchronous

705.3 km altitude

98.9 min period

98.2 inclination

16-day repeat cycle

Scan 185-km swath

7.0-Hz rate

85% efficiency

Optics 40.6-cm aperture

f/6 at prime focus

42.5 μrad, IFOV, bands 1–4
f/3 at relay focus

43.8 μrad IFOV, bands 5, 7

170 μrad IFOV, band 6

Signal 52 kHz, 3 dB, bands 1–5, 7
13 kHz, 3 dB, band 6

1 sample/IFOV

8 bits/sample

84.9 Mbps multiplexed output

Table 3.6 ASTER characteristics.

Subsystem Band no. Spectral range (μm) Spatial resolution (m) Quantization levels (bits)

VNIR
1 0.52–0.60

15 82 0.63–0.69
3N 0.78–0.86
3B 0.78–0.86

SWIR

4 1.60–1.70

30 8
5 2.145–2.185
6 2.185–2.225
7 2.235–2.285
8 2.295–2.365
9 2.360–2.430

TIR

10 8.125–8.475

90 12
11 8.475–8.825
12 8.925–9.275
13 10.25–10.95
14 10.95–11.65
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The ASTER visible and near-infrared subsystem consists of two independent telescope assem-
blies, used for stereo imaging, to minimize image distortion in the backward and nadir looking tele-
scopes. The detectors for each of the bands consist of 5000-element silicon charge-coupled detectors
(CCDs). Only 4000 of these detectors are used at any one time for the total image swath width of
60 km. The reason for using only 80% of the available detectors has to do with the stereo imaging
geometry. In this mode, the first image is acquired with the nadir-looking telescope, and the second
with the back-looking telescope. This means that a time lag occurs between the acquisition of the
backward image and the nadir image. During this time, earth rotation displaces the relative image
centers. Based on orbit position information supplied by the Terra platform, the ASTER visible and
near-infrared subsystem automatically extracts the appropriate 4000 pixels from each image to
ensure that the same ground area is covered in each stereo image.
The ASTER visible and near-infrared optical system is a reflecting-refracting improved Schmidt

design. The backward-looking telescope focal plane contains only a single detector array and uses
an interference filter for wavelength discrimination. The focal plane of the nadir telescope contains
3 line arrays and uses a dichroic prism and interference filters for spectral separation allowing all
three bands to view the same area simultaneously. The telescope and detectors are maintained at
296 ± 3 K using thermal control and cooling from a cold plate. Onboard calibration of the two tele-
scopes is accomplished using a halogen lamp as a radiation source. These measures ensure that the
absolute radiometric accuracy is ±4% or better.
The visible and near-infrared subsystem produces the highest data rate of the three ASTER ima-

ging subsystems. With all four bands operating (3 nadir and 1 backward), the data rate including
image data, supplemental information, and subsystem engineering data is 62 Mbps.

3.6.3 Mars Orbiter Camera (MOC)

The Mars Orbiter Camera (MOC) was launched on the Mars Global Surveyor (MGS) spacecraft in
November 1996, and arrived at Mars after a 300-day journey in September 1997. The initial orbit
insertion of the MGS spacecraft around Mars left the spacecraft (by design) in a highly elliptical
orbit with an orbital period of 44.993 hours and altitudes at periapsis and apoapsis of 262.9 km
and 54 025.9 km, respectively. The periapsis altitude, however, was low enough to put the space-
craft well within the Martian atmosphere. To place the MGS spacecraft in the appropriate nearly
circular and nearly polar orbit for science operations, a technique known as aerobraking was used.
Aerobraking essentially uses the drag in the Martian atmosphere to slow the spacecraft down near
periapsis, which in turn lowers the apoapsis, slowly circularizing the orbit. The final mapping orbit
with altitudes at periapsis and apoapsis of approximately 370 and 435 km, respectively, and a period
of 117 minutes was reached in March 1999.
The MOC is a push broom system that incorporates both wide angle (140 ) and narrow angle

(0.4 ) optics for producing global coverage (7.5 km/pixel), selective moderate resolution images
(280m/pixel), and very selective high resolution (1.4 m/pixel) images. The narrow-angle camera
optics is a 35 cm aperture, f/10 Ritchey-Chretién telescope, with a 2048-element CCD detector array
(13 μm detector size) operating with a passband of 0.5 to 0.9 μmwith a maximum resolution of 1.4
m per pixel on the surface. At a spacecraft ground track velocity of ~3 km/s, the narrow-angle cam-
era exposure time is approximately 0.44 milliseconds. A 12MB buffer is used to store images
between acquisition and transmission to earth. This camera system has returned spectacular
images of the Martian surface at data rates that vary between 700 bps and 29 260 (real-time)
bps. The camera system has a mass of 23.6 kg and consumes 6.7W of power in the standby mode,
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and 18.7W when acquiring narrow-angle data. Figure 3.41 shows a narrow-angle MOC image of
gullies and sand dunes in a crater on Mars.

3.6.4 Mars Exploration Rover Panchromatic Camera (Pancam)

The stereo panchromatic cameras used on the two Mars Exploration Rovers, Spirit and Opportu-
nity, are examples of framing cameras. The two rovers arrived at Mars in early 2004 at Gusev Crater
andMeridiani Planum, respectively, to answer the fundamental question of whether there ever was
water present on the surface of Mars.
The Pancam systems are two cameras that combine to form a stereo system. The camera optics for

each “eye” consists of identical 3-element symmetrical lenses with an effective focal length of 38
mm and a focal ratio of f/20, yielding an IFOV of 0.28 mrad/pixel and a square FOV of 16.8 × 16.8
per eye. The optics and filters are protected from direct exposure to the Martian environment by a
sapphire window. A filter wheel is used to capture multispectral images. Each filter wheel has eight
positions with narrowband interference filters covering the 400–1100 nm wavelength region. Two
filter passbands are common between the left and right cameras, and the left camera has one clear
filter. The remaining 13 filter positions (7 on the right camera, and 6 on the left) have different
center wavelengths, allowing spectral measurements at a total of 15 different wavelengths between
the two cameras.
The images are captured using a 1024 × 2048 pixel CCD array detector for each “eye” of the ster-

eoscopic system. The arrays are operated in frame transfer mode, with one 1024 × 1024-pixel region
constituting the active imaging area and the adjacent 1024 × 1024 region serving as a frame transfer
buffer. The individual detectors are 12 μm in both directions. The arrays are capable of exposure
times from 0msec (to characterize the “readout smear” signal acquired during the ~5msec required

Figure 3.41 The picture shown here was taken by the
Mars Orbiter Camera narrow angle (high resolution)
camera and “colorized” by applying the colors of Mars
obtained by the MOC wide angle cameras. The picture
shows gullies in a crater at 42.4 S, 158.2 W, which
exhibits patches of wintertime frost on the crater wall,
and dark-toned sand dunes on the floor. Source:
Courtesy NASA/JPL.
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to transfer the image to the frame transfer buffer) to 30 sec. Analog to digital converters provide a
digital output with 12-bit encoding, and SNR> 200 at all signal levels above 20% of full scale.
Radiometric calibration of both Pancam cameras is performed using a combination of preflight

calibration data and inflight images of a Pancam calibration target carried by each rover. The Pancam
calibration target is placed within unobstructed view of both camera heads and is illuminated by the
Sun between 10 : 00 a.m. and 2 : 00 p.m. local solar time for nominal rover orientations. The calibra-
tion target has three gray regions of variable reflectivity (20, 40, and 60%) and four colored regions
with peak reflectance in the blue, green, red, and near-IR for color calibration.
Figure 3.42 shows a panchromatic image of the site (later named Eagle Crater) where the second

Mars Exploration Rover Opportunity landed on January 23, 2004. The layered rocks visible in this
panoramic image measure only 10 cm tall. Further detailed investigation of these rocks by Oppor-
tunity’s suite of scientific instruments located on its robotic arm showed fine layers that are trun-
cated, discordant, and at angles to each other, indicating that the sediments that formed the rocks
were laid down in flowing water.

3.6.5 Cassini Imaging Instrument

The Cassini spacecraft was launched in October 1997, arrived at Saturn on July 1, 2004, and spent
13 years exploring the Saturnian system using a comprehensive set of scientific instruments. One of
the key instruments was a highly capable imaging system consisting of two framing cameras: a nar-
row angle camera (NAC) with a 0.35 FOV and a wide angle camera (WAC) with a 3.5 FOV. Both
cameras used a 1024 × 1024 CCD array and a set of two filter wheels. Figure 3.43 show examples of
the images acquired with this instrument. An excellent and comprehensive review of the

Figure 3.42 Data from the Mars Exploration Rover Opportunity’s panoramic camera’s near-infrared, blue,
and green filters were combined to create this approximate, true-color image of the rock outcrop near the
rover’s landing site. Source: Courtesy NASA/JPL.

Figure 3.43 Images of Saturn acquired with Cassini camera. Source: Courtesy NASA/JPL.
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instrument and associated scientific objectives is given by Porco et al. (2004). The scientific focus of
the instrument was to use multispectral imaging to understand the relationship between the com-
position, geology, and surface processes, both endogenic and exogenic, of the Saturnian satellite,
atmosphere and rings (composition, morphology, and dynamics). The NAC used an f/10.5
Ritchey-Chretién telescope with a 2m focal length. The WAC used an f/3.5 color-corrected refrac-
tor with a 0.2 m focal length. Figure 3.44 shows diagrams of the various components of these two
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cameras. Each camera had a set of two filter wheels. The NAC wheels had 12 spectral filters each
with a spectral range of 0.2–1.1 μ. The WAC wheels had 9 filters each covering the spectral range
from 0.38 to 1.1 μ, limited at the lower end by the refactor design. In both cameras, the images are
acquired through two filters, one on each wheel allowing in line combinations of filters for flexi-
bility in choice of band passes and polarizers. The two wheels are controlled independently and can
be rotated forward or backward at fairly fast rate (two to three positions per second).

3.6.6 Juno Imaging System

The Juno mission camera (JCM) is a four filter (1 infrared, 3 visible) camera with a FOV of 58 . It is
fixed to the body of the spinning s/c, so it sweeps the planet as the spacecraft rotates. Even though it
was not one of the core mission scientific payload (its main purpose was public science and out-
reach), it provided stunning images (down to 3 km resolution) of the Jovian atmosphere and its
dynamic (Figures 3.45 and 3.46). It is a push broom imager using the s/c rotation to sweep the
planet. For more details, see Hansen et al. (2017). The Juno s/c was launched in 2011 and entered
into a highly elliptical Jovian orbit in 2016.

3.6.7 Europa Imaging System

The Europa Imaging System (EIS) is part of the Europa Clipper Mission (mid-20s launch) that will
orbit Jupiter and conduct at least 40 flybys of Europa, some as close as 25 km. The EIS consists of a
NAC and WAC. The NAC has a 2.3 × 1.2 FOV, with a 10 mrad instantaneous FOV to achieve
resolution down to 0.5 m. It is mounted on a 2-axis gimbal that will allow pointing and acquisition
of stereo images for generation of digital topographic models (DTMs).

Figure 3.45 Image of Jupiter acquired with the Juno camera. Source: Courtesy NASA/JPL.
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The WAC has a wide FOV of 24 × 48 with a 0.2 mrad IFOV. Stereo images can be acquired in a
push broom mode along flyby ground tracks. The surface image resolution can be as good as 11m
per pixel. Both cameras use radiation hardened 2 k × 4 k CMOS detectors which can operate in a
framing and push broom modes. Color images can be acquired in the push broom mode using six
broadband filters on a substrate in front of the detector. Enhancement of the SNR can be achieved
by integration. A comprehensive review of the EIS and its scientific objectives is given by Turtle
et al. (2016, 2017).

3.6.8 Cassini Visual and Infrared Mapping Spectrometer (VIMS)

Since the late 1980s, a number of mapping and imaging spectrometers have been flown or are under
development for flight on space missions. A partial list includes the Hyperion imaging spectrometer
launched as a technology demo in 2000 (Pearlman et al., 2003), the ESA compact high-resolution
imaging spectrometer in 2001 (Cutter et al., 1999), OMEGA imaging spectrometer on Mars Express
in 2002 (Bibring et al., 2005), MERIS imaging spectrometer on Envisat in 2002 (Rast et al., 1999),
and Compact Reconnaissance Imaging Spectrometer for Mars (CRISM) in 2000 (Murchie et al.,
2007). Here we will briefly describe the Visual and Infrared Mapping Spectrometer (VIMS)
launched on Cassini (Brown et al., 2004). In Section 3.6.9 we describe the NASA Moon Mineral
Mapper (M3) (Green et al. 2011) launched in 2008 on the first Indian mission to the Moon, Chan-
drayaan-1.
VIMS (see Brown et al., 2004 for a comprehensive description) is an imaging spectrometer with a

spectral range from 0.3 to 5.1 μ. The visible (VIS) part of the instrument covers the 0.3–1.05 μ spec-
tral range with a spectral resolution of 7.3 nm and spatial resolution of 500 μrad after summing on-
chip of pixels (five spectral, three spatial). The total FOV is 2.4 × 2.4 . The primary mirror is
scanned across the target in the down track direction (push broom). The dispersive element is a
halographic recorded convex diffraction grating with rectangular profile groves. To enhance the
grating efficiency, two groves depth (0.3 and 0.44 μm) were used on different parts of the grating.

Figure 3.46 Image of Jupiter acquired with the Juno camera. Source: Courtesy NASA/JPL.
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The focal plane is a 512 × 512 frame-transfer, front-side-illuminated CCD. Half of the detectors
were used for the frame transfer. To improve CCD responsivity in the UV region of the spectrum,
a lumigen coating was deposited on the sensitive surface for the 0.3–0.49 μ region.
The IR part of the instrument is a 23 cm diameter Ritchey-Chretién telescope. The secondary mir-

ror scans in two orthogonal directions resulting in the scanning of a 64 × 64 mrad scene across a
0.2 × 0.4 mm entrance slit, coupled to a grating spectrometer. The dispersed light is imaged on a
256-element linear array of In Sb detectors.
The VIMS objectives were to investigate the chemical and dynamic process in the atmospheres of

Saturn and Titan by obtaining three-dimensional views of atmospheric thermal, aerosol, and chem-
ical structures. It also allowed observation of Titan surface through atmospheric infrared windows,
as well as the surface of the icy satellites and the rings.

3.6.9 Chandrayaan Imaging Spectrometer M3

The Moon Mineralogy Mapper (M3) was launched on the Indian lunar orbiter Chandrayaan-1 in
2008. It is an imaging spectrometer covering the spectral region from 0.43 to 3 μwith 10 nm spectral
resolution and had an FOV of 24 and 0.7 mrad spatial sampling. Its objective was to characterize
andmap the lunar surface composition in the context of its geologic evolution at a spatial resolution
of 70 m. A comprehensive review is given by Green et al. 2011.
The M3 instrument used an-all reflective Offner design with a single spectrometer (see

Figure 3.46). The incoming light is reflected from a fold mirror to a compact three mirror anas-
tigmat telescope. Light passed from the telescope is imaged on a uniform open slit. Light paned
by the slit illuminates a spectrometer mirror where it is reflected to a diffraction grating. The
dispersed light is reflected for the second time by the spectrometer mirror and selectively trans-
mitted by the order sorting filter and focused on a 640 × 480 Hg Cd Te area array detector with
27 μm pitch.

3.6.10 Sentinel Multispectral Imager

A 12 band (0.44–2.19 μ) push broommultispectral imager is part of the ESA sentinel 2 mission. It is
an enhancement on the Landsat and SPOT instruments with a spatial resolution of 10–60 m over a
swath of 290 km. The telescope is a three-mirror anastigmatic design with silicon carbide mirrors.
A detailed description of the Sentinal 2 mission can be found in SP-1322/2 (2012) on the ESA
website.

3.6.11 Airborne Visible-Infrared Imaging Spectrometer (AVIRIS)

The AVIRIS instrument is considered one of the most successful imaging spectrometers. It has been
in continuous use since 1987 with a stream of upgrades to keep it at the state of the art. It has been
one of the most utilized instruments by the science and user community to mature the field of ima-
ging spectroscopy.
AVIRIS covers the spectral range of 0.38–2.5 μ with spectral sampling of 10 nm, spatial sampling

of 1 mrad, and angular swath of 34 . It basically generates a stack of images (see Fig. 3.47) and for
each image pixel, a spectrum can be derived to analyze that pixel. It uses a raster scan configuration
with four separate spectrometers each covering a portion of the full spectral range.
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3.7 Active Sensors

With the advances of laser power and efficiency, laser sources could be used to illuminate the sur-
face and remotely sense its properties. Laser sources have two characteristics which give them
unique aspects: (1) the transmitted energy can be pulsed and (2) the transmitted energy has a nar-
row well-known spectral bandwidth.
A pulsed laser sensor can be used to measure surface topography from orbital altitude. An exam-

ple of such a system is theMars Orbiter Laser Altimeter (MOLA) instrument, launched on theMars
Global Surveyor satellite in November 1996. The transmitter is a Q-switched Nd:YAG laser operat-
ing at a wavelength of 1064 nm. Pulses with an energy of 48 mJ/pulse are transmitted at a 10 Hz
rate, and illuminates a spot of approximately 130 m on the surface of Mars. The receiver has a
50 cm mirror and a silicon-avalanche photodiode is used as the detector. The system has a range
resolution of 37.5 cm, and a vertical accuracy (shot-to-shot) of 37.5 cm. The absolute vertical accu-
racy is better than 10 m, limited primarily by the accuracy with which the MGS orbit can be recon-
structed. Elevation measurements are made at intervals of 330 m along the spacecraft track. The
instrument mass is 25.85 kg, the power consumption is 34.2W, and it produces a continuous data
rate of 618 bps.
TheMOLA instrument only measures profiles of elevation directly underneath theMGS satellite.

An extension of this system would scan the laser beam across track to acquire surface topography
over a wide swath (see Fig. 3.48). This technique is now used routinely from aircraft by several com-
mercial firms worldwide to perform high-accuracy three-dimensional mapping. Depending on the
laser altimeter used and the altitude of operation of the aircraft, ground spot sizes as small as of 20
cm, with elevation accuracies of a few centimeters can be achieved. Typical swath widths range
from as small as 50 m to about 10 km, depending on the spot sizes used in the mapping. If the laser
altimeter is able to measure the intensity of the returning laser pulse in addition to its round-trip
time-of-flight, an image of the surface reflectance at the laser wavelengthmay be generated. In addi-
tion, the narrow spectral spread of a laser source allows the use of the fluorescence technique to
identify certain surface materials.
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Figure 3.47 Chandrayaan imaging spectrometer. Source: Green et al. (2011). © 2011, John Wiley & Sons.
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For high-accuracy, earth surface topography measurement, laser altimeters are used in the Icesat
missions. The Icesat2 (Ice, Cloud, and Land Elevation Satellite 2) was launched in September 2018.
Its key objective is to measure the ice sheet elevation, sea ice thickness, land topography, and veg-
etation characteristics. This is achieved by using a lidar system called ATLAS (Advanced Topo-
graphic Laser Altimeter System) operating at 0.523 μ (bright green). It has six beams in three
pairs, with the footprints of the pairs 3.3 km apart to get more ground coverage and better deter-
mine the ground slope. It takes elevation measurements every 70 cm along the satellite’s
ground path.
The laser fires at a rate of 10 kHz. Each pulse consists of about 20 trillion photons. After prop-

agation to the surface, reflection from the surface, and propagation to the satellite, about a dozen
photons are collected by an 80 cm beryllium telescope. The returned photons are focused on six
fiber-optic cables in the focal plane, corresponding to the six laser beams. The fibers lead to filters
centered at 0.532 μ to eliminate naturally reflected sunlight. The filtered photons are then detected
and trigger a timer that allows the measurement of the time between the transmitted pulse and the
received echo, thus allowing a very accurate range measurement between the satellite and the
reflecting surface. An excellent review for the utilization and applications in Earth observation
of Spaceborne lasers is given by Simard et al. 2011, for mapping forest canopy height, and in Smith
et al. 2020, for mapping ice sheet loss in Greenland and Antarctica over the period of 2003–2019.

3.8 Surface Sensing at Very Short Wavelengths

All radiation at wavelengths shorter than 0.35 μm is strongly absorbed in planetary atmospheres.
Thus, this spectral region can be used for surface sensing only in the case of planets without atmos-
phere (Moon, Mercury, and asteroids) or, in the case of Earth, from low-flying aircraft.
One of the most useful sensing techniques is γ-ray spectroscopy, which provides a spectral meas-

urement of the particles emitted by a number of radioactive geologic materials. The spectral or
energy unit commonly used in this region is the electron volt (1 eV = 1.610−19 J). Spectral lines
of γ-ray emission are usually at many MeV, which correspond to wavelengths of a hundred to a
thousand angstroms.
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Figure 3.48 Sketch illustrating the principle of a scanning laser altimeter.
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3.8.1 Radiation Sources

In the case of the Earth, the main natural sources of γ radiation are uranium (U), thorium (Th), and
potassium-40 (40K).
The radioisotopes of uranium found in nature (238U which constitutes 99.3% of natural uranium

and 235U which constitutes 0.7% of natural uranium) are long-lived α emitters and parents of radi-
oactive decay chains. Some of the daughter products with their corresponding energies are given in
Table 3.7.
Other major sources of γ-rays in the Earth surface are (1) thorium (232Th), which is a long-lived

(1.38 × 1010 years half-life) α emitter and is parent of a radioactive decay chain which contains,
among others, 228Ra, 216Po, 216Pb, and 208Tl, and (2) potassium-40 (40K), which is widespread.

3.8.2 Detection

Gamma-rays are absorbed or scattered by matter with partial or total loss of energy by photoelectric
effect, Compton effect, and pair production (see Fig. 3.49). The ejected electrons dissipate their
energy by ionization of surrounding atoms. Twomethods are generally used tomeasure the amount
of ionization: (1) measurement of the light emitted and (2) collection of the created charges.
If the detector absorbing material is optically transparent to the light released by ionization, then

a burst of light will accompany each γ-ray interaction. This property is exhibited by a number of
plastics, halides, organic liquids, and phosphors. Photodetectors are then used to detect the emitted
light. One phosphor commonly used is the inorganic crystal of thallium-activated sodium iodide
NaI (Tl). It has the important property of being able to absorb all of the incident γ-radiation, even
the highest energy rays, due to its high density of 3.67 g/cm3. The spectral resolution of this type of
detector is limited by the number of light photons released by the ionizing electrons created by γ-ray
interactions. The resolution is proportional to the square root of the number of photons released.

Table 3.7 Daughter products of 238U.

Symbol Half-life Radiation type Energy (MeV)

238U 4.5 109yr α 4.18, 4.13
234Th 24.5 days β 0.19, 0.1

γ 0.09, 0.06, 0.03
234Pa 1.1 min β 2.31, 1.45, 0.55

γ 1.01, 0.77, 0.04
234U 2.5 × 1015yr α 4.77, 4.72

γ 0.05
230Th 8.3 × 104yr α 4.68, 4.62
226Ra 1620 yr α 4.78, 4.59

γ 0.19
214Bi 19.7 min β 3.18, and many others

γ 2.43, 2.2, and many others

Note: α (alpha) particles are positively charged, β (beta) particles are negatively charged, γ (gamma) particles have no
charge.
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Semiconductor detectors have a higher spectral resolution capability. They measure the charge
created by ionization within the detector. The resolution in this type of detector is mainly limited by
the electronic noise and is somewhat independent of the photon energy.

3.9 Image Data Analysis

Multispectral remote sensing imagers provide a series of spatial images recorded at a number of
different spectral passbands. Each of these images consists of a two-dimensional array of picture
elements, or pixels; the brightness of each pixel corresponds to the average surface reflectivity
for the corresponding surface element. The images from such amultispectral imager can be thought
of as a data cube in which horizontal slices represent spatial images for a particular passband, and
vertical columns represent the spectral signature of a particular surface picture element (see
Fig. 3.47).
The spectral signature is the most diagnostic tool in remotely identifying the composition of a

surface unit. A trade-off generally exists between the spectral resolution, spectral coverage, radio-
metric accuracy, and identification accuracy. In the case of hyperspectral imagers, the spectral sig-
nature corresponds to high-resolution (spectrally) radiometric measurements over a fairly broad
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region of the spectrum. In this case, surface units can be separated, classified, and identified based
upon some unique characteristic in their reflectivity spectrum, such as a diagnostic absorption band
or combination of absorption bands, a diagnostic reflectivity change at a certain wavelength, or
ratio of reflectivities in two separate spectral regions. Because hyperspectral imagers record a large
number of spectral measurements for every pixel in the image, these instruments produce large
data volumes. As an example, a 256-channel image of 5 m pixels and an image size of 1024 ×
1024 pixels (covering an area of 5.1 km × 5.1 km) would require storage of about 2 Gbits, assuming
8 bits per pixel are recorded. At a nominal speed of 7.5 km/sec, a satellite will have to record these
data every approximately 0.75 seconds, for an approximate data rate of 2.7 Gbits/sec. For this rea-
son, some visible and near-infrared imagers record significantly fewer channels than this or include
onboard processing. The challenge then is to extract the useful information from relatively few,
appropriately selected spectral measurements or by developing appropriate processing algorithms.
Various different analysis techniques are used to extract qualitative and quantitative information

about the surface from the recorded images. The analysis of radiometric and spectral signatures in
surface studies can generally be divided into three steps of increasing complexity: (1) detection and
delineation, (2) classification, and (3) identification. We shall describe these in more detail in the
next few sections using data acquired by the ASTER instrument (see Section 3.6.2 for a description)
over the Cuprite Mining District located in Nevada. This area has been used extensively as a testing
and verification site for remote sensing instruments. Hydrothermal alteration of Cambrian sedi-
mentary rocks and Cenozoic volcanic rocks by acid-sulfate solutions took place during theMiocene.
This occurred at shallow depths, producing silicified rocks containing quartz andminor amounts of
alunite and kaolinite; opalized rocks containing opal, alunite, and kaolinite; and argillized rocks
containing kaolinite and hematite. These units are readily mappable using remote sensing instru-
ments, as we shall show later.
Figure 3.50 shows the nine visible and near-infrared channels of an ASTER image of the Cuprite

area. The area shown is a subset of a larger image, and covers approximately 15 km × 15 km. The
bright feature near themiddle of the image is Stonewall Playa. The road that cuts through the image
from the upper left to middle bottom is highway 95. Note how similar the individual images are. We
shall now analyze this image inmore detail in the next few sections, illustrating themost commonly
used data analysis techniques.

3.9.1 Detection and Delineation

The first step in the analysis of surface polychromatic or multispectral images is to recognize and
delineate areas with different reflectivity characteristics. This can be done manually or with com-
puters by simply delineating areas with image brightness within a certain range of values. Concep-
tually, this means that the data space is divided into a number of subspaces, and all pixels in the
image that have brightness values that fall in a particular subspace are assumed to have similar
characteristics. In general, change in brightness is associated with changes in surface chemical
composition, biological cover, or physical properties (roughness, slope, etc.). Unfortunately, change
in brightness can also result from changes in the illumination geometry or atmospheric conditions.
If this is not taken into consideration during the data analysis, areas may be misclassified. An obvi-
ous example would be where areas in the shadow of a cloud would be misclassified as low reflec-
tivity areas. Slopes facing the sun will in general appear brighter than those facing away from the
sun, even if the two areas have in fact identical characteristics.
The simplest form of image analysis is a simple photo-interpretation of an image. Usually color

images are used, displaying three spectral images as the red, green, and blue (RGB) components of
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the color image, respectively. Surfaces with similar colors and brightness are delineated. The main
difficulty is to decide which spectral images to use in the color composite, and which spectral band
to assign to each color. Even in the case of the Landsat ETM+ images, where six channels are avail-
able (counting all the channels with 30m resolution), this leads to 120 possible combinations. Expe-
rience has shown, however, that not all these combinations are that useful, and therefore, only a
few combinations are commonly used. For example, geologic interpretation in semiarid areas is
typically done using bands 1-4-7 of the TM (or ETM+) instrument as blue, green, and red displays.
Sometimes TM bands 2-4-7 (ASTER bands 1-3-6) are used to reduce the effects of atmospheric scat-
tering, which is more severe in the shorter wavelength TM band 1. Atmospheric scattering is par-
ticularly troublesome in humid, tropical areas, where the usefulness of the shorter wavelength

Figure 3.50 Individual spectral channel images for the nine visible and near-infrared channels of the
ASTER instrument. The channels progress from left to right and from top to bottom in increasing wavelength,
with channel 1 in the upper left, and channel nine in the lower right. The images cover an area of roughly
15 km × 15 km of an area near Cuprite, Nevada.
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bands is reduced dramatically. In these situations, the optimum combination for geologic interpre-
tation is to display bands 4-5-7 as blue, green, and red, respectively.
Figure 3.51 shows two ASTER color combinations of the Cuprite scene, bands 1-2-3 (the three

visible channels displayed as blue, green, and red) on the left, and bands 1-3-6 (roughly equivalent
to TM bands 2-4-7) on the right. Because of the high correlation between the reflectances in the
individual bands, especially in the visible part of the spectrum, there is little color information
in the image on the left. The image on the right shows more details in the colors, and differentiates
well between the opalized rocks with kaolinite and/or alunite (shown in cyan) and the unaltered
volcanics, which are shown in the reddish colors.
Several techniques are used to increase the separation of surfaces in correlated images. One such

technique transforms the image from the RGB representation of color to the intensity, hue, and
saturation (IHS) representation. (Most image analysis software packages include this capability.)
The color information is contained in the hue of the transform, and the purity of the color is con-
tained in the saturation. After transformation, the saturation image layer is then stretched to
increase the color separation. The modified image layers are then transformed back to the RGB
representation for display. Figure 3.52 shows the same two images as Figure 3.51 after enhancing
the colors using the IHS transform. Note the dramatic increase in color separation between the two
sets of images. Note in particular the area to the left of the road that runs from the top left to the
center bottom. This area, shown in gold tones on the left image, and light green tones in the right
image, is not easily distinguished in either of the original images in Figure 3.51. We shall show
below that this area contains higher concentrations of alunite and kaolinite.
In addition to increasing color separation, this color transformation is often used to enhance

images in the following way. One would start with a medium resolution multispectral image
and transform three image layers the RGB representation to the IHS representation. After stretch-
ing the hue and possibly the saturation channels, the intensity channel is replaced with a higher
resolution image, such as the panchromatic band of a SPOT image that has been registered with the
original data. The new IHS layers are then transformed back to the RGB representation. The

Figure 3.51 Two color combination displays for the Cuprite scene shown in Figure 3.50. On the left are
ASTER channels 1, 2, and 3 displayed as blue, green, and red, respectively, giving a pseudo natural color image.
On the right are channels 1, 3, and 6 displayed as blue, green, and red.

102 3 Solid Surfaces Sensing in the Visible and Near Infrared



resulting color image appears to have much higher resolution than the original one because of the
enhanced resolution of the intensity layer. Sometimes an image from a completely different type of
sensor, such as an imaging radar, may be used as the new intensity layer. Since radar images typ-
ically provide excellent separation of surfaces with different geometrical properties such as rough-
ness, this combination better delineates surfaces based on both spectral information (contained in
the color of the image) and geometrical properties contained in the intensity of the image.
The RGB/IHS transformation uses three channels of data as input. As the number of data chan-

nels increase, the potential number of color combinations increase rapidly. As an example, a 6-
channel system has 120 potential color combinations, while a 200-channel system would have 7
880 400 such three-band combinations! A more powerful method of data analysis, known as prin-
cipal components analysis, offers one solution to the problem of which channels to use in the color
display. Mathematically, principal component analysis simply transforms an n-dimensional dataset
into its eigenvectors. If the original data are real numbers, all eigenvectors are orthogonal. The
eigenvector image corresponding to the largest eigenvalue, usually called the first principal com-
ponent (PC1), is the image with the largest variation in brightness, while the PCN image, corre-
sponding to the smallest eigenvalue, contains the least variation. For most scenes, the first three
principal components will account formore than 95% of the variation in the data. Figure 3.53 shows
the nine principal component images for the Cuprite scene. The PC1 image contains 91% of the
variation in the data. The next three principal components contain another 8.6% of the variation,
with the remaining 0.4% of the variation contained in the last five principal components. The last
three principal component images are quite noisy. All the images have been stretched to show the
same dynamic range for display.
In practice, it is found that the first eigenvector spectrum typically is closely related to the average

scene radiance, which is the incoming solar radiance convolved with the average scene reflectance
and the atmospheric attenuation. The PC1 image is typically dominated by topographic effects,
strongly highlighting slopes, and shadows as seen in the upper left image of Figure 3.53. For this
reason, the PC1 layer is not commonly used in the further analysis of the data. It is more common to

Figure 3.52 The same images shown in Figure 3.51 after performing a color stretch using the IHS transform.
Note the dramatic increase in color separation evident in both images.
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use the next three principal component images, corresponding to PC2, PC3, and PC4 in a color
analysis of the image. Figure 3.54 shows the color image displaying these three principal compo-
nents as the blue, green, and red channels, respectively. This image shows very little variation in
brightness, showing that little information about the absolute albedo remains. Spectral differences,
as manifested in the optimum stretch of the colors, are highlighted excellently. Notice how well the
alteration zone to the left of the road is identified in this image as compared to the original visible
color composite shown on the left in Figure 3.51.
In some cases, principal component analysis is performed separately on subsets of the total num-

ber of bands. For example, one might elect to perform the analysis separately on the visible chan-
nels of an ASTER image, and then again separately on the near-infrared channels. In this way, it

Figure 3.53 Principal component images for the 9 visible and near-infrared channels of Cuprite scene.
The principal components progress from left to right and from top to bottom, with PC1 in the upper left and PC9
in the lower right.
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may be possible to extract optimally the difference in reflectance properties of each subset of the
spectrum. One drawback of principal component-based display techniques is that spectral features
that occur in only a small number of pixels will be lost in the averaging process, and will therefore
not be visible in the final product.
In the case of multispectral images, the delineation process should take albedo variation in any

one of the spectral channels into consideration. In many situations, more accurate delineation of
surface units can be achieved by using ratios of reflectivity in two different spectral bands. This
would allow the minimization of nonrelevant effects such as slope changes. To illustrate, let us
assume that the reflectivity of a certain surface unit as a function of wavelength λ and incidence
angle θ is given by

R λ, θ = g λ f θ 3 29

where g(λ) denotes the “pure” spectral response of the surface and f(θ) denotes the modification of
the response by the imaging geometry. If we consider two neighboring areas A and B of identical
composition but having different slope aspects, then their reflectivity will be different at each and
every spectral band. However, if we consider the ratio r at two separate bands,

r =
R λ1, θ
R λ2, θ

=
g λ1
g λ2

3 30

the effect of the slope change is eliminated and only the change in the composition is delineated.
Ratio images are also used to highlight specific spectral differences. For example, if a particular

surface has a spectral signature that shows high reflectance at λ1, and low reflectance at λ2, the ratio
image will enhance this difference and delineate these surfaces more clearly. Clay minerals, for

Figure 3.54 The principal components PC2, PC3, and PC4 are displayed as blue, green, and red, respectively,
in this color combination of the Cuprite scene. Notice the excellent color separation compared to Figures 3.51
and 3.52.
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example, show relatively strong absorption in band 7 of TM images (due to the absorption by the
hydroxyl group at 2.2–2.3 μm—see Figure 3.11), and little absorption in band 5. The ratio image of
bands 5/7 is therefore commonly used to delineate clays that are typically associated with hydro-
thermal alteration. Similarly, TM band ratios 3/1 or 5/4 are commonly used to delineate the pres-
ence of iron oxide. Another example would be the strong reflectance shown by vegetation in the
near infrared, compared to the low reflectance in the red part of the visible spectrum, which would
lead to large values in a TM band 4/2.
Figure 3.55 shows the spectra of some minerals commonly associated with hydrothermal alter-

ation, resampled to show the expected spectra for the ASTER visible and near-infrared passbands.
Also shown are the ASTER passbands in the bottom of the figure. Most of the clays show strong
absorption in band 6 at the fundamental wavelength of the Al-OH bending mode. These same
minerals show little absorption in ASTER band 4, however. An ASTER band 4/7 ratio image would
therefore be expected to highlight the presence of these minerals. The iron oxide minerals in
Figure 3.55 show strong spectral ratios when comparing ASTER bands 4/3 or 3/1. Figure 3.56 shows
a color image of these three ratios displayed as red (4/7), green (3/1), and blue (4/3). The alteration
zones, especially the one to the right of highway 95, are highlighted well in this image.
Ratio images have the advantage that slope and illumination effects are reduced significantly. On

the other hand, they have the disadvantage that noise and instrument artifacts in the images are
typically amplified. In addition, those surfaces that have spectral features that are similar in the
different bands, i.e., for which the spectral features are correlated, will show little variation in
the ratio images.
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Figure 3.55 Spectra of some minerals commonly associated with hydrothermal alteration, resampled to the
ASTER visible and near-infrared passbands. Also shown are the ASTER passbands in the bottom of the figure.
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3.9.2 Classification

The next step after delineation is to classify units based on a set of criteria. Classifications extend not
only to individual images, but also to a number of images taken at different times of the same area
or of different areas.
Classification of images involves using a set of rules to decide whether different pixels in an image

have similar characteristics. These rules in effect divide the total data space into subsets separated
by so-called decision boundaries. All pixels that fall within a volume surrounded by such decision
boundaries are then labeled as belonging to a single class. The classification criteria range from the
most simple, such as all areas with identical reflectivity in a certain spectral band being put into the
same class, to more sophisticated criteria, such as comparing the measured spectra over a large
wavelength range. Some intermediate criteria include albedo (simple and composite), specific spec-
tral absorption bands, spectral response slope in specific spectral regions, or the presence of specific
spectral features.
Two major approaches are used in classifying images: supervised and unsupervised classifica-

tions. In the case of supervised classification, a user will specify so-called feature vectors to be used
in the comparison process. These vectors can be thought of as defining the centroids of the decision
volumes that are separated by the decision boundaries. These feature vectors can be extracted from
the image to be classified, or could come from a library of spectral signatures either measured in the
laboratory or in the field. In the case of unsupervised classification, the computer is allowed to find
the feature vectors without help from an image analyst. In the simplest form, known as theK-means
algorithm, K feature vectors are typically selected at random from the data space.
Once the feature vectors are identified, classification rules are used to assign pixels in the image to

one of the feature vectors. Many different classification rules are used ranging from the simple near-
est neighbor distance classifier, to neural network schemes, to sophisticated schemes that take
into account the expected statistical distributions of the data. To apply these rules during the

Figure 3.56 Spectral ratio image of the Cuprite scene. The ratios are 4/7 (red), 3/1 (green), and 4/3 (blue).
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classification process, a so-called distance measure is typically defined. The nearest neighbor
scheme, for example, simply calculates the Euclidian distance between a pixel and each of the fea-
ture vectors as if each spectral measurement represents an orthogonal axis in the data space. In
other cases, the distance definition includes some measure of the probability that a pixel may be
similar to a particular feature vector. During the classification process, the distance between a pixel
and each of the feature vectors is computed. The pixel is then labeled the same as the feature vector
for which this distance is the smallest. If this smallest distance is larger than some threshold spe-
cified by the analyst, the pixel will not be classified.
Figure 3.57 shows the results of an unsupervised classification of the Cuprite scene. The classi-

fication was arbitrarily asked to produce six classes, and the initial feature vectors were selected
randomly from the data space. The classification was then performed iteratively, updating the fea-
ture centroids after each iteration, until fewer than 0.01% of the pixels were changing between itera-
tions. We note that the two classes colored dark blue and green are found mostly in the altered
zones, especially the one to the right of highway 95. All we know at this point is that we found
six stable “classes” of terrain from the data itself. To attach any significance to the classes, we need
to compare the spectra of the feature centroids to some library of spectra. These could be either
laboratory spectra, or spectra measured in the field. Since it is unlikely that such large areas will
be covered with a homogeneous layer of a single mineral type, field spectra may be more useful at
this stage. Nevertheless, the spectra of the classes colored dark blue and Figure 3.57 show large band
4/5 ratios, consistent with the spectra of the alteration minerals shown in Figure 3.55.
The results of any classification depend strongly on the selection of the feature vectors. In select-

ing these in the case of supervised classification, the analyst may be guided by the results of previous
analysis such as those described in the previous section. For example, feature vectors could be
selected based on unusual spectral ratios observed in a ratio analysis. Or, theymay be selected based
on specific colors found in a principal component analysis. Finally, the analyst may have some field

Figure 3.57 Results of an unsupervised classification of the Cuprite scene. The classification was initialized
using randomly chosen features, and then iterated. The number of classes was arbitrarily set to six.
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experience with the scene, and may be picking feature vectors based on known characteristics of
certain areas in the scene.
We used the principal component image in Figure 3.54 as a guide to select areas to use as the

classification feature vectors in a supervised classification. We selected three areas from the image
corresponding to the pink and dark blue tones in the alteration zones, and the green alluvial areas
near the top of the image, which represent the unaltered terrain. We added to these areas a feature
selected from one of the areas from the green class in the alteration zone to the right of highway
95 from the unsupervised classification. The classification result is shown in Figure 3.58. The alter-
ation zones are clearly highlighted in this result.
In the classification schemes discussed above, it was assumed that each pixel would be assigned to

only one feature vector class. In reality, pixels represent areas on the ground that are rarely homog-
enously covered with only one type of surface. Instead, these surfaces are typically a mixture of
different surface covers, each with a different spectral response. The spectral signature measured
by the remote sensing instrument is made up of the weighted sum of the individual surface element
spectra, where the weights in the summation depend on the relative abundance of that type of cover
in the area represented by the pixel. Sub-pixel classification schemes attempt to identify these rel-
ative abundances for each pixel. The fundamental assumption for the sub-pixel classification
scheme is that the measured spectrum Stotal(λ) is a linear mixture of individual spectra:

Stotal λ =
N

i = 1

aiSei λ + n 3 31

where ai represents the relative fraction of the measured spectrum contributed by the endmember
spectrum Sei(λ) and n denotes additive noise. Under the assumption that we have identified an

Figure 3.58 Results of a supervised classification of the Cuprite scene. The classification was initialized using
features selected from a combination of the principal component results shown in Figure 3.54, and the
unsupervised classification results in Figure 3.57. The number of classes was limited to four.
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exhaustive set of endmember spectra to choose from, and that all fractions must be positive,
Equation (3.31) is constrained by

N

i = 1

ai = 1; ai ≥ 0 3 32

If we describe the measured and endmember spectra as M-dimensional vectors, where M is the
number of spectral channels, we can rewrite (3.31) as

S = EA + N 3 33

The endmember matrix is an M ×N matrix, with each of the N columns representing one end-
member spectrum, and is the same for the entire image. Usually, the number of spectral channels is
larger than the number of endmember spectra. In that case, the unmixing solution is found as

A = ETE
− 1

ET S 3 34

Linear unmixing for large dimensional datasets is computationally expensive. The matrix multi-
plications shown in (3.34) must be performed for each pixel. On the other hand, linear unmixing
provides more quantitative information than a simple classification.
Identifying the endmember spectra to use in the analysis is amajor challenge, since the results are

strongly influenced by the choice of the endmember spectra. As in the case of simple classification,
several techniques are used to select these. One could use laboratory or field spectra. In that case,
the remote sensing dataset must be calibrated. If the analyst has some prior knowledge about the
scene, endmember spectra could be selected from the scene itself. Alternatively, multidimensional
scatter plots could be used to identify the extreme values in the multidimensional histogram of the
spectra in the image. Since all the pixels in the image fall within the volume enclosed by these
extreme endpoints, they form an exhaustive set of endmembers.
As an illustration, we used the four features used in the supervised classification shown in

Figure 3.58 as our “endmembers” and performed an unmixing of the Cuprite scene. There is no
guarantee that these spectra are indeed endmembers in this image, so care should be taken when
interpreting the results, as negative abundances may result. The results are shown in Figure 3.59,
where we display only the abundances associated with the three spectra selected from the alteration
zone. The color assignment is the same as that used in Figure 3.58. As expected, the features that
were originally selected from the alteration zone show high abundances in these areas, and rela-
tively low amounts in the rest of the image. When comparing the results to published mineral maps
of the Cuprite area, it is found that the reddish areas in Figure 3.59 show high abundance of hema-
tite and goethite.

3.9.3 Identification

The last step in the spectral analysis of imaging data is the unique identification of the classified
elements. This requires a detailed knowledge of the spectral signatures of the materials being
sought, as well as of all the other materials in the scene, and the development of a spectral signature
library of all expected natural materials. In the ideal case, if a certain material, or family of materi-
als, is the only one which has a certain spectral feature, such as an absorption line at a certain wave-
length, the identification becomes simple. The identification feature could be a single absorption
line or an association of lines.
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If spectral signatures from a reference library were used in the classification to begin with, the
identification is automatic. However, if the classification was done using areas selected from the
image, or data-driven endmembers, the final identification step involves comparing the spectra
of the endmembers or feature vectors to those in a reference library. If a reference spectral library
is not available, field checking in one area of each class will allow identification of the constituents
in the whole scene.
One example was the case of identifying the presence of sodium on the surface of Io, the first

satellite of Jupiter, by ground spectral observation. Figure 3.60 shows the reflectance of Io in the
visible and near infrared and compares it to the reflectance spectra of a number of materials includ-
ing sulfur dioxide frost. Two specific features led to the identification of Io surface material as con-
sisting mainly of sulfur dioxide frost: (1) the sharp drop of the reflectance for wavelengths lower
than 0.45 μm. This wavelength corresponds to the energy of the forbidden gap in sulfur (see
Fig. 3.15). (2) The deep absorption band at 4.08 μm, which corresponds to the absorption of
SO2 frost.
Another, more recent, example is the identification of the mineral jarosite on the Meridiani plain

on Mars by the Mössbauer spectrometer on the Mars Exploration Rover Opportunity. Figure 3.61
shows the measured spectrum of one of the rocks dubbed “EL Capitan” within the rock outcrop
inside the crater where the rover Opportunity landed (see Fig. 3.42). The Mössbauer spectrometer
graph shows the presence of an iron-bearing mineral called jarosite. The pair of yellow peaks in the
graph indicates a jarosite phase, which contains water in the form of hydroxyl as a part of its struc-
ture. These data give evidence of water-driven processes that have existed on Mars. Three other
phases are also identified in this spectrum: amagnetic phase (blue), attributed to an iron-oxidemin-
eral; a silicate phase (green), indicative of minerals containing double-ionized iron (Fe 2+); and a
third phase (red) of minerals with triple-ionized iron (Fe 3+).

Figure 3.59 This image shows the relative abundances of different materials after linear unmixing. The
spectra used in the supervised classification were used as endmembers.
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Figure 3.60 (a) Io’s spectral reflectance showing the step drop near 0.45 μm. Source: Modified from Fanale
et al. (1974). (b) Io’s spectral reflectance showing the deep absorption at 4.08 μm associated with SO2 frost
compared to laboratory reflectance spectrum of SO2 frost. Source: Courtesy of D. Nash, JPL.
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Exercises

3.1 Consider a planet with radius R with its rotation axis inclined at an angle ψ relative to the
normal to the plane of its orbit around the sun. Assume that the solar rays reaching the planet
are all parallel to the orbital plane.

Mössbauer spectrum of EI capitan: Meridiani planum
Jarosite: (K, Na, X+1)Fe3 (SO4) (OH)6

Velocity

Fe3+ Jarosite
Fe3+ phase

Fe3+ silicate

Magnetic phases

0

In
te

ns
ity

Figure 3.61 This graph shows a spectrum, taken by the Mars Exploration Rover Opportunity’s Mössbauer
spectrometer. The Mössbauer spectrometer graph shows the presence of an iron-bearing mineral called
jarosite. Source: NASA, http://www.jpl.nasa.gov/mer2004/rover-images/mar-02-2004/captions/image-7.html.
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Figure 3.62 Geometry for Exercise 3.1.

Exercises 113



(a) Calculate the sun angle (angle between the local vertical and the sun direction) at the
equator as a function of longitude δ and the location of the planet in its orbit (i.e., the
angle α in Figure 3.62). Consider δ= 0 to be the point closest to the sun. Plot the sun angle
for ψ = 0 , 27 and for δ = 0.

(b) Calculate the sun angle at the poles. Plot for ψ = 0 , 27 .
(c) Calculate the sun angle as a function of latitude γ along zero longitude as a function of α.

Plot for ψ = 0 , 27 and for γ = 45 .
(d) Calculate the sun angle as a function of longitude δ for γ = 45 , ψ = 27 , and α= 0 , 90 ,

and 180 .

3.2 A narrow band filter with a variable center frequency is used to observe a spectral region
where the emitted intensity is given by

W ν = 1− αe− ν− ν0
2 ν2s

The filter transmission function is given by

F ν = e− ν− νc
2 ν2f

The intensity measured by a detector behind the filter is given by

I = T ν dν =

+ ∞

− ∞

W ν F ν dν

(a) Derive the expression for I as a function of νs, νf, νc, and α.
(b) Plot I as a function of νc/νs for νf/νs = 0.1, 1, and 10, and for α = 0.1 and 1.
(c) Repeat the calculations for

F ν =
1 for − 1 ≤

ν− νc
ν f

≤ 1

0 otherwise

3.3 Figure 3.63 shows the energy levels for three different materials.
(a) Silicon has a bandgap of 1.12 eV. Calculate the cutoff wavelength for this material and

sketch the expected absorption spectrum.
(b) Now suppose silicon is doped with arsenic, which places a layer of electrons at 1.07 eV.

Calculate the cutoff wavelength for this material and sketch the absorption spectrum.
(c) This material has three discrete energy levels at 1, 1.5, and 3 eV. Calculate the positions of

the primary absorption lines, and sketch the absorption spectrum of this material.

1. (eV)

0.5 (eV)

1.5 (eV)0.05 (eV)

1.07 (eV)
1.12 (eV)

(a) (b) (c)

Figure 3.63 Energy levels of three different materials.
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3.4 A class of hypothetical granular materials have energy levels which depend on the crystalline
field E as shown in Figure 3.64. Describe the behavior of the spectral reflectance as a function
of E. Only the transitions shown in Figure 3.64 are allowed.

3.5 Calculate and plot the reflection coefficient as a function of the angle of incidence for a half-
space with index of refraction equal to n = 1.7 and for n = 9. In both cases, the upper half-
space has n = 1. Consider both horizontal and vertical polarizations.

3.6 Consider a half-space with index of refraction n = nr+ ini and

ni = αe− ν− ν0
2 ν2s

Assume that α nr. Calculate the reflection coefficient for normal incidence and plot its
behavior as a function of ν/ν0 for nr = 3, α = 0.1 and ν/νs = 0.05.

3.7 A telescope is orbiting the earth at 705 km altitude. The telescope lens diameter is 40 cm, the
focal length is 120 cm, and the square focal plane is 20.916 cm on a side.
(a) Calculate the power density at the lens if the earth albedo is 50%. (Assume that the solar

energy density at the surface of the earth is 1.37 kW/m2).
(b) Calculate the total energy intercepted from a 30m × 30m ground pixel if the shutter stays

open for 0.1 millisecond.
(c) Calculate the FOV and the swath width of the telescope.
(d) If the instrument is a framing camera, calculate the number of detectors required to

acquire a square image with 30 m× 30m pixels on the ground. Also, calculate the dwell
time if we assume that we use a scanning mirror to stare at the same area with a 75%
duty cycle.

(e) In the push broom configuration with a single line of detectors, calculate the number of
detectors required for a pixel size of 30 m × 30m on the ground. Also calculate the dwell

1.4 2.0 E / E0

L1

L3

L2

Energy
(ev)

Figure 3.64 Energy levels and allowable transitions for a hypothetical material.
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time and total energy per pixel assuming that smearing is to be kept less than 1/3 of
a pixel.

(f) For a scanning mirror system, calculate the mirror scan rate, the dwell time per pixel,
and the total energy intercepted from each pixel assuming that we use an array of
16 detectors arranged in the along-track direction.

(g) Now assume that we place a filter in the focal plane with a 1% transmission bandwidth
centered at 0.5 μm. Calculate the number of photons received from a pixel for each of the
three cases above.

(h) Calculate the data rate for each of the three cases, assuming we digitize the data from
each pixel to 8 bits.

3.8 A telescope is orbiting the earth at 705 km altitude. The telescope lens diameter is 40 cm, the
focal length is 120 cm, and the square focal plane is 10 cm on a side. The pixels in the detec-
tor are 10 μm on a side. Calculate the swath width, size of the pixels on the ground, and the
number of pixels across the swath assuming a push broom design. Also, calculate the max-
imum dwell time per pixel, and the resulting data rate.
The instrument is now changed into a spectrometer. The incoming light is dispersed using

a prism such that the different colors are separated spatially in a direction orthogonal to the
push broom line array. Tomeasure the different spectral components, the prismmechanism
is scanned so that different colors sweep over the line array. If we are to measure 64 spectral
channels, calculate the scan rate of the dispersion mechanism. What is the dwell time per
spectral channel now? What is the data rate?
Assume that the wavelength region 0.4–2.4 μm is dispersed over 640 μm in the focal plane.

Now assume that we stack 64 line arrays next to each other to cover the dispersed spectrum.
Calculate the bandpass of each channel, the dwell time per spectral channel, and the result-
ing data rate.

3.9 A scanning laser altimeter is in a 250 km altitude orbit. The laser sends a series of 20 ns
pulses with a peak power of 10 kW and a beam divergence of 0.5 mrad. What is the beam
footprint on the surface and the height measurement accuracy? Let us assume that the sur-
face has a 10% albedo and scatters in an isotropic fashion in the upper hemisphere. What is
the power collected by a receiving collector of 50 cm diameter? What number of photons
does this energy correspond to assuming that λ = 0.5 μm? Assuming that the detector
has an area of 10−5 cm2 and a bandwidth Δf = 1/τ with τ = 20 nanoseconds, calculate
the detector minimum D∗. In order to eliminate the signal due to the solar background,
a 1% (i.e., .005 μm bandwidth) filter is used before the detector. Assuming that the solar
energy density at the surface is 2 kW/m2/μm, what is the signal to background ratio?
How can this ratio be increased? Do you think this system can be operated during the
day? Assuming that a mapping swath of 40 km is required and the surface has to be sampled
every 200 m, how many pulses does the laser need to transmit per second? Assume that the
satellite velocity is 7 km/sec.

3.10 Consider a planet with radius 1900 km, located at a distance of 1.4 × 109 km from the Sun
and 1.25 × 109 km from the Earth. The average surface temperature of the planet is 70 K. The
surface reflectivity is 0.3 across the visible and infrared spectrum. Plot the received energy by
a 1m2 aperture telescope in Earth orbit as a function of wavelength. Assume that the Sun is a
blackbody with a temperature of 6000 K and a radius of 7 × 105 km. Now let us assume an
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area of size 100 km x 100 km at the equator consists of an active volcanic caldera with a
temperature of 700 K. Can the earth orbiting telescope uniquely detect the presence of
the caldera? Can it measure its size and temperature? Explain.
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4

Solid-Surface Sensing: Thermal Infrared

Any object that is at a physical temperature that is different than absolute zero emits electromag-
netic radiation. This radiation is described mathematically by Planck’s radiation law. Planck’s
results were announced in 1900, and followed research on the topic by Rayleigh, Jeans, Wien,
Stefan, and Boltzmann, who all studied different aspects of the problem.
As will be shown later on, Planck’s radiation law describes radiation that occurs at all wave-

lengths. The radiation peaks at a wavelength that is inversely proportional to the temperature.
For most natural bodies, the peak thermal emission occurs in the infrared region. In the case of
the sun, numerous stars, and high-temperature radiators, their high temperature leads to a peak
emission in the visible and UV regions of the spectrum.
Electromagnetic radiation is only one of three ways in which heat energy is transferred from one

place to another. Conduction describes the transport of heat from one object to another through
physical contact, such as the case where a pot on a stove is heated by being in physical contact with
the heating element. The liquid in the bottom of the pot that is in physical contact with the metal is
also heated by conduction. Gasses and liquids can also be heated by convection. In this case, the heat
energy is transported by the convective movement of the heated material. The same principle also
heats the air in the atmosphere of a planet using the heat energy of the surface of the planet. It is
important to realize that of these three mechanisms, only electromagnetic radiation can transport
the energy through a vacuum. It is this form of transport that allows the heat of the sun to reach
the earth.
The heat conduction property of the surface layer is a key factor in the response of the surface to

the periodic heat input from the sun. This conduction allows the surface to absorb the heat input
from the sun, changing the physical temperature of the surface in the process. The fact that the
surface is not at absolute zero temperature means that the surface itself will again radiate electro-
magnetic energy according to Planck’s law. It is this electromagnetic radiation that is measured by
remote sensing instruments, allowing us to study the thermal properties of the surface layer.

4.1 Thermal Radiation Laws

Planck’s law describes the spectral distribution of the radiation from a blackbody as

S λ,T =
2πhc2

λ5
1

ech λkT − 1
4 1
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which is usually written as

S λ,T =
c1
λ5

1
ec2 λT − 1

4 2

where

S λ,T = spectral radiant emittance inW m3 Watts per unit area per unit wavelength

λ = wavelength of the radiation

h = Planck's constant = 6 626 × 10− 34 Wsec2

T = absolute temperature of the radiator in K

c = velocity of light = 2 9979 × 108 m sec

k = Boltzmann's constant = 1 38 × 10− 23 Wsec K

c1 = 2πhc2 = 3 74 × 10− 16 Wm2

c2 = ch k = 0 0144 mK

We note that the temperature in these expressions is the physical, or kinetic temperature of the
body. This temperature is the one that would be measured if we were to place a thermometer in
physical contact with the body.
Integrating the emittance over the whole spectrum gives an expression for the total flux emitted

by a blackbody of unit area. This is known as the Stefan–Boltzmann law:

S =
∞

0
S λ,T dλ =

2π5k4

15c2h3
T4 = σT4 4 3

where σ = 5.669 × 10−8 W/m2K4. Differentiating S(λ, T) with respect to the wavelength and solving
for the maximum gives Wien’s law, which is the expression of the wavelength of maximum
emittance:

λm =
a
T

4 4

where a= 2898 μmK. Thus the sun, with a temperature of 6000 K, will have maximum emittance at
λm= 0.48 μm. A surface at temperature 300 Kwill havemaximum emittance at λm= 9.66 μm, i.e., in
the infrared.
Another useful expression is the value of the emittance at λ = λm:

S λm,T = bT5 4 5

where b = 1.29 × 10−5 W/m3/K5. To illustrate, for T = 300 K and a spectral band of 0.1 μm around
the peak, the emitted power is about 3.3 W/m2.
The radiation laws can also be written in terms of the number of photons emitted. This form is

useful in discussing the performance of photon detectors. Dividing the expression of S(λ, T) by the
energy associated with one photon, hc/λ, the result is the spectral radiant photon emittance (in pho-
ton/sec/m3):

Q λ,T =
2πc

λ4
1

ech λkT − 1
4 6

The corresponding form of the Stefan–Boltzmann law becomes:

Q = σ T3
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where σ = 1.52 × 1015 m−2 sec−1 T−3. Therefore, the rate at which photons are emitted from a
blackbody varies as the third power of its absolute temperature. To illustrate, for T = 300 K, the
total number of emitted photons is 4 × 1022 photons/m2/sec.

4.1.1 Emissivity of Natural Terrain

The formulas in the previous section describe the radiation from a blackbody. These bodies have the
highest efficiency in transforming heat energy into electromagnetic energy. All natural terrains
have a lower efficiency, which is expressed by the spectral emissivity factor (λ):

λ =
S λ,T
S λ,T

4 7

which is the ratio of the radiant emittance of the terrain S (λ, T) to the radiant emittance of a black-
body at the same temperature. The mean emissivity factor is given by

=
∞
0 λ S λ,T dλ

∞
0 S λ,T dλ

=
1

σT4

∞

0
λ S λ,T dλ 4 8

Three types of sources can be distinguished by the way that the spectral emissivity varies
(see Fig. 4.1):

1) Blackbody, where (λ) = = 1
2) Graybody, where (λ) = = constant less than 1

Spectral
emissivity

Spectral
radiant

emittance

1

λ

λ

Blackbody

Blackbody

Graybody

Graybody

Selective radiator

Selective radiator

Figure 4.1 Spectral emissivity and spectral radiant emittance S(λ, T) as a function of wavelength.
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3) Selective radiator, where (λ) varies with wavelength

When radiant energy is incident on the surface of a thick medium, a fraction ρ is reflected by the
interface and a fraction τ is transmitted through the interface. To satisfy conservation of energy,
these fractions are related by:

ρ + τ = 1 4 9

A blackbody absorbs all of the incident radiant energy. In this case, τ = 1 and ρ = 0 (i.e., all the
energy is transmitted through the interface and then absorbed).
Based on Kirchoff’s law, the absorptance α of a body is equal to its emittance at the same tem-

perature. In other terms, the transmittance through the interface is the same from both directions.
Thus, we have:

α = = τ 4 10

and from Equation (4.9):

= τ = 1− ρ 4 11

The reflectivity ρ is also called the surface albedo A.
The emissivity of a material is also a function of the direction of emission. The previous

expressions give the hemispherical emissivity, which is the emissivity of a source radiating
into a hemisphere. Directional emissivity (θ) is the emissivity at angle θ relative to the normal
to the surface. Normal emissivity corresponds to θ = 0. In the most general case, natural surfaces
have an emissivity (λ, θ), which is a function of both wavelength and direction of emission.
For metals, the emissivity is low (few percent), particularly when the metal is polished (ρ is high,
is low). It increases with temperature and drastically increases with the formation of an oxide

layer. For nonmetals, emissivity is high, usually more than 0.8, and decreases with increasing
temperature.
The infrared radiation from a natural opaque surface originates within a fraction of a millimeter

of the surface. Thus, emissivity is a strong function of the surface state or cover. For instance, a thin
layer of snow or vegetation will drastically change the emissivity of a soil surface.
Care should be taken in trying to guess the emissivity of a material on the basis of its visual

appearance, which is its reflectance in the visible region. A good illustration is snow. In the visible,
snow is an excellent diffuse reflector and from Kirchoff’s law, we might think that its emissivity is
low. However, at 273 K, most of the spectral radiant emittance occurs between 3 and 70 μm (max-
imum at 10.5 μm). Hence a visual estimate is meaningless. In actuality, snow is an excellent emitter
in the infrared region and it has low reflectance.
For most natural bodies, the spectral radiant emittance is not a monotonous curve, but contains

spectral lines that characterize the body constituents. In the thermal infrared spectral region, there
are a number of absorption lines associated with fundamental and overtone vibrational energy
bands. The use of spectral signature in the thermal infrared for unit identification will be discussed
later in this chapter.

4.1.2 Emissivity from the Sun and Planetary Surfaces

The emission from the sun corresponds approximately to a blackbody with a 6000 K surface tem-
perature. This gives a peak emission at 0.48 μm.
In the case of planetary surfaces, the temperature ranges from about 40 K on Pluto to about 700 K

on Mercury. This corresponds to peak emission at wavelengths between 72 and 4.1 μm,
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respectively. In the case of Earth, the surface temperature ranges from about 240 K to about 315 K,
with a most common temperature of about 300 K. This corresponds to peak emissions of 12.4, 9.18,
and 9.66 μm, respectively. It should be pointed out that in the case of cloud-covered planets, most of
the surface thermal emission is blocked by the atmosphere.
One interesting parameter is the relative variation of the emittance (i.e., ΔS/S) as a function of

temperature changes when the observation wavelength is fixed at the peak emission wavelength for
a temperature Tp. From Equation (4.5), we have:

ΔS
S Tp ,λm

= 5
ΔT
Tp

4 12

Thus, a 1% change in the surface temperature would result in a 5% emittance change.
It is particularly interesting to compare the spectral distribution of the emitted radiation to the

spectral distribution of the reflected radiation for the different bodies in the solar system. Figure 4.2
shows these spectral distributions for Mercury, Venus, Mars, Jupiter, and Saturn. The wavelength
at which the emitted and reflected energy are equal is usually between 2 μm (for Mercury) and
11 μm (for Saturn). The exact value depends on the surface emissivity = 1 − A, where A is
the albedo or reflectivity (A = ρ).
The reflected energy spectrum is given by (see Chapter 3)

Sr λ = S λ,Ts ×
Rs

d

2

× A 4 13
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Figure 4.2 Reflected (continuous line) and emitted (dashed line) energy spectra for Mercury, Venus, Mars,
Jupiter, and Saturn for the indicated temperatures and surface albedo. The albedo is assumed constant across
the spectrum.
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where the first term is the energy radiated from the sun with temperature Ts, the second term repre-
sents the fact that the energy is radiated spherically from the sun surface with radius Rs to the body
at distance d, and the third term is the body average reflectivity.

4.2 Heat Conduction Theory

Remote sensing instruments measure the electromagnetic radiation that is emitted from objects
that are at a temperature above absolute zero. To understand better how to interpret what these
instruments measure, it is necessary that we understand howmaterials respond to a change in tem-
perature. The heat conduction equation is:

∇2T −
1
κ

∂T
∂t

= 0 4 14

where T is the temperature and κ is the diffusivity in m2/sec. κ is related to the material thermal
conductivity K (in Cal/m/sec/degree), density ρ (in kg/m3), and specific heat or thermal capacity C
(in Cal/kg/degree) by:

κ =
K
ρC

The heat conduction equation results from expressing the conservation of heat in an infinitesimal
volume, dV. The heat flux across a surface (in Cal/m2/sec) is given by:

f = −K∇T 4 15

Consider an infinitesimal rectangular parallelipiped centered at point P, with edges parallel to the
coordinate axes and of lengths 2dx, 2dy, and 2dz (see Fig. 4.3). The rate at which heat flows into the
parallelipiped through the face ABCD is equal to

4 f x −
∂ f x
∂x

dx dy dz

Similarly, the rate at which heat flows out through the face A B C D is given by

4 f x +
∂ f x
∂x

dx dy dz

Z

D

D'

A'

X

Y
A

B'

B

C'

2dy

2dz

2d
x

C

Figure 4.3 Geometry for derivation of heat equation.
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Thus, the rate of gain of heat from flow across these two faces is equal to

− 8
∂ f x
∂x

dx dy dz

Repeating the same for the other directions, the total rate of gain of heat in the volume from flow
across its surface is

− 8
∂ f x
∂x

+
∂ f y
∂y

+
∂ f z
∂z

dx dy dz = − 8∇ f dx dy dz = −∇ f dV 4 16

The rate of gain of heat associated with temperature change in the volume is also given by

ρC
∂T
∂t

dV 4 17

Equating the above two equations gives:

∇ f + ρC
∂T
∂t

= 0 −∇ K∇T + ρC
∂T
∂t

= 0

or

∇2T −
ρC
K

∂T
∂t

= 0 ∇2T −
1
κ

∂T
∂t

= 0

If heat is produced in the solid and is supplied at the rate A(x, y, z, t) per unit time and unit vol-
ume, the heat conduction equation, for K constant, becomes:

∇2T −
1
κ

∂T
∂t

= −
A x, y, z, t

K
4 18

This situation occurs when there is a geothermal or radioactive heat source.
Another common situation is when K is not a constant; then

ρC
∂T
∂t

= ∇ K∇T + A 4 19

If K varies only as a function of position, the above equation can be solved with no great difficulty.
However, if K is also a function of T, then the equation becomes nonlinear and usually the solution
can be acquired only by numerical techniques.
The complete solution of the heat conduction equation requires knowledge of the initial and

boundary conditions. Usually the temperature throughout the body is given at the instant t = 0,
and the solution should be equal to this initial function when t 0. In some situations, the tem-
perature is continuously periodic. In this case the initial condition is not relevant after a certain
amount of time has passed.
The boundary condition can be of different nature:

1) Prescribed surface temperature: This is the easiest case, but not very common.
2) No flux across the surface (i.e., insulated surface): ∂T/∂n = 0 at all points of the surface.
3) Prescribed flux across the surface.
4) Linear heat transfer at the surface: This occurs when the flux across the surface is proportional to

the temperature difference between the surface and the surrounding:

K
∂T
∂n

= −H T −T0 4 20
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If in addition there is a constant flux F into the surface, then

K
∂T
∂n

= −H T −T0 4 21

5) Nonlinear heat transfer: In most practical cases, the flux of heat from the surface is a nonlinear
function of the temperature difference. For instance, in the case of a graybody, it is equal to

σ T4 −T4
0 , where T and T0 are the temperatures on each side of the boundary. However,

if (T − T0)/T0 1, then the flux can be approximated by:

F = σ T2 −T2
0 T2 + T2

0

= σ T −T0 T + T0 T2 + T2
0

F 4 σT3
0 T −T0

4 22

which is a linear heat transfer case.

Solutions for different cases and situations can be found in the book by Carslaw and Jaeger, Con-
duction of Heat in Solids.

4.3 Effect of Periodic Heating

The case of a semi-infinite solid with a surface temperature as a harmonic function of time is of
particular interest in remote sensing because of the periodic surface heating from the sun. Let
us assume that the surface temperature for the semi-infinite solid x > 0 is given by

T 0, t = A cos ωt−ϕ 4 23

Later on we shall relate this temperature to the forcing function provided by the heat input from
the sun. We seek a solution to the heat conduction equation of the type

T x, t = u x ei ωt−ϕ 4 24

Substituting in the heat conduction Equation (4.16), we get:

d2u

dx2
− i

ω

κ
u = 0 4 25

which has a solution

u = Be ± x i ω κ = Be ± x 1 + i ω 2κ = Be ± kxe ± ikx 4 26

where k = ω 2κ. Only the solution with the decaying exponential is realistic. Thus, the solution
to Equation (4.24) is given by:

T x, t = Be− kxei ωt−ϕ− kx

T x, t = B1e
− kx cos ωt−ϕ− kx + B2e

− kx sin ωt−ϕ− kx

and the one which satisfies the boundary condition at the interface is

T x, t = Ae− kx cos ωt−ϕ− kx 4 27
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This represents a temperature wave decaying as a function of x (see Fig. 4.4) with a wave number

k and a wavelength λ = 2π k = 2π 2κ ω.
For typical rock materials with κ = 10−6 m2/sec, the wavelength is about 1 m for a frequency of

1 cycle/day and 19m for a 1 cycle/year. For a metallic conductor with κ = 10−4 m2/sec, the wave-
length is 10 m for 1 cycle/day and 190 m for 1 cycle/year. Table 4.1 gives the thermal properties for a
number of geologic materials. It is clear from the values of κ that diurnal heating of the surface only
affects approximately the top meter and annual heating affects the top 10–20m.
From the above solution, and Equation (4.15), the flux of heat F at the surface is

F = −K
∂T
∂x x = 0

= kKA cos ωt−ϕ − sin ωt−ϕ

which can be written as

F = 2kKA cos ωt−ϕ +
π

4
4 28
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Figure 4.4 Behavior of the temperature wave
as a function of depth.
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Equations (4.27) and (4.28) form a coupled pair. Thus, if we have a semi-infinite half-space which
is heated by a periodic flux F0 cos (ωt − ϕ), the steady-state temperature is given by

T x, t =
F0e− kx

kK 2
cos ωt− kx−ϕ−

π

4
4 29

This involves the term kK = ω 2 KρC. The term Kρc is called thermal inertia P (units of
Cal/m2 deg sec1/2). The steady-state temperature is then expressed as:

T x, t =
F0e− kx

P ω
cos ωt− kx−ϕ−

π

4
4 30

This expression shows that there is a phase difference, i.e., a time lag, between the peak flux input
to the surface, and the peak temperature response of the surface to that input. In terms of the soil
temperature on the earth, it is well known that while the peak solar flux occurs at noon when the
sun is at zenith, the soil temperature peaks later in the afternoon, typically around 2:00 p.m. Also, it
is important to remember that remote sensing instruments will record the radiation from the sur-
face that is driven primarily by the temperature of the surface. Therefore, while the reflected solar
radiation will peak at the same time the incoming solar flux that heats the surface would peak, the
radiated emission from the surface due to its own temperature will peak at a later time.
Of course, the solar flux, while a periodic function, does not vary as a single frequency sinusoid as

in the simple example described above. We shall discuss this case in more detail in the next section.
In amore general case where the surface temperature is a periodic function that can be expressed as
a Fourier series, we have the following:

T 0, t = A0 +
∞

n = 1

An cos nωt−ϕn 4 31

Table 4.1 Thermal properties of some materials.

Material K (Cal/msec C) ρ (kg/m3) C (Cal/kg/ C) κ (m2/sec) P (Cal/m2 sec1/2 C)

Water 0.13 1000 1010 1.310−7 370

Basalt 0.5 2800 200 910−7 530

Clay (moist) 0.3 1700 350 510−7 420

Granite 0.7 2600 160 1610−7 520

Gravel 0.3 2000 180 810−7 320

Limestone 0.48 2500 170 1110−7 450

Dolomite 1.20 2600 180 2610−7 750

Sandy soil 0.14 1800 240 310−7 240

Sandy gravel 0.60 2100 200 1410−7 500

Shale 0.35 2300 170 810−7 340

Tuff 0.28 1800 200 810−7 320

Marble 0.55 2700 210 1010−7 560

Obsidian 0.30 2400 170 710−7 350

Pumice, loose 0.06 1000 160 410−7 90

Source: Janza (1975).
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The total solution for the temperature is then

T x, t = A0 +
∞

n = 1

Ane
− knx cos nωt−ϕn − knx 4 32

where kn = nω 2κ = k n.

4.4 Use of Thermal Emission in Surface Remote Sensing

The fact that the surface temperature, and therefore the thermal emission, is dependent on the sur-
face thermal inertia,which in turn is a functionof the surfacematerial, leads to thepossibility ofusing
the surface thermal emission to infer some of the surface thermal properties. The variations in the
surface temperature are driven by the periodic solar illumination, which provides a periodic flux.

4.4.1 Surface Heating by the Sun

In the case of interest to us (i.e., solar heating of the Earth surface), the boundary condition is
given by

−K
∂T
∂x x = 0

= 1− ρ T4
s − σT4 + I t = − σ T4 −T4

s + I t 4 33

where Ts is the effective sky radiance temperature (at long wavelength) and I is the incoming solar
radiation modulated by the atmospheric transmission. The first and third terms to the right are the
radiation fluxes input from the sky and the sun, respectively. The second term is the radiation flux
output from the surface. This condition neglects other heat transmission mechanisms, such as
atmospheric conduction and convection and latent heat effects. Let us assume that T − Ts Ts,
then the boundary condition can be simplified to

−K
∂T
∂x x = 0

= − 4 σT3
s T −Ts + I t 4 34

The solution of the heat conduction equation subject to the above condition can be obtained by
using the following substitution:

h x, t = T −
1
q
∂T
∂x

4 35

where q = 4 σT3
s K . Then

∂h
∂x

=
∂T
∂x

−
1
q
∂2T
∂x2

=
∂T
∂x

−
1
qκ

∂T
∂t

∂2h
∂x2

=
∂2T
∂x2

−
1
qκ

∂2T
∂x∂t

=
1
κ

∂T
∂t

−
1
qκ

∂2T
∂x∂t

=
1
κ

∂

∂t
T −

1
q
∂T
∂x

=
1
κ

∂h
∂t

Thus,

∂2h
∂x2

−
1
κ

∂h
∂t

= 0 4 36
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and the boundary condition becomes

h 0, t = T 0, t −
1
q
∂T
∂x x = 0

= T 0, t −T 0, t −Ts +
I t
qK

= Ts +
I t
qK

4 37

which is simpler than the boundary condition in (4.34). The solar illumination I is a function of the
ground reflectivity A in the solar spectral region (i.e., mostly visible and near infrared), the solar
declination δ, the site latitude γ, and the local slope. It can be written as

I t = 1−A S0CH t 4 38

where S0 is the solar constant, C is a factor to account for the reduction of solar flux due to cloud and

H t =
M Z t cos Z t during the day

0 during the night

where Z (t) is the local zenith angle for inclined surfaces, Z(t) is the zenith angle, and M is the
atmospheric attenuation, which is a function of the zenith angle Z. The function H(t) is periodic
relative to t and can be written as

H t =
∞

n = 0

An cos nωt−ϕn 4 39

leading to

h 0, t = Ts +
1−A S0C

qK

∞

n = 0

An cos nωt−ϕn

This leads to a solution for h(x, t) (from Equation (4.32)):

h x, t = Ts +
1−A S0C

qK

∞

n = 0

Ane
− k nx cos nωt−ϕn − k nx 4 40

The solution for T(x, t) is then derived from Equation (4.35) as:

T x, t = Beqx − qeqx
∞

x
h ξ, t e− qξ dζ 4 41

Putting η = −x + ξ and requiring that T stays finite as x ∞, then

T x, t = − q
∞

0
h x + η, t e− qη dη 4 42

and the solution for T(0, t) is:

T 0, t = − q
∞

0
h η, t e− qη dη

= Ts +
1−A S0C

K

∞

n = 0

An cos nωt−ϕn − δn

q + k n 2 + nk2

4 43

where tan δn = q + 1 qk n.
The effect of geothermal heat flux Q at the surface can now be introduced by adding a second

solution T = Qx/K + Q/qK, which satisfies the heat conduction equation and the boundary condi-
tion. Thus, we need to add the term Q/qK to the expression of T(0, t).
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Figure 4.5 illustrates the solution for the diurnal temperature behavior as a function of thermal
inertia, albedo in the visible A, geothermal flux, and emissivity in the infrared .

The mean diurnal temperature T is derived by integrating T(0, t) over the diurnal cycle Td:

T =
1
Td

Td

0
T 0, t dt = Ts +

Q
s
+ 1−A

S0CA0

s
cos ϕ0 4 44

where

A0 cos ϕ0 =
1
Td

Td

0
H t dt

and s = qK = 4 σT3
s . Note that T is independent of the surface inertia and that it can be used in

conjunction with albedo measurements and topographic information to derive Q.
By analyzing the curves in Figure 4.5, it is apparent that the day–night temperature differenceΔT

is strongly dependent on the thermal inertia P, weakly dependent on the albedo A, and is almost
independent of the emissivity. This fact has been used to map thermal inertia variations.

4.4.2 Effect of Surface Cover

The diurnal temperature variation is limited to the top meter or less of a semi-infinite solid. The
thickness of this region is proportional to the square root of the diffusivity κ. Thus, if the surface
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is covered by a thin layer of material with low κ (e.g., low K or large ρC), the covered material will
barely be affected by the surface temperature variation.
The solution for this problem was given by Watson (1973), and some of the results are illustrated

in Figure 4.6. It shows the effect of a layer of dry, sandy soil (κ = 2 × 10−7 m2/sec , P = 150 Cal/
m2sec1/2) and a layer of dry lichen and moss (κ = 1.4 × 10−7 m2/sec , P = 40 Cal/m2sec1/2)
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κ = 1.410−7m2/sec. The half-spaces have P = 400 Cal/m2sec1/2. Source: Watson (1973). © 1973, John
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superimposed on a half-space with thermal inertia P = 400 Cal/m2sec1/2, which is similar to that of
common rocks. It is clear that a layer of about 10 cm could almost completely insulate the subsur-
face from diurnal temperature variation.

4.4.3 Separation of Surface Units Based on Their Thermal Signature

The curves in Figure 4.5 show a number of interesting behaviors which can be used in deriving
surface properties. First, a single measurement of surface-emitted heat cannot be used by itself
to derive the surface thermal properties because it depends on a number of independent parameters
(see Equation (4.43)). However, if wemeasure the difference in emitted heat at two times of the day,
the following can be observed:

1) The emissivity effect is negligible (Fig. 4.5d) and therefore can be neglected.
2) The albedo effect is significant; thus an albedo measurement in the visible and near infrared

should be made.
3) The thermal inertia effect is significant if the times of observation are selected appropriately.

Considering that satellite observations on a global and regular basis from the same platform can
be made at best every 12 hours, on ascending and descending orbits, the best times for observation
would be at around 2:00 a.m. and 2:00 p.m. Thus, if a broadband thermal imager is used in conjunc-
tion with a broadband visible/near-infrared imager (to derive A), the pair of thermal observations
would allow the derivation of the thermal inertia P on a pixel-by-pixel basis. Thermal inertia can be
thought of as a measure of the resistance of the material to change of temperature. As indicated in
Table 4.1, P varies significantly between different materials. For instance, it is more than quadruple
between loose pumice and sandy gravel or basalt or limestone. Thus, a thermal inertia map can be
used to classify surface units.

4.4.4 Example of Application in Geology

The observation of the surface in the reflective visible and near-infrared spectral regions can lead to
ambiguous results because different materials can develop similar weathering stains on the surface,
and, conversely, similar materials may weather (chemical weathering) in different ways. Thus, it is
desirable to augment the surface reflectance observation with data that can give information about
the body properties of the near-surface material to some significant depth. Thermal remote sensing
plays such a role.
Figure 4.7a–d shows the day visible, day IR, night IR, and resulting thermal inertia image of a por-

tion ofDeathValley. In Figure 4.7d, the bright areas correspond to high thermal inertia, and the dark
areas correspond to low thermal inertia. The brightest features in the scene correspond to areas
underlain by dolomite, limestone, quartzite, or granite. These rock types stand out distinctly on
the thermal inertia image and are quite easy to map. The darkest features correspond to areas of
young alluvium in themountain valleys, whereas the floor of Death Valley is bright tomedium gray.
Thermal inertia images also allow accurate delineation of the bedrock–alluvium contact. This

differentiation is often difficult to make on visible or reflected IR images, particularly when mod-
erate-to-low spatial resolution prevents the use of textural information.

4.4.5 Effects of Clouds on Thermal Infrared Sensing

The presence of clouds affects thermal infrared sensing in two ways. First, the clouds reduce the
local amount of incoming radiation, which results spatially varying heating of the surface. This
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is manifested in thermal infrared images as patchy warm and cool patterns, where the cooler areas
are typically those in the cloud shadows. Second, heavy overcasts tend to reduce the contrast in
thermal images because of the reradiation of energy between the surface and cloud layer. This addi-
tional energy adds a background noise signal that reduces the overall image contrast.
Figure 4.8 shows images acquired in the visible and the thermal infrared with the ASTER instru-

ment on the Terra spacecraft of an area northeast of Death Valley in Nevada. Note the bright clouds
in the upper right part of the visible image. The thermal infrared image shows the typical warm and
cool patchy response in the same area.

(a) (b) (c) (d)

Figure 4.7 Night (a) and day (b) thermal images of Death Valley. Thermal inertia (c) and visible (0.54–0.58 μm)
(d) images of Death Valley. Source: Courtesy of A. Kahle, Jet Propulsion Laboratory.
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4.5 Use of Thermal Infrared Spectral Signature in Sensing

In general, the spectral emissivity in the thermal and far infrared (8–100 μm) is not a constant or
monotonous function, but contains a number of bands and lines which are characteristic of the
surface composition. The opacity of the Earth’s atmosphere above 25 μm (see Fig. 1.13) limits
the useful thermal regions for Earth-Surface remote sensing to 8–25 μm.
Spectral signatures of most solids in the thermal infrared region are mainly the result of vibra-

tional processes, and the most intense features result from the fundamental modes which occur in
the thermal infrared. In order to better understand the features in the emissivity spectra of inor-
ganic solid, we will first describe briefly the restrahlen effect and the Christiansen frequencies.
As indicated in Equation (3.6), the reflection coefficient of a plane interface at normal incidence is

R 2 =
Nr − 1 2 + N2

i

Nr + 1 2 + N2
i

4 45

If we are near the center of a strong absorption band, then Ni Nr and

R 2 = 1

which corresponds to total reflection or no emissivity. In other terms, the surface boundary can be
described as completely opaque. This is called the restrahlen effect and related to it are the minima
in the thermal infrared emissivity spectra.
If we are in a situation where Nr ≈ 1, the reflection coefficient becomes

R 2 ≈
N2

i

4 + N2
i

4 46

Figure 4.8 Visible (left) and thermal infrared (right) images showing the effects of clouds. The clouds are in
the upper right portion of the image, and appear bright in the visible image, with some cloud shadows visible.
The infrared image shows a patchy warm and cold appearance because of differential heating between the
areas under the clouds and those not covered by the clouds.
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and if we are in a low absorption case (i.e., away from a spectral line), then R is very small, which
corresponds to a strong emissivity. Because of the spectral dispersion of many materials, there are
specific spectral regions in the thermal infrared where the index of refraction is equal or close to
unity. These spectral regions correspond to the Christiansen frequencies. Figure 4.9a shows the
refraction index of quartz and illustrates the fact that n(λ) is equal or close to unity at 7.4, 9.3,
and 12 μm. Figure 4.9b shows the transmission of a thin film of quartz powder. A maximum is
clearly observed at 7.4 and 12 μm (when the particles are small). The lack of a peak at 9.3 μm is
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Figure 4.9 (a) Dispersion of quartz. (b) Transmission through a 12.8 μm thick layer of quartz powder with
particle sizes of 1, 6.6, and 15.5 μm. Source: Henry (1948). © 1948, Optical Society of America.
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attributed to the fact that quartz is strongly absorbing at this frequency, thus leading to the situation
where Ni is large and T = 1 − R is small (from Equation (4.46)).
A number of geologic materials exhibit vibrational spectral features in the thermal infrared (see

Figs. 4.10 and 4.11). Silicates (quartzite, quartz monzonite, monzonite, latite, and olivine basalt)
have emittance minima as a result of the restrahlen effect associated with the fundamental Si –
O vibration near 10 μm. Multiple bands occur in that region due to the asymmetric stretching
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Figure 4.10 Infrared transmission spectra for some
common silicates. Regions of low transmission are
associated with restrahlen bands and correspond to
regions of low emittance. Source: Hunt and Salisbury
(1974). Also report # TR-75-0356 and TR-76-0003 for
the cases of sedimentary rocks and metamorphic
rocks, respectively. © 1974, Air Force Cambridge
Research Laboratories.
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motions of O− Si –O, Si –O – Si, O− − Si –O−, and the symmetric O− − Si−O−. The SiO stretch-
ing modes and the H−O−Al bending mode near 11 μm are responsible for the absorption bands
in clays (kaolinite andmontmorillonite). In Figures 4.10 and 4.11, these bands show as a single wide
absorption regionmainly because of the experimental measurement technique, in which the grind-
ing of the samples to fine particles reduces the periodicity of the lattice, and also as a result of lattice
disorder and impurities.
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Figure 4.11 Transmission spectra of minerals of different composition and structure. The up arrows show the
Christiansen peak. The down arrows show the absorption bandminimum. Source: Siegal and Gillespie (1980). ©
1980, John Wiley & Sons.
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The emittance maxima in silicates which are associated with the Christiansen frequency occur
near 8 μm (Fig. 4.11), just before the onset of the intense absorption due to the SiO vibration. The
location of the Christiansen peak and of the minimum band migrate fairly systematically to larger
wavelength as the material moves from felsic to mafic and ultramafic (Fig. 4.11).
At longer wavelengths, stretching and bending modes lead to additional spectral features. These

are summarized in the diagram of Figure 4.12.
In the case of carbonates (limestone, dolomite), the spectrum is dominated by the features result-

ing from the vibrations of the CO2−
3 group which are an asymmetric stretch near 7 μm and a planar

bend near 11.5 μm and near 14.5 μm (Fig. 4.10).

4.6 Thermal Infrared Sensors

Thermal imagers operate in the same fashion as visible and near-infrared sensors. The major dif-
ferences are that the signal is usually significantly weaker (see Fig. 4.2) and presently available
detectors are typically less sensitive (see Fig. 3.48). This leads to sensors with lower resolution and
longer dwell time to increase the energy that is integrated. For example, the thermal infrared
channel on the ETM+ instrument has a resolution that is a factor three worse than the visible
and near-infrared channels (see Table 3.6) and the ASTER thermal infrared channels have reso-
lutions that are a factor 6 worse than the visible channels. Another major difference between ther-
mal infrared imagers and visible imagers is the need for cooling the detectors, and sometimes
even the optics at longer wavelengths. This must be done to ensure that the radiation contributed
by the emission from the imaging system itself is small compared to the thermal energy collected
from the scene.
Three main methods are used to cool detectors and optics in space. Passive radiators are the

most reliable and efficient cooling systems used in space. Passive cooling is based on the fact that
all objects radiate an amount of energy that is proportional to their surface area, their emissivity,
and T4, where T is the temperature difference between the radiator and space. Often radiators are
combined with louvers, which allow the spacecraft to regulate the amount of heat transfer. Ther-
mal control can further be enhanced by using highly insulated sun shields to reduce heating of the
spacecraft by the incoming solar radiation. Radiators can be used to cool down to about 60 K
under ideal conditions, although it is more common to use active cooling significantly below
about 100 K.
For temperatures below about 100 K, active cooling is required. Stored cryogen-coolers use a

reservoir of coolant, such as superfluid helium or solid hydrogen. These systems rely on the boil-
ing or sublimation of the low-temperature fluid or solid to absorb the waste heat and reject it
overboard in the form of a vented gas. Detector temperatures as low as 1.5 K can be reached with
such open-cycle cooling systems. The disadvantage of this cooling method is that cooling only
happens as long as there is sufficient coolant available. Since the coolant has to evaporate in order
to cool the detectors, this means that these cooling systems typically have a finite lifetime, and
requires a significant amount of extra mass to be launched into space. Also, to carry as much
coolant as possible into orbit, the cooling fluid is typically topped off just prior to launch. This
requires special equipment and procedures at the launch site, and typically limits the time
between launch attempts.
For applications requiring substantial cooling over an extended period of time, mechanical cool-

ers, or cryocoolers, are often the preferred solution. Mechanical coolers work much like
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refrigerators in the sense that a coolant is compressed and then allowed to expand. This coolant is
not lost in this type of process, and the lifetime is limited by the mechanical functions of the cooler.
A potential drawback of mechanical cooling is vibration. Unless the coolers are balanced very care-
fully, they can introduce vibrations into the structure, which, in turn, can affect sensor pointing, or
violate jitter requirements. Chemical sorption coolers do not suffer from the vibration problems
associated with mechanical coolers. These sorption coolers consist of a number of sorption beds,
which contain a metal hydride powder that absorbs a gas such as hydrogen. Heating such a bed
pressurizes the hydrogen gas, while cooling a bed allows the hydride to absorb the gas. The oper-
ation of a sorption cryocooler is therefore based on alternately heating and cooling beds of the sor-
bent material to pressurize, circulate, and absorb the gas in a closed Joule–Thomson
refrigeration cycle.
Mercury–cadmium–telluride (HgCdTe) is one of the most widely used semiconductors for infra-

red photodetectors. They are currently available in arrays of 1024 × 1024 pixels, and can be used to
wavelengths up to about 12 microns. For wavelengths beyond 12 microns, extrinsic silicon and ger-
manium devices are most often used. Arsenic doped silicon (Si:As) operate to about 25 micron
wavelengths, and stressed gallium-doped germanium (Ge:Ga) detectors operate to about 200
microns. Arsenic-doped silicon detectors are available in 1024 × 1024 arrays, while the Multiband
Imaging Photometer instrument on the Spitzer Space Telescope flies a 32 × 32 gallium-doped ger-
manium array for its 70 micron band, and a 2 × 20 Ge:Ga array, mechanically stressed to extend its
photoconductive response to 160 microns. In addition to arsenic-doped silicon detectors, antimo-
nide-doped silicon (Si:Sb) are also used for thermal infrared imaging. These have been shown to
have good responses to about 40 microns.
The performance of a thermal infrared imaging system is typically quoted as a noise equivalent

delta T, or NEDT. The NEDT is that temperature fluctuation that would result in a signal-to-noise
ratio of 1. Modern spaceborne instruments have NEDTs that are less than 0.1 K. We shall briefly
describe a few thermal infrared sensors in the following sections.

4.6.1 Heat Capacity Mapping Radiometer

In 1978, a Heat CapacityMappingMission (HCMM) satellite was put into orbit with the objective of
mapping surface thermal inertia using day–night thermal imaging as discussed in Section 4.4.3. The
sensor (heat capacity mapping radiometer, or HCMR) had two channels. One spectral channel cov-
ered the reflectance band from 0.5 to 1.1 μm,which providedmeasurements of the surface albedo in
the sun illumination region. The second spectral channel viewed the thermal infrared band
between 10.5 and 12.5 μm. The thermal channel had ameasurement accuracy of 0.3 K (noise equiv-
alent temperature difference). The satellite was put in a 620 km altitude orbit, which allowed the
imaging of the surface twice every day, at 2:00 a.m. and 2:00 p.m. in equatorial regions, and 1:30 a.
m. and 1:30 p.m. at northern mid-latitudes.
From the nominal altitude of 620 km, the spatial resolution of the infrared and visible channels

was 600 and 500 m at nadir, respectively. The data-coverage swath was approximately 716 km,
and was achieved by using a scanning mirror placed in front of the sensor optics. Table 4.2 gives
a summary of the major characteristics of the HCMR. Figure 4.13 gives a block diagram of the
optics.
The optics consisted of a flat elliptical scanningmirror which had a scan rate of 14 revolutions per

second and scanned over a 60 angle. The collector was a catadioptric with an afocal reflecting tel-
escope. The telescope was a modified Dall–Kirkham configuration which reduced the optical beam
from 20.32 cm to a 2.54 cm diameter. Spectral separation was provided by a dichroic beam splitter
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Table 4.2 Heat capacity mapping radiometer summary data sheet.

Orbital altitude = 620 km

Angular resolution = 0.83 mrad

Resolution = 0.6 km × 0.6 km at nadir (infrared)

0.5 km × 0.5 km at nadir (visible)

Scan angle = 60 (full angle)

Scan rate = 14 revolutions/sec

Swath width = 716 km

Information bandwidth = 53 kHz/channel

Thermal channel = 10.5 to 12.5 μm; NEDT = 0.4 K at 280 K

Usable range = 260 K to 340 K

Visible channel = 0.55 to 1.1 μm; SNR = 10 at 1% albedo

Dynamic range = 0 to 100% albedo

Nominal telescope optics diameter = 20 cm

Calibration = Infrared: View of space, seven-steep staircase electronic calibration, and blackbody calibration
once each scan

Visible: Preflight calibration

Primary

Near-IR
focus lens

Dichroic

IR focus lens

IR windows

IR filter

Aplanat

IR detector

Secondary

Near-IR
detector

Near-IR
filter

Figure 4.13 HCMR optical block diagram.

144 4 Solid-Surface Sensing: Thermal Infrared



positioned in the collimated beam from the secondary mirror, which acted as a folding mirror for
the 10.5–12.5 μm band and transmitted energy at shorter wavelengths.
The reflectance channel optics consisted of a long wavelength (greater than 0.55 μm) pass inter-

ference filter, focusing optics, and an uncooled silicon photodiode. The long wavelength cutoff of
the silicon detector limited the band pass to wavelengths of less than 1.1 μm. The sensitive area of
the detector was approximately 0.15 mm2.
The thermal infrared beam was focused onto the mercury–cadmium–telluride detector using a

germanium lens. Final focusing and spectral trimming were accomplished by a germanium aplanat
located at the detector.
The detectors produced an electrical signal that was proportional to the difference in radiant

energy between the scene and space. A space-clamping technique was used to establish a zero ref-
erence level once every rotation when the mirror was looking toward space. Calibration signals
consisting of a six-step staircase wave form were inserted on every scan line at the signal amplifier
input to provide constant calibration of the amplifier. The data from the two channels were then
digitized and multiplexed together for transmission to Earth.

4.6.2 Thermal Infrared Multispectral Scanner

In order to fully utilize the thermal infrared spectral emissivity of surfacematerials for mapping and
identification, a six-channel thermal infrared multispectral scanner (TIMS) was developed in 1982
for airborne investigations. The spectral bands covered are: 8.2–8.6 μm, 8.6–9.0 μm, 9.0–9.4 μm, 9.4–
10.2 μm, 10.2–11.2 μm, and 11.2–12.2 μm. The TIMS consists of a 19-cm diameter Newtonian reflec-
tor telescope mounted behind an object plane 45 flat scanning mirror, followed by a spectrometer.
In the focal plane, the entrance slit to the spectrometer acts as the field stop and defines the instan-
taneous field of view (IFOV) of 2.5 mrad.
The total field of view scanned is 80 . The detector array consists of six mercury–cadmium–

telluride elements cooled by liquid nitrogen. The sensitivity ranges between 0.1 and 0.3 C noise
equivalent temperature change at a mean temperature of 300 K. This is comparable to a noise
equivalent change in spectral emissivity of 0.002–0.006. This sensor allows the acquisition of spec-

tral images covering the SiO2 vibrational bands and the CO2−
3 vibrational bands. Even though the

spectral resolution is low, a significant amount of material classification is possible. Figure 4.14
shows an example of the data acquired with TIMS, which illustrates its mapping and units discrim-
ination capability.

4.6.3 ASTER Thermal Infrared Imager

The ASTER thermal infrared telescope has five bands with a spatial resolution of 90 m—see
Table 3.6. The telescope is a Newtonian catadioptric system with an aspheric primary mirror
and lenses for aberration correction. Each band uses 10 mercury–cadmium–telluride (HgCdTe)
detectors. Spectral discrimination is achieved by optical band-pass filters that are placed over each
detector element. The ASTER thermal infrared system uses a mechanical cooler for maintaining
the detectors at 80 K.
A scanning mirror functions both for scanning and pointing. In the scanning mode, the mirror

oscillates at about 7 Hz. For calibration, the scanning mirror rotates 180 from the nadir position to
view an internal black body which can be heated or cooled. The ASTER requirement for the NEDT
was less than 0.3 K for all bands with a design goal of less than 0.2 K. The total data rate for the
ASTER thermal infrared subsystem, including supplementary telemetry and engineering
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telemetry, is 4.2 Mbps. Because the TIR subsystem can return useful data both day and night, the
duty cycle for this subsystem is set at 16%. The mechanical cryocooler, like that of the SWIR sub-
system, operates with a 100% duty cycle.
Figure 4.15 shows images of the five ASTER thermal infrared channels for the Cuprite, Nevada

scene discussed in Chapter 3. Also shown is the image for the visible band 1 for comparison. Note
the significant difference in resolution between the visible image and the thermal images. Also,
the thermal images appear to have much less contrast than the visible image. Note the significant
topographic effects shown in the thermal images near the right-hand edge of the images. The light
and dark contrasts resemble shadowing in visible images. In this case, however, the effects are not
shadowing; they are due to differential heating of the slopes. Those slopes facing the sun are
heated more efficiently than those facing away from the sun. The result is that slopes facing
the sun appear brighter in the thermal images, while those facing away from the sun appear
darker.
Figure 4.16 shows the visible image, plus the five thermal infrared principal component images.

The first principal component image contains 99.73% of the variation, followed by PC2 with 2.04%.
The last three principal component images are progressively more dominated by scan line noise.
Figure 4.17 shows a color image displaying the first three principal components as red, green, and
blue, respectively. The image was sharpened using anHSV transform as described in Chapter 3, and
the brightness channels was substituted with the visible image shown in Figure 4.16. Note the excel-
lent detail in the alteration area to the right of Highway 95.

Figure 4.15 Visible (upper left) and thermal infrared images of Cuprite, Nevada. The five thermal infrared
images follow in sequence from band 10 to band 14, starting in the middle of the upper row and increases from
left to right.
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Figure 4.16 Visible (upper left) and principal component images of the thermal infrared channels of the
Cuprite, Nevada scene. The principal components are displayed in decreasing order starting in themiddle of the
upper row, and decreasing from left to right.

Figure 4.17 Sharpened color thermal infrared principal component image of the Cuprite, Nevada scene. The
colors are PC1 (red), PC2 (green), and PC3 (blue). The image was sharpened using the HSV transform in which
the visible image was used as the brightness layer.
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Color combination images are often used to enhance the interpretation of ASTER thermal infra-
red images. One common combination displays bands 13, 12, and 10 as red, green and blue, respec-
tively. In this combination, variations in quartz content appear as more or less red; carbonate rocks
are green, and mafic volcanic rocks are purple.

4.6.4 Spitzer Space Telescope

The Spitzer Space Telescope (previously known as the Space Infrared Telescope Facility (SIRTF)),
the fourth and last of NASA’s so-called Great Observatories, was launched from Cape Canaveral,
Florida, into an Earth-trailing heliocentric orbit on August 25, 2003. Even though this observatory
strictly speaking is not used for solid surface sensing, which is the topic of this chapter, we include a
brief discussion here to illustrate some of the points mentioned earlier regarding cooling and detec-
tors for infrared imaging.
The Spitzer observatory (see Werner et al., 2004) introduced a new paradigm for cryogenic mis-

sions in which the telescope was launched at ambient temperature; only the focal plane instru-
ments were cooled to cryogenic temperatures. This “warm launch” architecture, coupled with
the heliocentric orbit and careful design of the cryostat, allows a very long cryogenic lifetime (pre-
dicted to be longer than five years) with a relatively small amount of cryogen (about 360 l of super-
fluid helium). Following the launch, the telescope gradually cooled to approximately 6 K over a
period of about 45 days. A telescope temperature near 6 K was required to bring the telescope
thermal background down low enough for observing at the longest Spitzer wavelengths. The
helium bath temperature was maintained at 1.24 K, and the outer shell temperature at approxi-
mately 34 K.
The Spitzer telescope is a Ritchey-Chrétien design with an 85 cm beryllium primary mirror, with

diffraction limited performance at 5.5 microns achieved on orbit. The rest of the telescope is built
entirely of beryllium, to produce a lightweight telescope capable of stable operation at cryogenic
temperatures. The telescope outer shell is painted with a high emissivity black paint on the side
away from the sun and a polished aluminum on the side that faces the thermal shield, solar array,
and warm spacecraft components. The focal plane is populated by three instruments. The InfraRed
Array Camera (IRAC) provides images at 3.6, 4.5, 5.8, and 8.0 microns. All four detector arrays are
256 × 256 square pixels using indium antimonide (InSB) detectors at 3.6 and 4.5 microns, and arse-
nic-doped silicon (Si:As) detectors for the remaining two bands. The InfraRed Spectrograph (IRS)
performs both low- and high-resolution spectroscopy. Low-resolution spectra can be obtained from
5.2 to 38.0 microns. High-resolution spectra can be obtained from 9.9 to 37.2 microns. The spectro-
graph consists of four modules, each of which is built around a 128 × 128 pixel array. The detectors
are arsenic-doped silicon (Si:As) at the lower half of the bandwidth for each of the low- and high-
resolution spectrometers, and antimonide-doped silicon (Si:Sb) at the upper half of the bands for
both. TheMultiband Imaging Photometer for Spitzer (MIPS) is designed to provide photometry and
super resolution imaging as well as efficient mapping capabilities in three wavelength bands cen-
tered near 24, 70, and 160 microns. The MIPS 24 micron detector is a 128 × 128 pixel arsenic-doped
silicon (Si:As) array, identical to those used by the IRS instrument. MIPS uses a 32 × 32 gallium-
doped germanium (Ge:Ga) array for 70 microns and a 2 × 20 Ge:Ga array, mechanically stressed
to extend its photoconductive response to 160 microns. Onboard calibrators are provided for
each array. Additionally, MIPS has a scan mirror to provide mapping with very efficient use of
telescope time.
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Cryogenic missions like Spitzer have a finite lifetime. Therefore, it is crucial to plan observations
such that both the science return and mission lifetime are maximized. In the case of the Spitzer
telescope, this was achieved by operating the three instruments in the following sequence: IRAC
for about nine days, followed by MIPS for about eight days, and finally IRS for about six days. Since
MIPSmakes observations at the longest wavelengths, it requires the telescope to be the coldest. The
telescope is therefore cooled down just prior to the MIPS campaign. Once the MIPS campaign is
over, the telescope temperature is allowed to drift upward slowly, reducing the amount of cryogen
needed. Since the IRAC instrument operates at the shortest wavelengths, it can tolerate the
increased telescope temperatures best. Using this scheme, the Spitzer telescope operated for longer
than five years before the superfluid heliumwas exhausted. Once this happened, the telescope tem-
perature naturally increased, and observations at the longer wavelengths were no longer possible.
However, the shorter wavelength bands of the IRAC instrument were still able to acquire useful
images, even at the elevated telescope temperatures. Spitzer mission ended in January 2020.

4.6.5 2001 Mars Odyssey Thermal Emission Imaging System (THEMIS)

THEMIS is one of five instruments on the Mars Odyssey spacecraft that was launched on April 7,
2001, and reached Mars on October 23, 2001. After three months of using the Martian atmosphere
to aerobrake, it finally reached a nearly circular orbit of approximately 400 km altitude.
The THEMIS instrument consists of two push broom spectrometers; one that operates in the

visible (5 bands), and one that operates in the thermal infrared (9 distinct bands) part of the spec-
trum. The telescope is an all-reflective, three-mirror f/1.7 anastigmatic design with an effective
aperture of 12 cm and an effective focal length of 20 cm. A dichroic beam splitter separates the
visible and infrared radiation. The infrared detector is a 320 × 240 silicon micro-bolometer array
with a field of view of 4.6 crosstrack by 3.5 downtrack. The thermal infrared bands are centered
at 6.78, 7.93, 8.56, 9.35, 10.21, 11.04, 11.79, 12.57, and 14.88 microns. The resolution from orbit is
about 100 m/pixel, and the images cover a swath that is 32 km wide. The instrument mass is about
12 kg, and it consumes an average of 12W of power. The compressed data rate from the infrared
instrument to the spacecraft is 0.6 Mbits/sec. An excellent review is given by Christensen
et al., 2004.
THEMIS has mapped the whole planet, both day and night, at a per pixel resolution of 100 m

in the infrared and most of the planet at 18 m pixel resolution in the visible. Figure 4.18 shows
a day/night pair of THEMIS images of crater ejecta in the Terra Meridiani region on Mars. The
day-time image brightness is affected by both the morphological and physical properties of the
surface. Morphological details are enhanced by the fact that the slopes facing the sun are
warmer than those that face away from the sun. This difference in temperature mimics the
shadowing seen in visible images. In these images, the physical properties are dominated
by the density of the materials. The dust-covered areas heat up faster than the exposed rocks.
Therefore, the brighter areas in the day-time images are typically dust-covered, while the dar-
ker areas are rocks. Infrared images taken during the nighttime exhibit only the thermophy-
sical properties of the surface. The effect of differential heating of sun-facing versus non-sun-
facing areas dissipates quickly at night. The result is that physical properties dominate as dif-
ferent surfaces cool at different rates through the nighttime hours. Rocks typically have higher
thermal inertia, cool slowly, and are therefore relatively bright at night. Dust and other fine-
grained materials have low thermal inertia, cool very quickly, and are dark in nighttime infra-
red images.
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Figure 4.19 shows a false-color THEMIS infrared image that was acquired over the region of
Ophir and Candor Chasma in Valles Marineris on Mars. The image was constructed using infrared
filters centered at 6.3, 7.4, and 8.7 μm. The color differences in this image represent compositional
differences in the rocks, sediments, and dust that occur in this region of Mars.

4.6.6 Advanced Very High Resolution Radiometer (AVHRR)

The AVHRR instrument is a cross-track scanning radiometer that measures emitted radiation in
four (for the AVHRR/1) to six (for the latest AVHRR/3) bands ranging from the blue visible band
to the thermal infrared. Table 4.3 shows the imaging bands and their main application for the
AVHRR/3 instrument.

Daytime IR
(I03420002) Nighttime IR

(I02141002)

Figure 4.18 Day and night thermal infrared images of crater ejecta in the Terra Meridiani region on Mars,
acquired by the THEMIS instrument on the Mars Odyssey spacecraft. Source: Get permission. Found image on
JPL website.
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The AVHRR instruments are carried on the polar orbiting satellites operated by the United States
National Oceanic and Atmospheric Administration (NOAA). The satellites orbit at an altitude of
833 km, with an orbit inclination of 98.9 , and complete14 orbits each day. The AVHRR telescope is
an 8-inch afocal, all-reflective Cassegrain system. Cross-track scanning is provided by an elliptical
berylliummirror rotating at 360 rpm (six times per second) about an axis parallel to the Earth. Each
scan spans an angle of ±55.4 from the nadir, for a total swath width of 2399 km. The IFOV of each
sensor is approximately 1.4 mrad giving a resolution of about 1.1 km at the nadir point.

Figure 4.19 False-color THEMIS infrared image of the Ophir and Candor Chasma region of in Valles Marineris
on Mars. Source: Get permission. Found image on JPL website.

Table 4.3 AVHRR instrument parameters.

Band
number

Wavelength in
microns

IFOV in
milliradians Typical use

1 0.58–0.68 1.39 Daytime cloud and surface mapping

2 0.725–1.1 1.41 Land–water boundaries
3(A) 1.58–1.64 1.30 Snow and ice detection

3(B) 3.55–3.93 1.51 Night cloud mapping; Sea surface
temperature

4 10.30–11.30 1.41 Night cloud mapping; Sea surface
temperature

5 11.50–12.50 1.30 Sea surface temperature
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The thermal infrared channels of the AVHRR imagers are used to produce maps of sea surface
temperature (McClain et al., 1985; Walton, 1988). Figure 4.20 shows the mean sea surface temper-
ature for the years 1987–1999 for January 1–5, and July 4–8, respectively. Clear seasonal differences
are evident in these images, with warmer water extending further north in July, and further south
in January. Figure 4.21 shows the sea surface temperature for the last week in December for the
years 1996–1998. The anomalously high sea surface temperatures associated with the 1997 El Niño
weather pattern in 1997 are clearly shown in the middle panel.

January 1–5

July 4–8

0 30

Average sea surface temperature in degrees celsius

Figure 4.20 Mean sea surface temperature for the period 1987–1999. The top panel is for the January 1–5,
and the bottom panel is for July 4–8. Source: Get permission from PO.DAAC.
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Exercises

4.1 Plot the ratio of the thermal emission from two blackbodies with temperatures of 300 and
6000 K. Cover only the spectral region from 5 to 25 μm.

4.2 Compare the reflected and emitted energy from the earth’s surface over the 5–25 μm spectral
region. Consider the case of surface material with reflectivity equal to 0.1, 0.5, and 0.9.
Assume that the sun is a blackbody with a temperature of 6000 K, and that the total energy
density at the earth’s surface is 1.1 kW/m2. The earth is a graybody with a temperature of
300 K. Neglect the effects of the atmosphere.

1996

1997

1998

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

Sea surface temperature in degrees celsius

Figure 4.21 Weekly averages of the sea surface temperature for a portion of the Pacific Ocean for the last
week in December for the years 1996–1998. The anomalously high sea surface temperature in 1997 is
associated with the El Niño weather pattern. Source: Get permission from PO.DAAC.
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4.3 Repeat the previous exercise for the case of Mercury, Mars, and Europa (one of the Jovian
satellites), assuming their surface temperatures to be 640, 200, and 120 K, respectively.

4.4 Derive the expression for the wavelength of maximum emittance λm given in Equation (4.4).
What is the corresponding wavelength for maximum photon emittance?

4.5 Calculate the total emissivity factor for a 300 K body characterized by the following spectral
emissivity:

ε =
0 1 for −Δλ ≤ λ ≤ Δλ
0 5 elsewhere

Consider the cases of λ0 = 8, 10, and 20 μm, and Δλ = 0.1 and 1 μm.

4.6 Consider a medium which consists of a half-space characterized by a normal emissivity of
ε1(λ) when exposed to free space, overlaid by a layer of thickness L of a material with normal
emissivity of ε2(λ) when exposed to free space. Assuming that the layer is lossless, calculate the
total normal emissivity of the medium as a function of wavelength and L.

Now assume that the layer has a loss factor of α(λ). What would the total emissivity be in
this case? Plot the total emissivity as a function of λ for the following cases:
(a)

ε1 λ = 0 2, ε2 λ = 0 6, α λ L = 0 5

(b)
ε1 λ = 0 6, ε2 λ = 0 2, α λ L = 0 5

(c)
ε1 λ = 0 6, ε2 λ = 0 2, α λ L = 2 0

(d)
ε1 λ = 0 6, ε2 λ = 0 2, α λ L = 0 1

4.7 Using Figure 4.5a, plot the difference ΔT = T(t) − T(t + 12 hours) as a function of times for
different values of thermal inertia. What is the best time pair to achieve the best discrimi-
nation? Plot the corresponding ΔT as a function of thermal inertia P.

4.8 Assume a homogeneous half-space with initial temperature T0. At the time t = 0 a sudden
increase in solar illumination occurs. Derive the expression of the surface temperature as a
function of time.

4.9 Consider a surface of the following materials: limestone, montmorillonite, kaolinite, olivine
basalt, and quartz monzonite. Using Figure 4.10 select a set of observation wavelengths that
would allow the discrimination and identification of these five materials. State the identi-
fication criteria.

4.10 Consider an imaging thermal sensor in orbit at altitude h. The filter/detector has a sensitive
bandwidth Δλ around the central response wavelength λ0. The optics has a collector area A
and is such that the detector covers a surface area S on the surface of the earth. The surface
emissivity is ε and its temperature is T.
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(a) Derive the expression giving the total number of emitted photons N which are collected
by the sensor.

(b) Plot N as a function of T for the following case: λ0 = 10 μm, Δλ = 1 μm, A = 400 cm2,
S = 0.25 km2, h = 600 km, and ε = 0.8.

(c) How sensitive should the detector be in order to detect changes of less than 1 K over the
range of T from 270 to 315 K.

(d) Repeat (b) and (c) for the case S = 0.1 km2 and Δλ = 0.25 μm.
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5

Solid-Surface Sensing: Microwave Emission

Thermal radiation from natural surfaces occurs mainly in the far infrared region; however, it
extends all through the electromagnetic spectrum into the submillimeter and microwave region.
In this latter region, the radiant emittance is given by the Rayleigh–Jeans approximation of
Planck’s law, which corresponds to the case of ch/λ kT. In this limit, the spectral radiant emit-
tance is given by:

S λ =
2πckT

λ4
5 1

where S(λ) is in W/m3. Usually, in microwave radiometry, S(λ) is expressed in terms of energy per
unit frequency. The transformation is given by

ν =
c
λ

dν = −
c

λ2
dλ

and

S ν dν = S λ dλ S ν =
λ2

c
S λ 5 2

Thus,

S ν =
2πkT

λ2
=

2πkT
c2

ν2 5 3

where S(ν) is in W/m2 Hz. The surface radiance or brightness B(θ, ν) is related to S(ν) by:

S ν =
Ω
B θ, ν cos θ dΩ =

2π

0

π 2

0
B θ, ν cos θ sin θ dθ dϕ,

i.e., the surface brightness is the spectral radiant emittance per unit solid angle. If the brightness is
independent of θ, the surface is called Lambertian:

S ν = πB ν

and the surface brightness (units of W/m2 Hz steradians) is given by:

B ν =
2kT

λ2
=

2kT
c2

ν2 5 4

The Rayleigh–Jeans approximation is very useful in the microwave region. It is mathematically
simpler than Planck’s law, and it can be shown that the difference between this approximation and

159

Introduction to the Physics and Techniques of Remote Sensing, Third Edition. Charles Elachi and Jakob van Zyl.
© 2021 John Wiley & Sons, Inc. Published 2021 by John Wiley & Sons, Inc.



Planck’s law is less than 1% if ν/T < 3.9 × 108 Hz K. For example, for a blackbody at 300 K, the
Rayleigh–Jeans approximation holds as long as ν < 117 GHz.

5.1 Power-Temperature Correspondence

In the case of a graybody with emissivity (θ), the radiant power per unit bandwidth emitted from a
surface element ds in a solid angle dΩ is equal to:

P ν =
2kT

λ2
θ ds dΩ 5 5

An aperture with effective area A at a distance r from the surface element would represent a solid
angle of dΩ = A/4πr2. Therefore, if we have a linearly polarized antenna at distance r of effective
area A and normalized pattern (i.e., equal to unity at the boresight)G(θ, ϕ) intercepting the emitted
field, the power collected in a spectral band dν is (replacing dΩ by A/4πr2):

p ν =
2kT

λ2
θ

G θ,ϕ
2

dsA dν
4πr2

=
AkT

λ2
θ G θ,ϕ dΩ dν 5 6

where dΩ = ds/4πr2 is the solid angle of the emitting elementary area as viewed from the antenna.
The factor 1

2 is due to the fact that the emitted radiation is unpolarized and the polarized antenna

will detect only half the total incident power (see Chapter 2). The total received power in a spectral
band Δν can then be expressed as

Pr = AkT
Δν Ω

θ G θ,ϕ dΩ dν

λ2
5 7

Usually Δν ν, then:

Pr =
AkT Δν

λ2 Ω
θ G θ,ϕ dΩ 5 8

This expression can be written as

Pr = kTeqΔν 5 9

with Teq given by the following equivalent expressions:

Teq =
TA

λ2
θ G θ,ϕ dΩ

Teq = T
θ G θ,ϕ dΩ

Ω0

Teq =
T
4π

θ g θ,ϕ dΩ

where

Ω0 =
λ2

A
= antenna beam solid angle

g θ,ϕ =
4πA

λ2
G θ,ϕ = antenna gain
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Thus, the effective temperature observed by the receiver is equal to the surface temperature mul-
tiplied by a factor that depends on the surface angular emissivity and the receiving antenna pattern.
In order to derive accurately the surface temperature frommicrowave radiometer measurements, it
is necessary to account for the antenna pattern. In the case of planets with atmospheres, the effects
of atmospheric emission and absorption are usually significant, as will be discussed in Chapter 8.

5.2 Simple Microwave Radiometry Models

The derivation of the equivalent temperature in the previous section assumed that the graybody is
the only source of radiation. Figure 5.1 shows the more realistic case where a graybody surface at a
temperature Tg is radiating in the presence of the sky, which is at an equivalent temperature Ts. If
the planet has no atmosphere, Ts is a constant value. On the other hand, if the planet has an atmos-
phere, Ts is larger when looking toward the horizon, because of the thicker atmosphere asmeasured
along the line of sight. The two contributions to the radiated energy in this case are the emitted
energy from the surface, which is the same as that discussed in the previous section, and the energy
originally radiated by the sky, and subsequently reflected by the surface. Putting these two contri-
butions in Equation (5.5), and following the same derivation as in the previous section, one finds
that the equivalent microwave temperature of this surface can be expressed as:

Ti θ = ρi θ Ts + i θ Tg 5 10

where i indicates the polarization. The above simple expression assumes clear atmosphere (no
cloud emissions) and neglects atmospheric absorption. The emissivity i and reflectivity ρi are
related by i = 1 − ρi; therefore,

Ti θ = Tg + ρi θ Ts −Tg 5 11

or

Ti θ = Ts + i θ Tg −Ts 5 12

To illustrate, let us consider the case of a sandy surface of dielectric constant equal to 3.2 (i.e.,

n = 3 2). Figure 5.2a shows the surface reflection coefficient and the corresponding surface

Ts

ρiTs ϵiTg

Figure 5.1 The total energy radiated from the surface consists of the energy emitted by the surface plus the
energy reflected by the surface.
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Figure 5.2 (a) Observed radiometric temperature of a half-space with dielectric constant = 3.2 and
temperature Tg = 275 K. The radiometric temperature graphs in (b), (d) and (c), (e) correspond, respectively, to a
planet with atmosphere or without atmosphere.
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contribution to the total radiance temperature for both horizontal and vertical polarization. The
reflectivity ρυ goes to zero at the Brewster angle θb= 60.8 . Figure 5.2b and c shows the contribution
of the sky temperature for the case of a planet without atmosphere (Ts(θ) = Ts = constant) and the
case of a planet with atmosphere (Ts(θ) is larger toward the horizon). Figure 5.2d and e shows the
resulting total microwave brightness temperature. It is clear that themeasured value of T is strongly
dependent on the observation angle, the polarization, and the model for the atmospheric temper-
ature. In general, the following is usually true:

Tυ = Tg at the Brewster angle
Tυ − Th is maximum near the Brewster angle
Tυ = Th = Tg for surfaces with very low dielectric constant, and Tυ = Th = Ts for surfaces with very

high dielectric constant

The subscripts υ and h correspond to vertical and horizontal polarization, respectively.

5.2.1 Effects of Polarization

The microwave brightness temperature depends on three independent factors: the surface temper-
ature Tg, the sky temperature Ts, and the surface dielectric constant or index of refraction n. The fact
that the brightness temperature at a certain angle is a function of the polarization allows us to
derive two of these parameters if the third one is known.
Let us assume that the sky temperature Ts is known. In the case of planets with no atmosphere or

if the atmosphere is transparent at the frequency of observation, Ts is basically the temperature of
space. This can be directly measured with the sensor by looking away from the planet. In the case
where the atmospheric contribution is significant, a model for Ts must be used.
From Equation (5.12), we can then derive the following expression for the emissivity:

υ θ

h θ
=

Tυ θ −Ts θ

Th θ −Ts θ
5 13

The measured ratio on the right-hand side of Equation (5.13), plus the theoretical expression for

υ(θ)/ h(θ) would then allow the derivation of the surface dielectric constant.
Once the dielectric constant of the surface is known, the emissivity at each of the two polariza-

tions can be calculated. Using this information, the surface temperature can then be derived from

Tg = Ts +
Ti −Ts

i
5 14

5.2.2 Effects of the Observation Angle

The fact that Th and Tυ have different dependence on the observation angle does allow the deriva-
tion of all three unknown natural parameters Ts, Tg, and dielectric constant. One possible approach
is as follows.
By looking at Tυ(θ) and Tυ(θ) − Th(θ), a peak should be observed near the Brewster angle (see

Fig. 5.2). Knowing this angle will allow the derivation of the surface dielectric constant. This in
turn will provide ρh(θ) and ρυ(θ). Then from Equation (5.12), Tg and Ts(θ) can be derived.
In reality, the above approach most likely will be iterative. For instance, if it is found that the

derived Tg varies with θ, then a mean value can be taken and another iteration made.
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5.2.3 Effects of the Atmosphere

The Earth’s atmosphere absorption is relatively small at frequencies lower than 10 GHz. Clouds are
also transparent at these frequencies. At higher frequencies, the absorption increases appreciably
mainly due to the presence of water vapor and oxygen. The water vapor absorption increases from
10−3 dB/km at 10 GHz to 1 dB/km at 400 GHz for 1 g/m3 density and 1 bar pressure. In addition,
sharp absorption lines are present at 22.2 GHz and near 180 GHz. Oxygen has strong absorption
lines at 60 and 118.8 GHz. The atmospheric absorption in the high-frequency region plays a major
role in the behavior of Ts and in the transmission of the surface radiation. This effect is discussed in
detail in Chapter 9.

5.2.4 Effects of Surface Roughness

In a large number of situations, natural surfaces have a rough interface and contain near-surface
inhomogeneities. Thus, the surface reflectivity and emissivity are strongly dependent on the surface
roughness and subsurface inhomogeneities, and their expressions are fairly complex.
Assuming that the observation frequency is fairly high so that the subsurface penetration is neg-

ligible, the sky contribution to the microwave brightness can be expressed as:

Bs ν =
2kν2

c2 Ω
Ts θ σ θ, θ ,ϕ sin θ dθ dϕ 5 15

where σ(θ, θ , ϕ ) is the scattering coefficient of a wave coming from direction (θ , ϕ ) into the direc-
tion of observation θ, the integral being over the hemisphere covering the sky. This expresses the
fact that incoming sky radiation from all directions can be partially scattered into the direction of
observation θ (see Fig. 5.3).
Similarly, the contribution from the surface can be expressed as

Bg ν =
2kν2

c2
Tg 1−

Ω
σ θ, θ ,ϕ sin θ dθ dϕ 5 16

Thus, the observed microwave temperature is:

T = Tg 1−
Ω
σ θ, θ ,ϕ sin θ dθ dϕ

+
Ω
Ts θ σ θ, θ ,ϕ sin θ dθ dϕ

5 17

θ′
θ

ϕ′

Figure 5.3 Geometry of wave scattering from a rough surface.
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If the sky temperature is independent of θ , then

T = Tg + Ts −Tg
Ω
σ θ, θ ,ϕ sin θ dθ dϕ 5 18

which is identical to Equation (5.12), except the surface reflectivity ρ(θ) has been replaced by its
equivalent in the case of a rough surface, that is the integral of the backscatter cross section.

5.3 Applications and Use in Surface Sensing

In the case of a graybody surface, the radiant power emitted is a function of the surface temperature
T and its emissivity Equation (5.5). The emissivity in turn is a function of the surface composition
and roughness.
The range of variation of P(ν) as a result of variation in surface temperature is usually fairly lim-

ited. In the case of the Earth, variations in temperature at one location as a function of time would
rarely exceed 60 K, which gives a relative variation of about 20% (60 K relative to 300 K).
Variations due to change in surface composition or roughness are much larger. To illustrate, if we

consider the case of nadir observation of three types of smooth materials such as water (n 9 at low
microwave frequencies), solid rocks (n 3), and sand (n 1.8) at a thermodynamic temperature of
300 K, the variations in the equivalent surface microwave temperature can easily double (see
Table 5.1).

5.3.1 Application in Polar Ice Mapping

One of the most useful applications of spaceborne microwave radiometry for surface studies is in
the mapping of polar ice cover andmonitoring its temporal changes. The large emissivity difference
between ice and open water (their dielectric constants are approximately 3 and 80, respectively)
leads to a strong contrast in the received radiation, thus allowing easy delineation of the ice cover.
The key advantage of the microwave imaging radiometer, relative to a visible or near-infrared
imager, is the fact that it acquires data all the time even during the long dark winter season and
during time of haze or cloud cover.
To illustrate, let us consider the case of normal incidence and specular reflection. From Equa-

tion (5.11), the difference between the radiometric temperatures of two areas a and bwith the same
thermodynamic temperature is:

ΔT = Ta −Tb = ρa − ρb Ts −Tg = Δρ Ts −Tg

Table 5.1 Microwave temperature of three representative types of material with Tg = 300 and Ts = 40 K.

Type of surface
material

Index of
refraction

Dielectric
constant

Normal reflectivity
ρ

Microwave temperature
(K)

Water 9 81 0.64 134

Solid rock 3 9 0.25 235

Sand 1.8 3.2 0.08 280
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where

ρ =
ε− 1
ε + 1

2

=
n− 1
n + 1

2

5 19

In the case of ice (ε = 3) and water (ε = 80), we have

ρ ice = 0 07

ρ water = 0 64

Δρ = 0 57

Usually Ts 50 K and the surface temperature of the ice is Tg = 273 K; then ΔT = 127 K which is
significant. Because of its higher reflectivity, the water surface will look significantly cooler than the
ice surface.
If the nature of the ice changes (in salinity, ice age, etc.), a slight change in ε results. This in turn,

causes the reflectivity of the surface to change slightly. This change can be written as

Δρ = ρ
2Δε
ε ε− 1

5 20

Thus, if ε = 3 and Δε = 0.6 (20% change), then

Δρ
ρ

= 0 34 Δρ = 0 34 × 0 07 = 0 024

and

ΔT = 5 4 K

which is well above the sensitivity of modern orbiting radiometers.
Figures 5.4 and 5.5 show examples of microwave radiometer data covering the northern and

southern polar regions at different times of the year. The changes in the ice cover are clearly appar-
ent. In the ice-covered area, the changes in brightness temperature aremainly due to changes in the
nature and composition of the ice.

5.3.2 Application in Soil Moisture Mapping

The fact that water has a high microwave dielectric constant, and therefore low emissivity, in com-
parison to most natural surfaces leads to the possibility of mapping variations in the soil moisture.
The variation of the surface dielectric constant as a function of soil moisture has beenmeasured by a
number of researchers for different soil types. Figure 5.6 shows such an example and the corre-
sponding variations in emissivity and brightness temperature for an illustrative surface and sky
temperature. It is apparent that the brightness temperature variations are significant. For unfrozen
soils, the surface microwave brightness temperature at L-band (1.4 GHz) decreases by as much as
70 K or more (depending on the vegetation cover) as the soil moisture increases from dry to satu-
rated. By inverting this relationship, soil moisture can be measured radiometrically with an accu-
racy of better than 0.04 g/cm3, under vegetation cover of water content up to about 5 kg/m2 (typical
of mature crops and shrubland). Soil moisture estimation will thus be feasible over about 65% of the
land surface. Above this threshold the soil moisture estimation accuracy degrades significantly as
the attenuation by vegetationmasks the soil emission. These retrieval accuracies have been demon-
strated by airborne L-band radiometers over a range of natural and agricultural terrains. As an
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example, Figure 5.6 shows results from the ESTAR airborne instrument obtained during the 1997
Southern Great Plains Experiment in Oklahoma.
To retrieve the soil moisture from the measured microwave temperature, models typically

assume the radiation to come from a horizontal surface at temperature Tg covered by a uniform
canopy of vegetation that is at a temperature Tc. The radiation from the underlying soil surface
is attenuated by the vegetation canopy. This attenuation is characterized by an optical depth τ
(see Chapter 9) that related to the vegetation water content according to

τ = bWc 5 21

The constant b is a vegetation opacity coefficient that is determined experimentally and has a
value of approximately 0.1 at L band. Following the same derivation as for the bare surface in
the previous section, it is possible to write the microwave temperature of this combination as

T = 1− ρi Tge
− τ + Tc 1− e− τ + ρiTc 1− e− τ e− τ 5 22

The subscript i refers to the polarization (either horizontal or vertical). The first term represents
the radiation from the underlying soil as attenuated by the vegetation. The second term is the
upward radiation from the vegetation layer, and the third term is the downward radiation from
the vegetation layer that is reflected by the underlying soil surface. Note that both the optical depth
τ of the vegetation the soil reflectivity ρi are functions of the incidence angle θ.

Figure 5.4 Microwave images of the north polar region. The main image corresponds to the maximum extent
of ice in the winter. The inset corresponds to its minimum extent in the summer. See color section.
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Figure 5.5 Microwave images of the south polar region. The main image corresponds to the maximum extent
of ice in the local winter. The inset corresponds to its minimum extent in the local summer. See color section.

6/29/1997 6/30/1997

0% 50%

7/01/1997 7/02/1997 7/03/1997

Figure 5.6 Soil moisture distribution measured with the ESTAR radiometer as part of the Southern Great
Plains Experiment in Oklahoma in 1997.
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The soil reflectivity is related to the soil moisture content through the dielectric constant (see
Fig. 5.7) and is modified by surface roughness. Therefore, to estimate the soil moisture, we need
to infer the soil reflectivity from Equation (5.22). The problem can be simplified by recognizing that
for dawn (6:00 a.m. local time) orbit overpasses, the soil and vegetation temperatures are approx-
imately equal to the surface air temperature, and the brightness temperature can be written:

T = Ta 1− ρie
− 2τ 5 23

where Ta is the surface air temperature.
The basic soil moisture retrieval approach is to invert Equation (5.23) for the surface reflectivity

using a single radiometer channel (L-band, horizontal polarization) and ancillary information to
estimate and correct for Ta and Wc (Jackson and le Vine, 1996). Once the surface reflectivity is
known, the surface dielectric constant is calculated using the Fresnel equations. Finally, the surface
soil moisture is estimated from its dielectric constant using a dielectric mixing model. This
approach has been used in several studies (e.g., Jackson and Hsu, 2001) with excellent results.
Ancillary information on landscape, topography, and soil characteristics can be used to improve
the soil moisture retrieval by providing a surface roughness correction and soil texture information
for use with the dielectric mixing model.
If both vertical and horizontal polarizations are used in themeasurement, a two-channel retrieval

approach can be implemented for estimating soil moisture. Multichannel retrieval approaches are
based on the premise that additional channels can be used to provide information on the vegetation
and/or temperature characteristics of the scene, so that reliance on ancillary data can be reduced.
Such approaches have been evaluated using both simulations and experimental data (Wigneron
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Figure 5.7 (a) Relative dielectric constants of sandy and high-clay soils as a function of volumetric moisture
content at 1.4 GHz. Source: Ulaby et al. (1982). (b) Measured normalized (relative to surface temperature)
antenna temperature of a smooth surface function of angle for various soil moistures. Source: Newton and
Rouse (1980). © 1980, IEEE.
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et al., 2000). The retrieval method involves adjusting the scene parameters until a best fit is achieved
between the computed and observed brightness temperatures.

5.3.3 Measurement Ambiguity

From Equation (5.9), it is apparent that the equivalent microwave temperature depends on the
nature of the antenna pattern and on the behavior of (θ) as a function of θ. As illustrated in
Figure 5.8, this can lead to errors due to radiation collected via the sidelobes and misinterpreted
as radiation in the main lobe.
If the surface temperature T varies as a function of x, as indicated in Figure 5.8, the measured

temperature is equal to (considering a one-dimensional surface):

Teq =
1
Ω0

T θ θ G θ dΩ 5 24

where tan θ= x/h and h is the sensor altitude. As the antennamoves over the surface, the measured
brightness temperature is a convolution integral between the normalized antenna gainG(θ) and the
effective surface brightness T. A similar expression can be derived in the more real case of a two-
dimensional surface.
The extent of the measurement ambiguity can be characterized by the fraction of the total meas-

ured temperature contributed by the sidelobes. This fraction is:

F = 1− Ω0
G θ dΩ

2πG θ dΩ
5 25

where Ω0 is the main lobe solid angle. In the one-dimensional case, this is equal to:

F = 1−
+ θ0
− θ0

G θ dθ
+ π
− π G θ dθ

5 26

This fraction depends on the type of antenna and on any tapering used to reduce the sidelobes.

5.4 Description of Microwave Radiometers

In almost all surface applications, imaging microwave radiometers are used instead of nadir line
scan systems. In real-aperture radiometers, the imaging is achieved by mechanically or electroni-
cally scanning the receiving antenna beam across the swath. The satellite motion allows the

Actual
(b)(a)

Measured

T2

T1

Figure 5.8 An antenna with the pattern shown in (a) will measure a temperature profile slightly different than
the actual profile at a step discontinuity (b) due to radiation received through the sidelobes.
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imaging along the swath. Synthetic aperture radiometers utilize interferometry principles origi-
nally developed in radio astronomy to measure the visibility function of the scene, from which
the actual radiometer image can then be constructed.
An imaging radiometer consists of three basic elements: (1) an antenna and its associated

scanning mechanism or series of correlators, which collects incoming radiation from specified
beam pointing directions; (2) a receiver, which detects and amplifies the collected radiation within
a specified frequency band; and (3) a data handling system, which performs digitizing, multiplex-
ing, and formatting functions on the received data as well as other calibration and housekeeping
data. After transmission to the ground, the sensor data are then (1) converted to units of antenna
temperature using calibrated references, (2) corrected for antenna pattern effects and atmospheric
effects to derive surface microwave temperature, and (3) interpreted to derive geophysical para-
meters such as surface temperature and soil moisture. For example, in the case of polar ice map-
ping, some of the desired geophysical data are the extent, percent coverage, and motion of the
ice cover.

5.4.1 Antenna and Scanning Configuration for Real-Aperture Radiometers

The antenna size L and the operating wavelength λ define the angular resolution of the sensor as

θr
λ

L
5 27

If we assume that the antenna is circular, the antenna beam spot directly underneath the satellite
will also be circular, corresponding to a surface resolution of

r = hθr =
λh
L

5 28

where h is the altitude of the satellite. If the antenna points away from the nadir direction, as is the
case with scanning systems, the beam spot is no longer circular, and becomes both bigger and more
elongated in the direction along the line of sight. In this case, the spot size in the two directions can
be approximated by

r⊥ =
λh

L cos θ
; r =

λh
L cos 2θ

5 29

where θ is the angle with respect to nadir at the center of the beam. The subscripts ⊥ and refer to
the directions perpendicular and parallel to the line of sight of the antenna. These expressions
assume uniform illumination of the aperture. If weighted illumination (apodization) is used, the
resolutions will be slightly larger—see Chapter 3.
A wide variety of antennas have been used with imaging radiometers. They are mainly of the

reflector type or waveguide array type. In order to get wide coverage, the beam is scanned either
mechanically, which is commonly done with reflector antennas, or electrically, which is commonly
done with phased-array antennas. One particular scan geometry which has become popular for
both reflector antennas and phased arrays is the conical scan, in which the beam is offset at a fixed
angle from nadir and scanned about the vertical (nadir) axis (see Fig. 5.9). The beam thus sweeps
the surface of a cone. If the full 360 of a scan is utilized, double coverage fore and aft of the space-
craft is obtained. The main advantage of this type of scan is that the angle of incidence of the
antenna beam at the Earth’s surface is constant, independent of scan position. In addition, the line
of sight through the atmosphere is also of constant length. This significantly increases the accuracy
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with which the brightness temperature data can be interpreted in terms of changes in the surface
parameters. The constant path through the atmosphere relaxes the need to know accurately the
effects of the atmosphere on the propagating waves.

5.4.2 Synthetic Aperture Radiometers

One of the drawbacks of real-aperture radiometers is the relatively limited resolution of the images.
For example, a radiometer operating at 1.4 GHz using a 6 m diameter antenna in a conical scan at
45 from an orbit altitude of 500 km, will have a resolution of about 37 km, not taking into account
the spherical shape of the earth. This is not sufficient for some applications that require higher res-
olution local imaging.
Synthetic aperture radiometers promise much improved spatial resolution from space. They are

implemented using an interferometric configuration in which two (or more) antennas are used to
measure the radiation from the scene simultaneously. The separation between any pair of antennas
is known as the baseline of the interferometer. As we shall show below, themeasurement from each
baseline represents a point in the Fourier transform of the scene. The image of the scene is produced
by inverting this measured Fourier transform.
To illustrate the principle of synthetic aperture radiometry, consider the idealized single-baseline

interferometer shown in Figure 5.10. The two antennas are assumed to be identical, and are phys-
ically separated by a distance B. These antennas are receiving the radiation from a point source that
is far enough away from the antennas that we can assume the waves to travel along parallel “rays”
as shown in the figure. The waves from the point source arrive at an angle θ with respect to the
direction perpendicular to the interferometer baseline, from a direction aligned with the axis of
the baseline. The voltage from each antenna is amplified, and the two voltages are cross-correlated
and the result integrated.

Antenna
footprint

Trace of beam center

Figure 5.9 Geometric configurations for a conically scanned imaging radiometer.
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Assuming that the “voltage” antenna pattern is represented by A(θ), we can write the received
signals as

V 1 θ = A θ E0e
i kd + φ ; V 2 θ = A θ E0e

i φ 5 30

where E0 and φ are the amplitude and phase of the incoming radiation, respectively. The difference
in the path length to the two antennas, d, is a function of the baseline length, and is given by

d = B sin θ 5 31

After these signals are amplified, they are cross-correlated and integrated. The result is the com-
plex visibility function of the interferometer, and is given by

V θ = V 1 θ V ∗
2 θ = A θ 2 E0

2eikB sin θ 5 32

Figure 5.11 shows the real part of the theoretical visibility function for two antennas, each with a
diameter of 0.5 m, separated by a 10 m baseline. The wavelength is 21 cm. The dotted line is the
antenna pattern |A(θ)|2 for the two individual antennas.
Now consider these two antennas to be mounted on an aircraft or spacecraft such that they point

to nadir, and the baseline is oriented horizontally, with the antenna separation in the cross-track

V(θ)

V2 (θ)V1 (θ)

×

B

d

∫

××

∫∫

θ

Figure 5.10 Ideal single-baseline interferometer showing the signal arriving from an off-axis source.
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direction. This represents a one-dimensional implementation of aperture synthesis. To simplify the
discussion, we shall assume that the antennas have beams that are very narrow in the along-track
direction, but wide in the cross-track direction. The surface being imaged is an extended source of
microwave thermal radiation. The received signal in this case would be the integral over all solid
angles “seen” by the antennas in a narrow strip across-track:

VB =
π 2

− π 2
A θ 2 E0

2eikB sin θ dθ 5 33

Here θ represents the angle in the cross-track direction, measured relative to nadir. This expres-
sion is appropriate for the so-called “quasi-coherent” case where the product of the system band-
width and the integration time is much smaller than unity. If this is not the case, Equation (5.33)
should be modified to take into account the spatial decorrelation of the signals (see Thompson et al.
for more details). Using the Rayleigh–Jeans approximation for the incoming radiation, and writing
the visibility in terms of an equivalent temperature, we can show that the measured equivalent sur-
face temperature is

Teq B =
π 2

− π 2
A θ 2 θ Tg θ eikB sin θ dθ 5 34

where Tg(θ) is the actual surface temperature at each angle, (θ) is the emissivity of the surface at
that angle, and the subscript B refers to the baseline used in the measurement. Such a single base-
line measurement represents only a single measurement in the frequency domain. It is not possible
to reconstruct the one-dimensional profile of surface temperatures and emissivities from such a
single measurement. Ideally, Equation (5.34) should be repeated by varying the baseline length
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Figure 5.11 Real part of a theoretical visibility function for a single-baseline interferometer. The baseline is
10 m, and the wavelength is 21 cm. The dotted line is the antenna pattern of an individual antenna, assumed to
be 0.5 m in diameter.
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continuously from zero to infinity to cover the entire Fourier domain. In practice, these measure-
ments are made using a number of discrete baseline values that are determined by the physical
arrangement of the antennas. For example, the ESTAR (Le Vine et al., 1994) airborne system uses
five antennas spaced as shown in Figure 5.12. By combining these antennas in pairs, it is then pos-
sible to obtain all baselines with spacings of nλ/2 with 0 ≤ n ≤ 7. Therefore, if we denote each dis-
tinct baseline by nλ/2, we can rewrite Equation (5.34) as

Teq n =
π 2

− π 2
A θ 2 θ Tg θ einπ sin θ dθ =

π 2

− π 2
T θ A θ 2einπ sin θ dθ 5 35

This expression is a weighted Fourier Transform of the scene brightness temperature. To find the
actual profile of surface emissivity multiplied by surface temperature, Equation (5.35) must be
inverted using all the individual visibility measurements. However, in order to invert these mea-
surements, the Fourier plane must be sampled adequately. As we shall show below, combining the
visibility measurements can be thought of as synthesizing an antenna array. Any array synthesized
from discrete elements have an antenna pattern that shows maxima, known as grating lobes, at
angles where the signal path length differences as given by Equation (5.31) are multiples of 2π.
To ensure that we can invert the measurements to find the scene brightness temperature profile,
the individual antenna spacings must be such that the grating lobes fall outside the angles over
which we want to perform the brightness temperature measurement. If the individual antennas
have very wide beams, such as that of a half-wave dipole, the spacing has to be multiples of λ/2
(Ruf et al., 1988). If the individual antennas have narrower beams, the antennas can be moved fur-
ther apart. For our discussion, we shall assume that the antennas are spaced such that the individ-
ual baselines are

Bn = n
λ

2
; n = 0, ± 1,…, ± N 5 36

In this case, the one-dimensional image reconstruction is (see Ruf et al., 1988)

T θ =
N

n = −N

Teq n e− inπ sin θ 5 37

λ/2 2λ/2 3λ/2

4λ/2

5λ/2

6λ/2

7λ/2

λ/2

Figure 5.12 The ESTAR antenna spacings.

5.4 Description of Microwave Radiometers 175



To show how this measurement improves the spatial resolution of the radiometer, note that we
can combine Equations (5.35) and (5.36)

T θ =
π 2

− π 2
T θ G θ, θ dθ; G θ, θ =

N

n = −N

A θ 2einπ sin θ− sin θ 5 38

The quantity G(θ, θ ) in Equation (5.38) is the gain of the “synthesized” antenna, which is a func-
tion of the physical positions of the antennas that form the baselines, weighted by the pattern of the
(identical) individual antennas. If these individual antennas have gain patterns that are nearly con-
stant over the range of angles that are of interest, G(θ, θ ) reduces to the well-known array factor in
antenna array theory. In that case, we can show that the synthesized antenna pattern is (see Ruf
et al., 1988)

G θ, θ =
sin π

2 2N + 1 sin θ− sin θ

sin π
2 sin θ− sin θ

5 39

Figure 5.13 shows the antenna patterns that would be synthesized in different directions if N = 4
baselines are used. Using the Rayleigh criterion for angular resolution (see Chapter 3), the angular
resolution of the synthesized antenna in the nadir direction is

Δθ = sin − 1 2
2N + 1

≈
λ

Bmax
5 40

The approximation holds if N 1, and Bmax = Nλ is the maximum separation between any two
antennas in the array. This expression shows that the angular resolution of the synthetic aperture
radiometer is the same as that of an antenna of size equal to the maximum baseline.
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Figure 5.13 Theoretical antenna patterns synthesized in different pointing directions if N = 4 baselines
are used.
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The analysis above assumed that the antennas are physically spaced every λ/2. This means that
there are many baselines that are synthesized more than once. Sparse or thinned arrays, such as the
ESTAR array, use minimum redundancy to synthesize all the baselines up to the maximum spa-
cing. This is most important in spaceborne applications, where the mass of the system must be
minimized. Ruff et al. reports case studies of several thinned array configurations, the largest which
would synthesize up to Bmax = 1032 × λ/2 with only 63 elements.
In practice, the inversion of the visibilities is done by approximating the integral in Equa-

tion (5.35) by a sum

Teq =
N

m = 1

GnmTm; Gnm = A θm
2eikBn sin θmΔθ 5 41

There are a total of N such expressions corresponding to each of the N baselines. This can be
written in matrix form as

Teq = GT 5 42

with Teq a vector with n elements, T = Tg a vector with m elements, and G a n × m matrix. In
practice, this will generally be an underdetermined set of equations, i.e., m > n. In that case, the
least squares solution for Equation (5.42) is

T = GT GGT − 1
Teq 5 43

The superscript T refers to the transpose of the matrix. The matrix GT(GGT)−1 is known as the
pseudo-inverse of G. This is the type of inversion that has been used for the ESTAR system (Le Vine
et al., 1994).
The discussion so far has been limited to improving the resolution in the cross-track direction,

such as in the case of the ESTAR instrument. In this case, antennas that are long in the along-track
direction are used to provide adequate resolution in that direction. The synthetic aperture concept
can easily be modified to the two-dimensional case. The proposed European Soil Moisture and
Ocean Salinity Mission (SMOS) will use antennas placed periodically on a Y-shaped structure to
provide two-dimensional aperture synthesis. With 23 antennas along each arm of the Y spaced
at distances of 0.89λ, an angular resolution of 1.43 can be realized (Bará et al., 1998; Kerr et al.,
2000). Figure 5.14 shows the theoretical antenna patterns for a Y-shaped configuration as proposed
for SMOSwith identical weights assigned to all baselines in the inversion. The hexagonal symmetry
is clearly seen in the contour plot. The sidelobes are relatively high, and likely unacceptable for real
imaging applications. These can be reduced by applying a tapered weighting to the baselines, sim-
ilar to the apodization described in Chapter 3. Bará et al. shows antenna patterns for different types
of weighting.

5.4.3 Receiver Subsystems

The performance of a radiometer system is commonly reported as the smallest change in the scene
temperature ΔT that can be measured in the radiometer output. This performance is obviously
strongly influenced by the exact implementation of the radiometer receiver and processing system.
Radiometer receivers typically are of the superheterodyne type. The input signal to the radiometer
receiver is mixed with a local oscillator signal to produce an intermediate-frequency (IF) signal
which is then amplified, integrated, and detected (see Chapter 6). The input radiometer signal is
a random signal that is proportional to the temperature of the scene being imaged. This signal
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is band-limited by the bandwidth B of the receiver system, and is typically referred to as the antenna
temperature Ta. The receiver electronics also generate thermal noise that is added to this incoming
signal, and is likewise characterized by an equivalent receiver temperature Trec. If this combined
signal is integrated for a time period τ, it can be shown that the ratio of the fluctuating part to the

average is 1 Bτ. If we can assume that the system parameters (gain, etc.) are constant, it can be
shown that such a total power radiometer would have the ideal sensitivity

ΔT ideal =
Ta + Trec

Bτ
5 44

Unfortunately, in practice, it is not possible to completely remove temporal variations in system
parameters. If the receiver gain fluctuates by an amount ΔG around its nominal value Gs, an addi-
tional fluctuation in the radiometer output is generated. In this case, because the gain fluctuations
are statistically independent from the random fluctuations of the incoming signal and the signal
generated inside the receiver, the sensitivity of a total power radiometer will be reduced to

ΔTTP = Ta + Trec
1
Bτ

+
ΔGs

Gs

2

5 45

To reduce the effects of gain fluctuations, most spaceborne radiometers are of the Dicke-switched
superheterodyne type. An example of such a system is shown in Figure 5.15. Following the antenna,
a switch determines what is to be fed into the receiver, the antenna signal or a calibration signal.
Measurements of the calibration targets are used later in the data processing to calibrate the signal
data. The Dicke switch switches periodically at a high rate between the incoming signal and a
known reference source. A synchronous detector at the other end of the receiver demodulates
the signal. By these high-frequency comparisons of the signal with a known reference source,
the effect of low-frequency gain variations in the amplifiers and other active devices is minimized.
In this system, the critical noise component is the mixer, and considerable effort is made to keep it
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Figure 5.14 Theoretical pattern synthesized by a Y-shaped antenna configuration with 23 antennas per arm
spaced at distances of 0.89λ. No weighting is applied to the individual baselines.
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as low-noise as possible to improve the receiver sensitivity. If the equivalent temperature of the
reference source is Tref, the sensitivity of the Dicke radiometer can be written as

ΔTDicke =
2 Ta + Trec

2 + 2 Tref + Trec
2

Bτ
+

ΔGs

Gs

2

Ta −Tref
2 5 46

In the special case where Tref = Ta, the radiometer is known as a balanced Dicke radiometer, and
the sensitivity becomes

ΔTbalanced = 2
Ta + Trec

Bτ
= 2ΔTideal 5 47

Various different techniques are used to balance Dicke radiometers. Details are provided by
Ulaby et al., Chapter 6.

5.4.4 Data Processing

The data are first calibrated by converting the radiometer output voltage levels to antenna tempera-
ture, referenced to the antenna input ports. The data calibration process uses prelaunch calibration
tests as well as the radiometric data from the calibration targets of known microwave temperature.
The next step is to derive surface microwave brightness temperature. The antenna receives radi-

ation from regions of space defined by the antenna pattern. The antenna pattern is usually strongly
peaked along the beam axis, and the spatial resolution is defined by the angular region over which
the antenna power pattern is less than 3 dB down from its value at beam center. However, all anten-
nas have sidelobes and some of the received energy comes from outside the main 3 dB area. Thus,
some ambiguities occur as discussed earlier.
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Figure 5.15 Example of a radiometer block diagram.
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In the case of synthetic aperture radiometers, the data processing involves inverting the visibility
measurements as described earlier. Aweighting is typically applied to the individual visibilities dur-
ing the inversion. For more details, see Le Vine et al., 1994, or Bará et al., 1998.

5.5 Examples of Developed Radiometers

A number of microwave radiometers have been flown on Earth-orbiting and planetary missions.
For illustration, this section gives brief descriptions of a number of recent ones, as well as some
proposed missions.

5.5.1 Scanning Multichannel Microwave Radiometer (SMMR)

SMMRwas launched on Seasat and Nimbus 7 satellites in 1978, and is a five frequency (6.6, 10.7, 18,
21, and 32 GHz) dual polarized imaging radiometer. Its characteristics are given in Table 5.2, and a
view of the sensor is shown in Figure 5.16. It consists of six independent Dicke-type superhetero-
dyne radiometers fed by a single antenna. Figure 5.17 shows a block diagram of the SMMR sensor.
At 37 GHz, two channels simultaneously measure the horizontal and vertical components of the
received signal. At the other four frequencies the channels alternate between two polarizations dur-
ing successive scans. In this manner, 10 data channels, corresponding to 5 dual-polarized signals,
are provided by the instrument. The ferrite switches, isolator, and reference and ambient loads are
packaged as a single unit for low-loss and isothermal operation. The mixers are Shottky-barrier
diode, balanced, double-sideband mixers with integral IF preamplifiers having a 10- to 110-MHz
bandwidth. The local oscillators are fundamental-frequency, cavity-stabilized Gunn diodes.
The SMMR has a scanning antenna system, consisting of an offset parabolic reflector with a 79-

cm diameter collecting aperture and a multifrequency feed assembly. The antenna reflector is
mechanically scanned about a vertical axis, with a sinusoidally varying velocity, over a ±25% azi-
muth angle range. The antenna beam is offset 42 from nadir; thus the beam sweeps out the surface
of a cone and provides a constant incidence angle at the Earth’s surface. Calibration is achieved by
alternately switching in a “cold horn” viewing deep space and a “calibration load” at instrument
ambient temperature at the scan extremes. The multifrequency feed horn is a ring-loaded corru-
gated conical horn with a sequence of waveguide tapers, resonators, and orthomode transducers

Table 5.2 SMMR instrument characteristics (nominal).

Characteristics 1 2 3 4 5

Frequency (GHz) 6.6 10.69 18 21 37

RF bandwidth (MHz) 220 220 220 220 220

Integration time (msec) 126 62 62 62 30

Sensitivity, ΔTrms(K) 0.9 0.9 1.2 1.5 1.5

Dynamic range (K) 10–330 10–330 10–330 10–330 10–330
Absolute accuracy (K) (long term) 2 2 2 2 2

IF frequency range (MHz) 10–110 10–110 10–110 10–110 10–110
Antenna beamwidth (deg) 4.2 2.6 1.6 1.4 0.8

Antenna beam efficiency (%) 87 87 87 87 87
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at the throat, to which are coupled the 10 output ports. The cold calibration horns are similar
in design to the feed horn. One horn serves the 6.6 and 10.7 GHz channels, another the 18 and
21 GHz channels, and a third the 37 GHz channels. These horns are scaled to provide equal beam-
widths of 15 .
A data-programmer unit in the electronics assembly provides the timing, multiplexing, and syn-

chronization signals, contains A/D converters, multiplexers, and shift registers, and provides for-
matting and buffering functions between the instrument and the spacecraft digital systems.

5.5.2 Special Sensor Microwave Imager (SSM/I)

The first SSM/I was launched in 1987 as part of the Defense Meteorological Satellite Program
(DMSP). Since then, there has been at least one SSM/I orbiting the Earth at any time. The SSM/I
instruments are carried on sun-synchronous polar orbiting satellites with an average inclination of
101 at an altitude of 860 km with a swath width of 1392 km. The SSM/I is a conically scanning
radiometer which images the surface at a constant incidence angle of 53 . SSM/I operates at four
frequencies: 19, 22, 37, and 85 GHz. Dual polarization measurements are made at 19, 37, and 85
GHz for a total of seven radiometer channels.
The SSM/I instrument utilizes an offset parabolic reflector of dimensions 60 × 66 cm, fed by a

corrugated, broad-band, seven-port horn antenna. The resolutions are 70 km × 45 km at 19
GHz, 60 km × 40 km at 22 GHz, 38 km × 30 km at 37 GHz, and 16 km × 14 km at 85 GHz. The
reflector and feed are mounted on a drum which contains the radiometers, digital data subsystem,
mechanical scanning subsystem, and power subsystem. The reflector-feed-drum assembly is

Figure 5.16 SMMR instrument in its handling
fixture.
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rotated about the axis of the drum by a coaxially mounted bearing and power transfer assembly. All
data, commands, timing and telemetry signals, and power pass through slip ring connectors to the
rotating assembly. The SSM/I rotates continuously at 31.6 rpm and measures the scene brightness
temperatures over an angular sector of ±51.2 about the forward or aft directions. (Some of the
satellites scan around the forward direction, and some around the aft; they are not all identical.)
The spin rate provides a period of 1.9 sec during which the spacecraft subsatellite point travels 12.5
km. In each scan, 128 discrete uniformly spaced radiometric samples are taken at the two 85 GHz
channels and, on alternate scans, 64 discrete samples are taken at the remaining 5 lower frequency
channels. The antenna beam intersects the Earth’s surface at an incidence angle of 53.1 (as meas-
ured from the local Earth normal). This, combined with the conical scan geometry, results in a
swath width of approximately 1400 km. The SSM/I sensor weighs 48.6 kg and consumes 45W.
The data rate is 3276 bps.
One example of the use of SSM/I data is the routine mapping of sea ice concentrations in the

Arctic and Antarctic regions. The algorithm used to identify sea ice is based on the observation that
the microwave emission from sea ice and open water has very different polarization and frequency
responses (Cavalieri et al., 1984, 1991). In general, open water shows brightness temperaturesmeas-
ured at vertical polarization significantly higher than those measured at horizontal polarization.
The microwave emission from sea ice, however, shows little difference between brightness
temperatures measured at the two different polarizations. Open water shows higher emission at
37 GHz than at 19 GHz, while the opposite is true for multiyear sea ice. First year sea ice shows
little difference in emission at 19 and 37 GHz. Figures 5.18 and 5.19 show the average sea ice con-
centrations for the arctic and the Antarctic for 2003. The dynamic changes in sea ice concentration
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are clearly visible in these images. Data like these can be found on the internet site of the National
Snow and Ice Distribution Center (NSIDC).

5.5.3 Tropical Rainfall Mapping Mission Microwave Imager (TMI)

TMI is a total power microwave radiometer on the Tropical Rainfall Mapping Mission (TRMM)
satellite that is used to provide quantitative information about precipitation in a wide swath under
the satellite. TMI is based in the SSM/I design, with the addition of a dual polarized 10.7 GHz chan-
nel for a total of five frequencies (10.7, 19.4, 21.3, 37, 85.5 GHz).
The TMI antenna is an offset parabola, with an aperture size of 61 cm projected along the prop-

agation direction. The antenna beam views the earth surface with an angle relative to nadir of 49 ,
which results in an incident angle of 52.8 at the surface. The TMI antenna rotates in a conical scan
about the nadir axis at a constant speed of 31.6 rpm. Only the forward 130 of the scan circle is used
for taking data. The rest is used for calibrations and other instrument housekeeping purposes. From
the TRMM orbit of 350 km altitude, the 130 sector scanned yields a swath width of 758.5 km.
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Figure 5.18 Monthly mean sea ice concentration for the northern hemisphere for the year 2003. Source: Data
from SOTC: Sea Ice, NSIDC.
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During each complete revolution of the antenna, the TRMM subsatellite point advances by a dis-
tance of 13.9 km. Since the smallest footprint (85.5-GHz channels) size is only 6.9 km (down-track
direction) by 4.6 km (cross-track direction), there is a gap of 7.0 km between successive scans. How-
ever, this is the only frequency where there is a small gap. For all other frequency channels, foot-
prints from successive scans overlap the previous scans.

5.5.4 AMSR-E

The AMSR-E instrument is the latest addition to the family of spaceborne microwave radiometers,
and was launched on NASA’s Aqua satellite in April 2003. It is a six frequency conically scanning
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Figure 5.19 Monthly mean sea ice concentration for the southern hemisphere for the year 2003. Source: Data
from SOTC: Sea Ice, NSIDC.
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Figure 5.A Geometry for Problem 5.9.
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radiometer operating at frequencies 6.925, 10.65, 18.7, 23.8, 36.5 and 89 GHz. Table 5.3 summarizes
some of the parameters of the AMSR-E instrument.
AMSR-E uses an offset parabolic antenna with 1.6 m diameter, which points at a fixed angle of

47.4 from nadir, which means that it measures the radiation from a local surface angle of 55 . The
instrument records energy over an arc of ±61 about the nadir track. From the orbital altitude of
705 km, this provides a swath width of 1445 km.

5.5.5 SMAP Radiometer

The SMAP mission (Soil Moisture Active Passive) was launched in 2015. Its objective was to glob-
ally map surface and near subsurface soil moisture and freeze/thaw state. These measurements are
important to understand the link between terrestrial water, energy flux, and carbon cycle. Soil
moisture is a key factor in evaporation and transpiration of the land–atmosphere boundary. The
freeze–thaw state is a key element in the carbon uptake and release in the boreal landscape.
The SMAP spacecraft carried two instruments, a radar (active) and radiometer (passive), that

together made global measurements of land surface soil moisture and freeze/thaw state. The radar
and radiometer shared a single feedhorn and reflector. The deployable mesh reflector is offset from
nadir and rotates about the nadir axis at 14.6 rpm, providing a conically scanning antenna beam
with a surface incidence angle of 40 .
The SMAP instrument incorporates an L-band radar (VV, HH, and HV polarizations) and an L-

band radiometer (V, H, and third and fourth Stokes parameter polarizations).
The L-band frequency enables observations of soil moisture through moderate vegetation cover,

independent of cloud cover and night or day. Multiple polarizations enable accurate soil moisture
estimates to be made with corrections for vegetation, surface roughness, Faraday rotation, and
other perturbing factors.

Exercises

5.1 Consider the case of a half-space with index of refraction n1 covered by a thin layer of thick-
ness L and index of refraction n2. Derive the brightness temperature T of this medium, for
both horizontal and vertical polarization. Plot the following:
(a) T as a function of L/λ for nadir looking.
(b) T as a function of θ for L/λ= 0.1, 1, and 10. In both cases, assume Tg= 300 K, andTs=50

K = constant. Consider both the cases of n1 = 3, n2 = 8, and n1 = 9, n2 = 1.8.

5.2 Calculate the brightness temperature of a rough surface characterized by the following scatter
functions:

σ θ, θ ,ϕ = ρ0 2π where ρ0 = constant

σ θ, θ ,ϕ = ρ0 cos
2 θ + θ 2π

Table 5.3 AMSR-E instrument characteristics.

Center frequency (GHz) 6.925 10.65 18.7 23.8 36.5 89

Ground spot size (km × km) 74 × 43 51 × 30 27 × 16 31 × 18 14 × 8 6 × 4

Sensitivity (K) 0.3 0.6 0.6 0.6 0.6 1.1
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5.3 Consider the case of a homogeneous half-space. Calculate and plot as a function of the look
angle θ the value of ΔT/Δn, which represents the change in T due to change in surface index
of refraction n. Do the calculation for both horizontal and vertical polarization. Assume
Tg = 300 K and examine both the cases where Ts = 40 K, and Ts = 40/cos θ K. Consider both
the cases of and n = 9.

5.4 A radiometer is being used tomap and locate the edge of the ocean ice cover where the surface
microwave brightness temperature has a sudden jump from Tl to Ts. The antenna used has a
pattern given by

G θ =
G0 for − 10 ≤ θ ≤ 10

0 otherwise

Plot the observed change in the temperature profile for the case Tl = 295 and Ts = 270 K.
Assume that the sensor altitude is 600 km and that it moves at a speed of 7 km/sec.

5.5 Repeat Problem 5.4 for the case where the antenna pattern is

G θ = G0
sin α
α

2

with α = πθ/θ0 and θ0 = 10 .

5.6 Repeat the previous two exercises for the case where the surface temperature is equal to Tl

everywhere except for −X ≤ x ≤ X, where it is equal to Ts. Consider the two cases where
X = 5 km and X = 20 km.

5.7 An imaging radiometer uses a conical scanning approach to achieve a swath width of 1400 km
from a 600 km altitude. The antenna is 2 m in diameter and the instrument operates at 10
GHz. The system has a bandwidth of 100MHz, and a system noise temperature of Trec = 700
K. The gain fluctuations are controlled to ΔGs/Gs = 10−3 Calculate:
(a) The surface resolution and antenna pointing angle (ignore the curvature of the earth)
(b) The scanning rate in revolutions per minute assuming that the satellite moves at 7 km/sec
(c) The maximum dwell time for each pixel
(d) The sensitivity of the radiometer operated as a total power radiometer
(e) The sensitivity of the radiometer operated as an unbalanced Dicke radiometer if

Ta − Tref = 10 K
(f) The sensitivity of the radiometer operated as a balanced Dicke radiometer
Assume the antenna temperature as 300 K. In parts (e)–(f ), assume that the integration

time is equal to half the time it takes for the antenna footprint to move the distance equal
to a footprint size. Repeat the calculations for an operating frequency of 36 GHz.

5.8 Repeat the previous exercise for a system that uses a planar scanning approach.

5.9 Plot the real part of the complex visibility function of the antenna configuration shown below.
Assume that the individual antenna patterns are

A θ = cos θ−
π

2
≤ θ ≤

π

2

Assume that x = λ/2.
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5.10 The microwave temperature of a soil surface covered by a vegetation canopy can be writ-
ten as

T = 1− ρi Tge
− τ + Tc 1− e− τ + ρiTc 1− e− τ e− τ

where Tg and Tc are the temperatures of the soil and the canopy, respectively. The subscript i
refers to the polarization (either horizontal or vertical). The optical depth τ of the canopy is a
function of the vegetation water content according to

τ = bWc

The constant b is a vegetation opacity coefficient that is determined experimentally and
has a value of approximately 0.1 at L band.
For dawn (6:00 a.m. local time) orbit overpasses, the soil and vegetation temperatures are

approximately equal to the surface air temperature, and the brightness temperature can be
written:

T = Ta 1− ρie
− 2τ

where Ta is the surface air temperature. Assume that the soil has a dielectric constant of 15.
Calculate the expected change in microwave temperature for a 5% change in soil dielectric
constant, and plot this as a function of the vegetation water content.
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6

Solid-Surface Sensing

Microwave and Radio Frequencies

Active microwave sensors are playing a large role in remote sensing of planetary surfaces. Space-
borne imaging radars, scatterometers, and altimeters were first developed in the late 1970s and
early 1980s. Advanced radar implementations, such as polarimetric and interferometric systems,
were developed in the 1980s, and were flown in space in the mid to late 1990s. They provide infor-
mation about the surface physical (topography, morphology, and roughness) and dielectric proper-
ties. In some cases, they provide information about the subsurface properties. These sensors have
the attractive features that they operate independently of sun illumination and usually are not sen-
sitive to weather conditions or cloud cover. Thus, they are particularly suitable to monitoring
dynamic phenomena with short-time constant where repetitive observation is required irrelevant
of “optical visibility” conditions.

6.1 Surface Interaction Mechanism

Any interface separating twomedia with different electric or magnetic properties will affect an elec-
tromagnetic wave incident on it. Let us assume a plane electromagnetic wave is incident on an
interface separating a vacuum half-space (Earth’s atmosphere acts almost like a vacuum at the fre-
quencies used in spaceborne radars) and a dielectric half-space of dielectric constant (see Fig. 6.1
(a)). The electromagnetic wave will interact with the atoms in the dielectric. These would then
become small electromagnetic oscillators and radiate waves in all directions. Thus, some energy
will be radiated toward the upper as well as lower half-space (Fig. 6.1(a)).
If the surface is perfectly flat, the incident wave will excite the atomic oscillators in the dielectric

medium at a relative phase such that the reradiated field consists of two plane waves (see Fig. 6.1
(b)): one in the upper medium at an angle equal to the angle of incidence—this is the reflected
wave—and one in the lower medium at an angle θ equal to

θ = arcsin
sin θ

6 1

where θ is the incidence angle—this is the refracted or transmitted wave.
If the surface is rough, then some of the energy is reradiated in all directions. This is the scattered

field (Fig. 6.1(b)). The amount of energy scattered in all directions other than the Fresnel reflection
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direction is dependent on the magnitude of the surface roughness relative to the wavelength of the
incident wave (see Fig. 6.1(c)). In the extreme case where the surface is very rough, the energy is
scattered equally in all directions. Of particular interest for spaceborne imaging radars is the
amount of energy scattered back toward the sensor. This is characterized by the surface backscatter
cross section σ(θ).

Incident
wave

Radiated wave

(a)

(b)

(c)

Radiated wave

Interface

ϵ

ϵ ϵ

θ θ

θʹ

Figure 6.1 (a) An incident wave on a dielectric half-space will excite the dielectric atoms, which become small
oscillating dipoles. These dipoles reradiate waves in both half-spaces. (b) In the case of a flat interface (left), the
reradiated waves are in two specific directions: reflection and refraction. In the case of a rough surface (right),
waves are reradiated in all directions. (c) Pattern of reradiated waves in the upper half-space for increasingly
rough interfaces.
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The backscatter cross section is defined as the ratio of the energy received by the sensor over the
energy that the sensor would have received if the surface had scattered the energy incident on it in
an isotropic fashion. The backscatter cross section is usually expressed in dB (decibels), which is
given by:

σ = 10 log energy ratio

The backscatter cross section expressed in dB can be a positive number (focusing of energy in the
back direction) or a negative number (focusing of energy away from the back direction).

6.1.1 Surface Scattering Models

Radar scattering from a surface is strongly affected by the surface geometrical properties. The sur-
face small-scale geometric shape (also called roughness) can be statistically characterized by its
standard deviation relative to a mean flat surface. The surface standard deviation (commonly
referred to as the surface roughness) is the root mean square (r.m.s.) of the actual surface deviation
from this average surface. However, knowing the surface standard deviation is not yet a complete
description of the surface geometrical properties. It is also important to know how the local surface
deviation from themean surface is related to the deviation from themean surface at other points on
the surface. This is mathematically described by the surface height autocorrelation function. The
surface correlation length is the separation after which the deviation from the mean surface for two
points is statistically independent. Mathematically, it is the length after which the autocorrelation
function is less than 1/e.
Consider first the case of a perfectly smooth surface of infinite extent that is uniformly illumi-

nated by a plane wave. This surface will reflect the incident wave into the specular direction with
scattering amplitudes equal to the well-known Fresnel reflection coefficients as described in the
previous section. In this case, no scattered energy will be received in any other direction. If now
the surface is made finite in extent, or the infinite surface is illuminated by a finite extent uniform
plane wave, the situation changes. In this case, the far-field power will decrease proportional to the
distance squared (the well-known R-squared law). The maximum amount of reflected power still
appears in the specular direction, but a lobe structure, similar to an “antenna pattern,” appears
around the specular direction. The exact shape of the lobe structure depends on the size and
the shape of the finite illuminated area, and the pattern is adequately predicted using physical
optics calculations. This component of the scattered power is often referred to as the coherent com-
ponent of the scattered field. For angles far away from the specular direction, there will be very little
scattered power in the coherent component.
The next step is to add some roughness to the finite surface such that the mean-square height of

the surface is still much less than the wavelength of the illuminating source. The first effect is that
some of the incident energy will now be scattered in directions other than the specular direction.
The net effect of this scattered energy is to fill the nulls in the “antenna pattern” of the coherent field
described above. The component of the scattered power that is the result of the presence of surface
roughness is referred to as the incoherent component of the scattered field. At angles significantly
away from the specular direction, such as the backscatter direction at larger incidence angles, the
incoherent part of the scattered field usually dominates.
As the roughness of the surface increases, less power is contained in the coherent component,

and more in the incoherent component. In the limit where the r.m.s. height becomes significantly
larger than the wavelength, the coherent component is typically no longer distinguishable, and the
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incoherent power dominates in all directions. In this limit, the strength of the scattering in any
given direction is related to the number of surface facets that are oriented such that they reflect
specularly in that direction. This is the same phenomenon that causes the shimmering of the moon
on a roughened water surface.
Several different criteria exist to decide if a surface is “smooth” or “rough.” The most commonly

used one is the so-called Rayleigh criterion that classifies a surface as rough if the r.m.s. height satis-
fies h> λ/8 cos θ. Here, θ is the angle at which the radar wave is incident on the surface. A more
accurate approximation of surface roughness was introduced by Peake and Oliver (1971). Accord-
ing to this approximation, a surface is considered smooth if h< λ/25 cos θ and is considered rough if
h> λ/4 cos θ. Any surface that falls in between these two values is considered to have intermediate
roughness.
Depending on the angle of incidence, two different approaches are used to model radar scattering

from rough natural surfaces. For small angles of incidence, scattering is dominated by reflections
from appropriately oriented facets on the surface. In this regime, physical optics principles are used
to derive the scattering equations. As a rule of thumb, facet scattering dominates for angles of inci-
dence less than 20–30 . For the larger angles of incidence, scattering from the small-scale roughness
dominates. The best-known model for describing this type of scattering is the small perturbation
model, often referred to as the Bragg model. This model, as its name suggests, treats the surface
roughness as a small perturbation from a flat surface. More recently, Fung et al. (1992) proposed
a model based on an integral equation solution to the scattering problem that seems to describe the
scattering adequately in both limits.

6.1.1.1 First-Order Small Perturbation Model

The use of the first-order small perturbation model to describe scattering from slightly rough sur-
faces dates back to Rice (1951). Rice used a perturbation technique to show that to first order, the
scattering cross sections of a slightly rough surface can be written as

σxx = 4πk4h2 cos 4θ αxx
2W 2k sin θ, 0 ; xx = hh or vv

σhv = 0
6 2

where k= 2π/λ, is the wavenumber, λ is the wavelength, and θ is the local incidence angle at which
the radar waves impinge on the surface. The roughness characteristics of the surface are described
by two parameters; h is the surface r.m.s. height and W(ξx, ξy) is the two-dimensional normalized
surface roughness spectrum, which is the Fourier transform of the two-dimensional normalized
surface autocorrelation function. Note that the surface r.m.s. height should be calculated after local
slopes have been removed from the surface profile; the slope of the surface changes the radar cross
section because of the change in the local incidence angle. Local slopes that tilt toward or away from
the radar do not change the surface roughness; instead they affect the local incidence angle. This is a
frequent source of error in laboratory and field experiments.
The two most commonly used roughness spectrum functions are those for surfaces that are

described by Gaussian and exponential correlation functions. These two roughness spectrum func-
tions are

Wg kx , ky =
l2

π
exp

− k2x + k2y l2

4
6 3
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and

We kx , ky =
2l2

π 1 + k2x + k2y l2
3 2

6 4

The surface electrical properties are contained in the variable αxx, which is given by

αhh =
− 1

cos θ + − sin 2θ
2 6 5

αvv =
− 1 − 1 sin 2θ +

cos θ + − sin 2θ
2 6 6

Here, is the dielectric constant, or relative permittivity, of the soil. We note that the small per-
turbationmodel as described here is applicable only to relatively smooth surfaces. The usual assump-
tions are that the roughness is small compared to the wavelength, i.e., kh< 0.3 and that the r.m.s.
slope satisfies s< 0.3. Note that the first-order small perturbation model predicts no depolarization,
i.e., no power is observed in the polarization orthogonal to that used for transmission. If the calcula-
tions are extended to second order, a cross-polarized component is predicted (Valenzuela, 1967).
Several researchers have measured profiles of micro-topography in order to better describe the

roughness characteristics of natural surfaces. The profiles of micro-topography are measured using
various different approaches. The simplest approach utilizes a large board with a grid painted on it.
The board is then pushed into the surface to the lowest point on the surface, and a photograph is
taken of the board covered with the surface profile. The profile is then later digitized from the pho-
tograph. The advantage of this approach is that it is easy to make the measurement, and the equip-
ment is relatively cheap and easily operated in the field. Disadvantages include the fact that only
relatively short profiles can bemeasured (typically ameter or two at best), and that the soil has to be
soft enough to push the board into.
A second approach utilizes a horizontal bar with an array of vertical rods of equal length that are

dropped to the surface. The heights of the top of the rods above a known level surface are then
measured and recorded. While relatively easier to operate than the boards described above, espe-
cially over rocky or hard surfaces, the disadvantage of this method is still the limited length of the
profiles than can be measured with one instrument, leading to a large amount of time required to
make measurements of reasonably large areas, especially in regions with difficult access.
Laser profilers are also sometimes used to measure micro-topography. In this case, a laser is

mounted on a frame that allows the laser to translate in a raster pattern. Measurements are typically
taken every cm or so along a particular profile. These instruments obviously require power to oper-
ate, limiting their utility to easily accessible areas. An additional drawback is that the size of the
frame usually limits the area that can be measured to a meter or so square. Lasers are also some-
times operated from low-flying aircraft, but in this case, the measurement density is inadequate for
micro-topography studies.
Stereo photography, either at close range, or from specially equipped helicopters, seems to pro-

vide the best balance between accuracy and coverage. The photographs are digitized and then cor-
related against each other to reconstruct the micro-topography using the same kind of software
developed to construct large-scale digital elevation models from stereo cameras flown on either air-
craft or satellites. While more expensive to acquire, the full three-dimensional surface can be recon-
structed over a relatively large area, leading to improved statistics.
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Using stereo photographs acquired from a helicopter, Farr (1992) studied the roughness charac-
teristics of several lava flows in the Mojave Desert in southern California. He found that the power
spectra of these natural surfaces exhibit the general form

W k = bkm 6 7

with the value of the exponent m between −2 and −3, consistent with known behavior of topog-
raphy at larger scales. His measurements showed values closer to−2, and that the magnitude ofm
first seems to increase with lava flow age, but then decreases for surfaces between 0.14 and 0.85
million years old. For surfaces older than 0.85million years, the magnitude ofm seems to increase
again. The change in surface roughness is consistent with a model of erosion of the surface in
arid terrain. At first, the sharper edges of the lava flows are eroded and wind-blown material
tend to fill in the lower spots in the surface, gradually reducing the surface roughness. As the
surface ages, however, water erosion starts cutting channels into the surface, roughening the
profile again.
Shi et al. (1997) report a different approach to their analysis of surface roughness characteris-

tics. Using 117 roughness profiles measured over various fields in the Washita watershed, they
fitted the correlation function of the measured profiles with a general correlation function of
the form

ρ r = exp − r l n 6 8

Values of n = 1 correspond to an exponential correlation function, while n = 2 correspond to a
Gaussian. Their results indicate that 76% of the surfaces could be fitted with values of n≤ 1.4, lead-
ing to the conclusion that the exponential correlation function is the more appropriate description
of the surface correlation function.
We note that for values of kl>> 1, the roughness spectrum of the exponential correlation func-

tion behaves like Equation (6.7) with an exponent −3. The results from the Shi et al. (1997) study
seem to indicate that agriculture and pasture fields have roughness spectra that contain more
energy at the longer spatial scales than the natural lava flow surfaces studied by Farr.
The electrical properties of a rough surface are described by the complex dielectric constant, or

relative permittivity, of the soil, which is a strong function of the soil moisture. This is the result of
the fact that the dielectric resonance of both pure and saline water lies in the microwave portion
of the electromagnetic spectrum. Dry soil surfaces have dielectric constants on the order of 2–3,
while water has a dielectric constant of approximately 80 at microwave frequencies. Therefore,
adding a relatively small amount of water to the soil drastically changes the value of the dielectric
constant.
A wet bare soil consists of a mixture of soil particles, air, and liquid water. Usually, the water

contained in the soil is further divided into two parts, so-called bound and free water. Due to
the influence of matric and osmotic forces, the water molecules contained within the first few
molecular layers surrounding the soil particles are tightly held by the soil particles, hence the term
bound water. The amount of bound water is directly proportional to the surface area of the soil
particles, which, in turn, is a function of the soil texture and mineralogy. Because of the relatively
strong forces acting on it, bound water exhibits an electromagnetic spectrum that is different from
that of regular liquid water. Because the matric forces acting on a water molecule decrease rapidly
with distance away from the soil particle, water molecules locatedmore than a fewmolecular layers
away from the soil particles are able to move throughout the soil with relative ease, and is known as
free water for this reason. The complex dielectric constant of both bound and free water is a func-
tion of frequency, temperature, and salinity of the soil.
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Dobson et al. (1985) derived a semiempirical relationship between the dielectric constant and the
volumetric soil moisture, mv, of the form (see also Peplinski et al., 1995)

= 1 +
ρb
ρs

α
s + mβ

v
α
fw −mv

1 α

6 9

where α= 0.65, ρs= 2.66 g/cm3, s is the dielectric constant of the solid soil (typical value≈4.7, ρb is
the bulk density of the soil (on the order of 1.1 g/cm3 for sandy loam soils), and β is a parameter that
is a function of the soil texture.

β = 1 2748− 0 00519S− 0 00152C 6 10

S and C are the percentage of sand and clay in the soil, respectively. The dielectric constant of free
water is a function of temperature and frequency, and is given by

fw = w∞ + w0 − w∞

1 + 2πf τw
2 6 11

In Equation (6.11), τw is the relaxation time for water, w0 is the static dielectric constant for
water, w∞ = 4.9 is the high-frequency limit of the real part of the dielectric constant for water,
and f is the frequency. Both τw and w0 are functions of temperature (Ulaby et al., 1985). At
20 C, the values are 2πτw = 0.58 × 10−10 seconds and w0 = 80.1.
Equation (6.9) describes a nonlinear relationship between the dielectric constant and the volu-

metric soil moisture of a surface, and has been used to explain the observed nonlinear relationship
between these two quantities as shown in Figure 5.7.

6.1.1.2 The Integral Equation Model

Fung et al. (1992) showed that the expressions for the tangential surface fields on a rough dielectric
surface can be written as a pair of integral equations. The scattered fields, in turn, are written in
terms of these tangential surface fields. Using this formulation, and standard approximations, they
showed that the scattered field can be interpreted as a single scattering term and a multiple scat-
tering term. When the surface is smooth enough, the single scattering term reduces to the well-
known small perturbation model described above, and the cross-polarized terms reduce numeri-
cally to the second-order small perturbation result. Their results also show that in the high-
frequency limit, only the well-known Kirchoff term described by the Physical Optics model remains
significant for surfaces with small r.m.s. slopes. When the surface r.m.s. slopes are large, however,
the multiple scattering terms are important.
Fung et al. (1992) showed that the single scattering backscatter cross sections can be written as

σxy =
k2

2
exp − 2k2h2 cos 2θ

∞

n = 1

h2n Inxy
2 Wn − 2k sin θ, 0

n
6 12

with

Inxy = 2k cos θ n f xy exp − k2h2 cos 2θ

+
kn cos nθ Fxy − k sin θ, 0 + Fxy k sin θ, 0

2

6 13

The termWn is the Fourier transform of the nth power of the surface correlation function, which
can be calculated using
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Wn k =
2
π

∞

0
rρn r Jo kr dr 6 14

where J0(x) is the Bessel function of the first kind and order zero. Also

f hh =
− 2Rh

cos θ
; f vv =

2Rv

cos θ
; f hv = f vh = 0 6 15

with Rh and Rv the well-known Fresnel reflection coefficients for horizontal and vertical polariza-
tion, respectively. Finally,

Fhh − k sin θ, 0 + Fhh k sin θ, 0 =
− 2 sin 2θ 1 + Rh

2

cos θ
1−

1
μ

+
μ − sin 2θ− μ cos 2θ

μ2 cos 2θ

6 16

Fvv − k sin θ, 0 + Fvv k sin θ, 0 =
2 sin 2θ 1 + Rv

2

cos θ
1−

1
+

μ − sin 2θ− cos 2θ
2 cos 2θ

6 17

Fhv − k sin θ, 0 + Fhv k sin θ, 0 = 0 6 18

where μ is the relative permeability of the surface, and is the relative permittivity, or dielectric
constant. Note again that the single scattering term does not predict any depolarization. The cross-
polarized return is predicted by the multiple scattering term. The expressions are quite complicated
and are given in Fung et al. (1992). Figure 6.2 shows the predicted backscatter cross section as a
function of incidence angle for different surface roughness values and different dielectric constants.
The plot on the left shows that increasing the surface roughness generally causes an increase in the
radar cross sections for all polarization combinations. Notice how the difference between the HH
and VV cross sections becomes smaller as the surface gets rougher. The plot on the right shows that
increasing the dielectric constant (or soil moisture) also increases the radar cross sections for all
polarizations. In this case, however, increasing the dielectric constant also increases the difference
between the HH and VV cross sections.

6.1.2 Absorption Losses and Volume Scattering

All natural materials have a complex dielectric constant :

= + i 6 19

where the imaginary part corresponds to the ability of the medium to absorb the wave and trans-
form its energy to another type of energy (heat, chemical, etc.). If we consider a wave propagating in
a homogeneous medium, then

E = E0e
i kx

If we assume that , then

= + i = +
i

2
6 20

and

E = E0e
− αax ei kx 6 21
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where

αa =
k

2
=

π

λ

and the power of the wave as a function of x can be written as:

P x = P 0 e− 2αax 6 22
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Figure 6.2 The predicted radar cross sections for a slightly rough surface assuming an exponential correlation
function. The figure on the left shows the effect of changing surface roughness and constant dielectric
constant, while the figure on the right shows the effect of changing dielectric constant for constant roughness.

198 6 Solid-Surface Sensing



If αa is a function of x, then the above equation will become:

P x = P 0 exp − 2
x

0
αa ξ dξ 6 23

The penetration depth Lp is defined as the depth at which the power decreases to P(0) e−1 (i.e., 4.3
dB loss). Thus:

Lp =
1
2αa

=
λ

2π
6 24

This can also be expressed as a function of the medium loss tangent (tan δ = / ):

Lp =
λ

2π tan δ
6 25

Typically, dry low-loss soils have = 3 and tan δ = 10−2, which give Lp = 9.2λ.
At this depth, the incident power is 4.3 dB weaker than at the surface. In the case of radar obser-

vation, if the interface is covered by a layer of thickness Lp, the attenuation due to absorption alone
will be 2 × 4.3 = 8.6 dB for a normally incident wave. The factor 2 represents the fact that absorp-
tion affects both the incident and the scattered waves.
The loss tangents of natural surfaces vary over a wide range. For pure ice, dry soil, and perma-

frost, it is usually less than 10−2. For wet soil, sea ice, and vegetation, it is usually around 10−1. The
loss tangent always increases with the percentage of liquid water present in the propagation
medium.
In the case of an inhomogeneous medium such as a vegetation canopy, the propagating

wave loses part of its energy by scattering in all directions. Part of the scattered energy is in
the back direction. An inhomogeneous medium can be modeled as a collection of uniformly
distributed identical scatterers of backscatter cross section σi and extinction cross section αi.
The extinction cross section includes both absorption and scattering losses. If the effect of mul-
tiple scattering is neglected, the backscatter cross section of a layer of scatterers of thickness H
can be written as:

σρ =
H

0
συe

− 2αz cos θ dz =
συ cos θ

2α
1− e− 2αH sec θ 6 26

where

συ = Nσi

α = Nαi

N = number of scatterers per unit volume

If the layer covers a surface with backscatter cross section σs, the total backscatter coefficient can
be written as

σ = σρ + σse
− 2αH sec θ + σsv 6 27

The third term represents energy that interacted with the surface and the volume scatterers,
and is commonly referred to as the double-bounce term. All the variables in Equations (6.26)
and (6.27) could be different for different polarization combinations if the individual scatterers
are not randomly oriented.
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Dielectric cylinders are commonly used to model branches and trunks of trees. Depending on
what type of tree is being modeled, different statistical orientations are assumed for the branches.
Grasslands and crops like wheat are also modeled using thin dielectric cylinders as the individual
scatterers. In this case, the scatterers are assumed to be oriented with a narrow statistical distribu-
tion around the vertical. If the plants being modeled have large leaves, they are typically modeled
using dielectric disks.

6.1.3 Effects of Polarization

Electromagnetic wave propagation is a vector phenomenon, i.e., all electromagnetic waves can be
expressed as complex vectors. Plane electromagnetic waves can be represented by two-dimensional
complex vectors. This is also the case for spherical waves when the observation point is sufficiently
far removed from the source of the spherical wave. Therefore, if one observes a wave transmitted by
a radar antenna when the wave is a large distance from the antenna (in the far-field of the antenna),
the radiated electromagnetic wave can be adequately described by a two-dimensional complex vec-
tor. If this radiated wave is now scattered by an object, and one observes this wave in the far-field of
the scatterer, the scattered wave can again be adequately described by a two-dimensional vector. In
this abstract way, one can consider the scatterer as a mathematical operator which takes one two-
dimensional complex vector (the wave impinging upon the object) and changes that into another
two-dimensional vector (the scattered wave). Mathematically, therefore, a scatterer can be charac-
terized by a complex 2 × 2 scattering matrix:

Esc = S Etr 6 28

where Etr is the electric field vector that was transmitted by the radar antenna, [S] is the 2 × 2 com-
plex scattering matrix that describes how the scatterer modified the incident electric field vector,
and Esc is the electric field vector that is incident on the radar receiving antenna. This scattering
matrix is a function of the radar frequency, and the viewing geometry.
The voltage measured by the radar system is the scalar product of the radar antenna polarization

and the incident wave electric field, i.e.,

V = prec S ptr 6 29

Here, ptr and prec are the normalized polarization vectors describing the transmitting and receiv-
ing radar antennas. The power received by the radar is the magnitude of the voltage squared

P = VV∗ = prec S prad 2
6 30

Once the complete scattering matrix is known and calibrated, one can synthesize the radar cross
section for any arbitrary combination of transmit and receive polarizations using Equation (6.30).
This expression forms the basis of radar polarimetry, which we shall describe in more detail later in
this chapter. Figure 6.3 shows a number of such synthesized images for the San Francisco Bay area
in California. The data were acquired with the NASA/JPL AIRSAR system. The Golden Gate bridge
is the linear feature at the topmiddle of the image. Golden Gate Park is the large rectangle about 1/3
from the bottom of the image. Note the strong variation in the relative return from the urban areas
in the top left image. These are related to the orientation of the buildings and the streets relative to
the radar look direction (Zebker et al., 1987). The contrast between the urban areas and the
vegetated areas such as Golden Gate Park is maximized using the 45 linear polarization for trans-
mit, and 135 linear polarization for receive (see Chapter 7 of Ulaby and Elachi, 1990 for a
discussion).
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To further illustrate the effect of polarization, let us consider a simplified model of a vegetation
canopy consisting of short vertically oriented linear scatterers over a rough surface. If we assume
that the scatterers can bemodeled as short vertical dipoles, and we ignore the higher order term that
contains the interaction between the dipoles and the underlying surface, then a horizontally polar-
ized incident wave will not interact with the canopy (i.e., συ = 0, α = 0) and will scatter from the
surface leading to a backscatter cross section:

σHH = σsHH

Transmit: horizontal, receive: horizontal Transmit: vertical, receive: vertical Transmit: horizontal, receive: vertical

Transmit: 45° linear, receive: 45° linear Transmit: 135° linear, receive: 135° linear Transmit: 45° linear, receive: 135° linear

Transmit: RH circular, receive: RH circular Transmit: LH circular, receive: LH circular Transmit: RH circular, receive: LH circular

Figure 6.3 This series of L-band images of San Francisco were synthesized from a single polarimetric image
acquired by the NASA/JPL AIRSAR system at L-band. The nine images show the co-polarized (transmit and
receive polarizations are the same) and the cross-polarized (transmit and receive polarizations are orthogonal)
images for the three axes of the Poincaré sphere. Note the relative change in brightness between the city of San
Francisco, the ocean, and the Golden Gate Park, which is the large rectangle about 1/3 from the bottom of the
images. The radar illumination is from the left. Source: Image acquired by the NASA/JPL AIRSAR system at
L-band.
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On the other hand, a vertically polarized wave will interact strongly with the dipoles, leading to
an expression for σVV equal to the first two terms given in Equation (6.27). If we take an interme-
diate situation in which the polarization vector is rotated by an angle ϕ relative to the horizontal
component, then only the vertical component will interact with the dipoles, leading to an expres-
sion for σ equal to:

σϕϕ = σsHH cos 2ϕ + σsVV sin 2ϕ e− 2αH sec θ +
συ sin 2ϕ cos θ

2α
1− e− 2αH sec θ 6 31

Thus, as the polarization vector is rotated from the horizontal state to the vertical one, the effect of
the canopy begins playing an increasingly larger role. Figure 6.4 shows a sketch which illustrates
this effect.

6.1.4 Effects of the Frequency

The frequency of the incident wave plays a major role in the interaction with the surface. It is a key
factor in the penetration depth Equation (6.13), scattering from a rough surface (Equations 6.2 and
6.12), and scattering from finite scatterers.
The penetration depth is directly proportional to the ratio λ/ tan δ. The loss tangent does vary with

the wavelength. However, for most material, the penetration depth varies linearly with λ in the
radar sensor’s spectral region. An L-band (20 cm wavelength) signal will penetrate about 10 times
deeper than a Ku band (2 cm wavelength) signal, thus providing access to a significant volumetric
layer near the surface.
Figure 6.5 shows the penetration depth for a variety of natural materials. It is clear that the fre-

quency plays a significant role in what will be sensed with an imaging radar. A surface covered with

Absorption Depth of
penetration

0 90°ϕ

VV

HH

L

Figure 6.4 Sketch showing total absorption (continuous line) and themean depth of penetration (dashed line)
in a layer consisting of vertically oriented scatterers as a function of the direction ϕ of the polarization vector
relative to the incidence plane.
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2m of pure snow will not be visible at frequencies above 10 GHz, while the snow cover is effectively
transparent at frequencies of 1.2 GHz or lower.
Moisture is a key factor affecting the penetration depth. Figure 6.5 shows that, at L-band frequen-

cies, soils with very low moisture have penetration depth of 1 m or more. This situation is encoun-
tered inmany arid and hyperarid regions of the world such asmost of northern Africa, north central
China, southwestern United States, and the Arabian peninsula. However, in most temperate
regions where the moisture exceeds a few percentage points, the penetration depth becomes less
than a few centimeters, particularly at the high end of the spectrum.
In addition, the scattering from a rough surface is strongly dependent on the frequency Equa-

tion (6.2). In the case of a constant roughness spectrum, the backscatter cross section increases
as the fourth power of the frequency. Even if the surface roughness spectrum decreases as
the square or the cube of the spectral frequency (i.e., W~k−2 or k−3), the backscatter cross
section will still strongly increase as a function of frequency. Figure 6.6 shows the behavior of
the backscatter as a function of frequency for a variety of surface types.
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Figure 6.6 Examples of backscatter cross section as a function of frequency for a variety of natural surfaces for
different incidence angles (a–c). Source: Ulaby et al. (1982). © 1982, Artech House.
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Figure 6.7 shows dramatically the effect of frequency in the case of scattering from a forest canopy
in the Black Forest in Germany. The images were acquired with the NASA/JPL AIRSAR system in
1991. The low-frequency P-band (68 cm wavelength) HH image shows variations in brightness that
are correlated with the topography of the terrain under the trees. The areas that have the higher
returns are where the local topography is nearly flat, and is dominated by radar signals reflected off
the ground, followed by a reflection off the tree trunks, before returning to the radar. When the
ground slopes away from the radar or toward it, this term decreases rapidly, leading to a reduction
in the observed return near the streams (van Zyl, 1993). The L-band (24 cm wavelength) HH image
shows little variations in brightness, because the penetration length is shorter than that at the P-
band (see Equations 6.23), which means that the scattering is dominated by returns from the
branches in the canopy.

6.1.5 Effects of the Incidence Angle

As shown in Figure 6.2, the backscatter return is strongly dependent on the angle of incidence. At
small angles, the backscattered return varies significantly with the angle of incidence, and it pro-
vides information on the surface slope’s distribution for topography at a scale significantly larger
than the wavelength. At large angles, the return signal provides information about the small-scale
structure. Thus, different surfaces could be discriminated and classified based on their “angular
signature” in a similar fashion as “spectral signature” and “polarization signature” can be used
for classification. Figure 6.8(a) illustrates the general behavior of σ(θ) for general categories of sur-
faces. Figure 6.8(b) shows spaceborne radar imagery of the same area acquired at three different
angles, clearly demonstrating the variations of the angular signature of different types of terrain.

P-band L-Band

Figure 6.7 Dual frequency image of the Black Forest in Germany acquired by the NASA/JPL AIRSAR system.
See text for a discussion on the differences. Source: NASA/JPL AIRSAR system.
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6.1.6 Scattering from Natural Terrain

Models of electromagnetic wave interactions with surfaces and inhomogeneous layers provide
information about the general behavior of wave scattering from natural terrain. However, the com-
plexity and wide variety of natural surfaces and vegetation covers make it extremely hard to exactly
model these surfaces and their corresponding backscatter behavior as a function of polarization,

θ1

3
Very rough surface

(a)

(b)

10 km
N

2

1

θ2

AT θ1: σ1 > σ2 > σ3

AT θ2: σ1 > σ2 > σ3

AT θ3: σ1 > σ2 > σ3

θ3

Figure 6.8 (a) Illustration showing how different surfaces can be separated by measuring their backscatter
return at a limited number of incidence angles. (b) Spaceborne radar composite image of the same area in
Florida acquired at three different angles. The color was generated by assigning blue, green, and red to the
images acquired at 28, 45, and 58 incidence angles, respectively.
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frequency, and illumination geometry. Nevertheless, many models, both theoretical and empirical,
have been constructed to predict scattering from vegetated areas and this remains an area of active
research (see the References for numerous examples).
A good knowledge of the expected range of backscatter cross sections is a critical input to the

design of a spaceborne imaging radar. This can be simply illustrated by the fact that a 3 dB refine-
ment in the range of backscattered cross sections to be mapped has an impact of a factor of 2 on the
needed radiated power. Considering that spaceborne radar sensors usually push spacecraft capabil-
ities, such as power, to their present technological limits, a factor of 2 in the radiated power is
significant.
Theoretical models are significantly enhanced with a broad and extensive field-acquired data-

base. This is usually done with truck-mounted or airborne calibrated scatterometers. Well-
controlled experiments have allowed the development of a good database for vegetation, which
is illustrated in Figure 6.9 (Ulaby et al., 1982). Calibrated measurements were acquired from space
in 1973 using the Skylab scatterometer. A histogram of the backscatter cross section measurement
over North America is shown in Figure 6.10. It shows that at 13.9 GHz and 33 incidence angle the
mean backscatter cross section of land surfaces is −9.9 dB, with a standard deviation of 3 dB.
Figure 6.11 shows the angular pattern for the Skylab data. An interesting factor is that 80% of

σ 
(d

b)
σ 

(d
b)

σ 
(d

b)
σ 

(d
b)

σ5

σ50
σ–

σ95

σ5

σ50
σ–

σ95

σ5

σ50
σ–

σ95

σ5

σ50

σ–

σ95

14.5

10.0

–5.5

1.0

–3.5

–8.0

–12.5

–17.0
–21.5

–26.0

–30.5

12

9

6

3

0

–3

–6

–9
–12

–15

–18

9.5

7.0

4.5

2.0

–0.5

–3.0

–5.5

–8.0

–10.5

–13.0

–15.5

15.0

11.5

8.0

4.5

–1.0

–2.5

–6.0

–9.5

–13.0

–16.5

–20.0
0 10 20

Frequency (GHz): 1.5
Polarization: HH

Frequency (GHz): 8.6
Polarization: HH

Frequency (GHz): 17.0
Polarization: HH

Frequency (GHz): 4.25
Polarization: HH

30
Angle of incidence θ (degrees)

40 50 60 70

0 10 20 30

Angle of incidence θ (degrees)

40 50 60 70

0 10 20 30
Angle of incidence θ (degrees)

40 50 60 70

0 10 20 30

Angle of incidence θ (degrees)

40 50 60 70

Figure 6.9 Measured backscatter cross section from vegetation. Source: Ulaby et al. (1982). © 1982,
Artech House.
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Skylab scatterometer. Source: Ulaby et al. (1982). © 1982, Artech House.
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the measurements (excluding the lowest 10% and highest 10%) are within about 2.3 dB from the
mean value, except at very small angles.

6.2 Basic Principles of Radar Sensors

Discrimination between signals received from different parts of the illuminated scene may be
accomplished by different techniques involving angular, temporal, or frequency (Doppler) separa-
tion. Even though there is a very wide variety of radar systems custom designed for specific appli-
cations, most of the basic governing principles of radar sensors are similar. These are briefly
discussed in this section. For further details, see the suggested reading list at the end of the chapter.
Imaging radars generate surface images that look very similar to passive visible and infrared

images. However, the principle behind the image generation is fundamentally different in the two
cases. Passive visible and infrared sensors use a lens or mirror system to project the radiation from
the scene on a “two-dimensional array of detectors”which could be an electronic array or a film using
chemical processes. The two-dimensionality can also be achieved by using scanning systems. This
imaging approach conserves the angular relationships between two targets and their images.
Imaging radars, on the other hand, use the time delay between the echoes that are backscattered

from different surface elements to separate them in the range (cross-track) dimension, and the
angular size (in the case of the real-aperture radar) of the antenna pattern, or the Doppler history
(in the case of the synthetic-aperture radar) to separate surface pixels in the azimuth (along-track)
dimension.

6.2.1 Antenna Beam Characteristics

Let us consider first the case of the linear array ofN radiators (Fig. 6.12). The contribution of the nth
radiator to the total far-field in direction θ can be written as

En ane
iϕn e− ikdn sin θ 6 32

and the total field is proportional to:

E θ
n
ane

iϕn − ikdn sin θ 6 33

dn

an e
iφn

θ

Figure 6.12 Geometry for a linear array.
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where an is the relative amplitude of the signal radiated by the nth element and ϕn is its phase. If all
the radiators are identical in amplitude and phase, and equally spaced, then the total far-field for
the array is:

E θ aeiϕ
N

n = 1

e− inkd sin θ 6 34

This is the vectorial sum ofN equal vectors separated by a phase ψ = kd sin θ (Fig. 6.13). As seen in
Figure 6.13, the sum is strongly dependent on the value of ψ . For θ = 0 and ψ = 0, all the vectors add
coherently. As ψ increases, the vectors are out of phase relative to each other, leading to a decrease
in the total sum. When ψ is such that Nψ = 2π, the sum is then equal to zero. This corresponds to

Nkd sin θ = 2π 6 35

or

θ = sin − 1 2π
Nkd

6 36

At this angle, there is a null in the radiated total field. The samewill occur forNψ = 2mπ, wherem
is an integer, leading to a series of nulls at:

θ = sin − 1 2mπ

Nkd
6 37

In between these nulls, there are peaks which correspond to:

Nψ = 2mπ + π 6 38

θ = sin − 1 2m + 1 π

Nkd
6 39

Sum vector

θ1

θ1

θ2

θ2

θ3

θ3

ψ

Figure 6.13 Radiation pattern of a linear array.
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If the antenna, instead of being an array of discreet elements, is continuous, then the summation
in Equation (6.33) is replaced by an integral:

E
D 2

−D 2
a x e− ikx sin θ dx 6 40

If a(x) is uniform across the aperture, then

E
D 2

−D 2
e− ikx sin θ dx = D

sin kD sin θ 2
kD sin θ 2

6 41

This familiar sin α/α pattern occurs whenever there is uniform rectangular distribution. For this
pattern, the nulls occur at

kD sin θ

2
= mπ 6 42

or

θ = sin − 1 2mπ

kD
= sin − 1 mλ

D
6 43

which is the same as Equation (6.36) with Nd replaced by D. The first null occurs at:

θ0 = sin − 1 λ

D
6 44

and if λ D, then

θ0 =
λ

D
6 45

The width of the main beam from null to null is then equal to 2λ/D.
Of particular interest is the angle β between the half-power points on opposite sides of the main

beam. This can be determined by solving the equation

sin kD sin β 2 2
kD sin β 2 2

2

= 0 5 6 46

This transcendental equation can be solved numerically leading to the solution for β as

β = 0 88
λ

D
6 47

For the uniform illumination, the first sidelobe is about 13 dB (factor of 20) weaker than the
main lobe. This sidelobe can be reduced by tapering the antenna illumination. However, this
leads to a broadening of the central beam. The following table shows the beamwidth-sidelobe
trade-off:

Weighting Half-power beam (λ/D) First sidelobe (dB)

Uniform 0.88 −13.2
Linear taper 1.28 −26.4
(cos)2 taper 1.45 −32.0
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In general, a good approximation for the half-power beamwidth is:

β =
λ

D
6 48

It should be noted that in the case of radar systems, the antenna pattern comes into play both at
transmission and at reception. In this case, the sidelobe level is squared (i.e., doubled when
expressed in dB) and the angle β corresponds to the point where the power is 1

4 (i.e., −6 dB) of
the power at the beam center.
Let us reconsider the case of the array in Figure 6.13 with equally spaced antennas, and let us

assume it is being used to observe a target P. Depending on the mechanism of combining the signal
from each of the antennas, the array can be focused or unfocused. In the most common configu-
ration, the received signal at element An is carried via a transmission line of electrical length ln to a
central receiver which combines the signals from all the elements (Fig. 6.14(a)). If the array trans-
mission lines are selected such that

r1 + l1 = r2 + l2 = = rN + lN 6 49

then all the received signals will add in phase in the receiver and the array is said to be focused at the
target point P. If the array is a radar system, the transmitted signal originates at the same point
where the transmission lines are combined, and if the relationship in Equation (6.48) is satisfied,
the echoes will still add in phase.
If the transmission lines are such that all the ln’s are equal, the array becomes unfocused, except

for a target at infinity.
If each array element has its own receiver and recorder, and the summation is carried on at a later

time in a processor, the same array focusing can be achieved if all the receivers have a common
reference signal, and the received echoes are combined after an appropriate phase shift is added
to them (see Fig. 6.14(b)). In this case, the signal Vn from element An is shifted by a phase ϕn= 2krn
and the total output signal is given by

V =
n
Vne

− 2ikrn 6 50

This scheme is commonly used in so-called digital beamforming systems. In this case, the signal
from each antenna element is sampled and recorded separately. The overall antenna pattern is then
synthesized later as described in Equation (6.50). This allows one to digitally scan the antenna in
any direction by choosing the appropriate phases used in Equation (6.50).
Similarly, if a single antenna is moved along the array line and from each location xn a signal is

transmitted, an echo received and coherently recorded, the echoes can then be summed later in a
processor to generate the equivalent of a focused (or unfocused) array (see Fig. 6.14(c)). In this way,
the array is synthesized by using a single moving antenna.
Imaging radar sensors typically use an antenna which illuminates the surface to one side of the

flight track. Usually the antenna has a fan beam which illuminates a highly elongated elliptical
shaped area on the surface as shown in Figure 6.15. The illuminated area across track defines
the image swath. Within the illumination beam, the radar sensor transmits a very short effective
pulse of electromagnetic energy. Echoes from surface points farther away along the cross-track
coordinate will be received at proportionally later time (Fig. 6.15). Thus, by dividing the receive
time in increments of equal time bins, the surface can be subdivided into a series of range bins.
The width in the along-track direction of each range bin is equal to the antenna footprint along
the track xa. As the platform moves, the sets of range bins are covered sequentially, thus allowing
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strip mapping of the surface line by line. This is comparable to strip mapping with a push broom
imaging system using a line array in the visible and infrared part of the electromagnetic spectrum.
The brightness associated with each image pixel in the radar image is proportional to the echo
power contained within the corresponding time bin. As we will see later, the different types of ima-
ging radars differ in the way in which the azimuth resolution is achieved.

6.2.2 Signal Properties: Spectrum

Radar sensors are of two general types: continuous wave (CW) and pulsed wave (Fig. 6.16). In the
case of pulsed systems, the number of pulses radiated by the radar per second is called the pulse
repetition frequency (PRF).
Let us consider a signal A(t) which is a single pulse of length τ and carrier frequency f0 (Fig. 6.16).

Figure 6.14 Antenna array focused at point P by adding an appropriate phase shift to each element. The phase
shift can be introduced by having transmission lines of appropriate length (top left), by having a set of phase
shifters, or by having a set of receivers with phase shifters (top right). The same can be achieved with a single
moving antenna/phase shifter/receiver (bottom).
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Figure 6.15 Imaging radars typically use antennas that have elongated gain patterns that are pointed to the
side of the radar flight track. The pulse sweeps across the antenna beam spot, creating an echo as shown in this
figure.
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Figure 6.16 Temporal and spectral characteristics of continuous wave (CW) and pulsed wave signals. n is the
total number of pulses in a pulse train.
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A t = A cosω0t−
τ

2
< t ≤

τ

2
6 51

where ω0 = 2πf0. The corresponding frequency spectrum is

F ω =
+ ∞

− ∞
A t e− iωt dt = A

+ τ 2

− τ 2
cos ω0t e

− iωt dt

= A
sin ω0 −ω τ 2

ω0 −ω
+

sin ω0 + ω τ 2
ω0 + ω

which is shown in Figure 6.16(b) (only the positive frequencies are shown). The spectrum is cen-
tered at the angular frequency ω0 and the first null occurs at

ω = ω0 ±
2π
τ

or

f = f 0 ±
1
τ

So the null-to-null bandwidth is

B =
2
τ

Also of interest is the half amplitude bandwidth, which is equal to

B
1 2
τ

In general, the bandwidth of a pulse is defined as

B =
1
τ

6 52

Thus, short monochromatic pulses have a wide bandwidth, and long pulses have a narrow
bandwidth.
The bandwidth, and corresponding time length, of a pulse is of key importance in the capability of

the pulse to discriminate neighboring targets (i.e., sensor range resolution). If there are two point
targets separated by a distanceΔr, the two received echoes will be separated by a timeΔt= 2Δr/c. If
the sensing pulse has a length τ, it is necessary that τ < 2Δr/c in order for the two echoes not to
overlap (Fig. 6.17). Otherwise, it would be perceived that there is only one dispersed target. The
shortest separation Δr that can be measured is given by (see Section 6.2.4):

Δr =
cτ
2

=
c
2B

6 53

This is called the range resolution. Thus, in order to get a high-range resolution (e.g., small Δr), a
short pulse or a wide bandwidth pulse is needed.
The energy in a pulse is equal to:

E = Pτ 6 54

where P is the instantaneous peak power. The energy in a pulse characterizes the capability of the
pulse to detect a target, and a high pulse energy is usually desired. This can be achieved by increas-
ing the peak power P. However, the maximum power is severely limited by the sensor hardware,
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particularly in the case of spaceborne sensors. The other possibility is to increase τ. But, as discussed
earlier, a long pulse corresponds to a narrow bandwidth B and a resulting poor range resolution.
Thus, in order to have a high detection ability (large E or τ) and a high resolution (large B), a pulse
with the seemingly incompatible characteristics of large τ and large B is needed. This is made pos-
sible by modulating the pulse (see the next section).
In the case of a periodic signal (Fig. 6.16(c)) consisting of n pulses, the spectrum will consist of a

series of lobes of width 1/nTmodulated by an envelope which corresponds to the spectrum of one
pulse. The separation between the lobes is 1/T = PRF.

6.2.3 Signal Properties: Modulation

In designing the signal pattern for a radar sensor, we are faced with the dilemma of wanting a long
pulse with high energy and a wide bandwidth which normally implies a short pulse. This dilemma
is resolved by using pulse modulation. Two types of modulation are discussed here for illustration:
linear frequency modulation, commonly called FM chirp, and binary phase modulation.
In the case of FM chirp, the frequency f0 is not kept constant throughout the pulse, but it is lin-

early changed from f0 to f0 +Δf (see Fig. 6.18(a)). Δf can be positive (up chirp) or negative (down
chirp). Intuitively, we can say that the bandwidth is equal to

B = f 0 + Δf − f 0 = Δf

which is independent of the pulse length τ. Thus, a pulse with large τ and large B can be
constructed.
The signal expression for a chirp is mathematically given by

A t = A cos ω0t +
Δω
2τ

t2 for 0 ≤ t ≤ τ

= 0 otherwise
6 55
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Figure 6.17 The range resolution of a radar is determined by the pulse length. If the leading edge of the echo
from the second target arrives at the radar before the trailing edge of the echo from the first target, their returns
cannot be separated as shown in the bottom illustration. In the top illustration, the two targets are far enough
apart that return pulses are recognized as two separate returns.
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The instantaneous angular frequency of such a signal is

ω t = ω0 +
Δω
τ

t 6 56

The reason that a chirp signal of long duration (i.e., high pulse energy) can have a high-range
resolution (i.e., equivalent to a short duration pulse) is that at reception the echo can be compressed
using a matched filter such that at the output of the total energy is compressed into a much shorter
pulse (see Fig. 6.18(b) and Appendix D). This output pulse will still have the same total energy of the
input pulse but will be significantly shorter.
The length of the output pulse τ is limited by the bandwidth B to (see Appendix D)

τ =
1
B

=
2π
Δω

=
1
Δf

6 57

The compression ratio is then equal to

τ

τ
= τ

Δω
2π

= τ Δf 6 58

which is known as the time-bandwidth product of the modulated pulse. Before compression, even
though the echoes from two neighboring targets will overlap, the instantaneous frequency from each
echo at a specific time in the overlap region is different. This allows the separation of the echoes.
Another simple way of explaining the properties of a modulated signal is by using a simplistic

photon analogy. Transmitters are usually limited in how many photons of energy they can emit

τΔf

2/Δf

1/Δf

∼

Signal
P

(a)

(b)

Compressed signal

τ

Figure 6.18 Chirp signal (a) and compressed (dechirped) signal (b).
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per unit time. Thus, in order to emit a large energy, the transmitter has to be on for a long time. By
modulating the signal, we are “labeling” the different photons as a function of emission time (see
Fig. 6.19). Let us say that the first photons are colored red, the next ones emitted after time Δt yel-
low, then after 2Δt the color changes to green, and after 3Δt to blue. When the echo is received, a
“magic box” is used which first identifies the red photons (which enter it first) and slows them down
by a time 3Δt. The yellow ones are slowed down by a time 2Δt and the green ones by a time Δt. In
this way, all the photons will exit the “magic box” at the same time and the instantaneous energy
(i.e., power) is significantly higher.
In the case of binary phasemodulation, the transmitted signal phase is changed by 180 at specific

times (see Fig. 6.20) according to a predetermined binary code. At reception, a tapped delay line is
used. Some of the taps have 180 phase shifts injected in them with a pattern identical to the one in
the transmitted pulse. So when the received echo is fully in the delay line, the output is maximum.
One cycle earlier or later, there is mismatch between the received signal and the tapped delay line,
leading to a much weaker output (see Fig. 6.21). In the case illustrated, the point response has a
central peak of 7 with sidelobe of 1. In power, this is a ratio of 49 (~17 dB). The code used is a Barker
code. The compression ratio is equal to τ/τc. In general, for a Barker code of lengthN, the level of the
sidelobes is 10 log N2.

6.2.4 Range Measurements and Discrimination

If an infinitely short pulse is transmitted toward a point target a distance R away, an infinitely short
pulse echo will be received at time t= 2R/c later, where c is the speed of light. The factor 2 represents
the fact that the signal travels a distance 2R. If the pulse has a length τ, the echo will have a length τ.
If there are two targets separated by a distanceΔR, the shortest separationΔR that can be measured
is given by (Figs. 6.17 and 6.22):

ΔR =
cτ
2

=
c
2B

6 59

t1

t2

t3

Figure 6.19 The compression of a frequency-modulated signal. The differently labeled photons will move at a
different speed (arrows) through the compression box and exit it at the same time.
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Figure 6.20 Binary phase modulation. When the binary code is indicated by (+), the output signal is in phase
with the reference unmodulated signal. When the code is indicated by (−), a 180 phase shift is injected.
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Figure 6.21 Received signals are passed through a tapped delay line with phase shifters corresponding to the
binary code on the transmitted pulse (a). At exact matching the output peaks (b). The compressed signal has a
width of τc even though the input signal has a length of τ.
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For targets closer than this value, the trailing edge of the pulse returned from the first target
will arrive at the radar after the leading edge returned from the second target. This separation
given by Equation (6.59) is called the range resolution. Thus, in order to get good range reso-
lution, we need a short pulse or a wide bandwidth pulse which could be compressed into a
short pulse.
Range discrimination can also be achieved by using frequency modulation as mentioned

before. In this case, a long continuous signal is transmitted with a linearly swept frequency
(see Fig. 6.22(b)). Here, we provide a simple description to illustrate how echoes from different
targets can be discriminated in the case of a long continuous FM signal. Consider a system in
which the echo is mixed with a signal identical to the signal being transmitted with an appro-
priate time delay. The resulting low passed signal has a frequency proportional to the range (see

Transmitter Targets

R

τ

τ τ

τ
τ

τ

ΔR

2ΔR/c

2ΔR/c

Δf

Δt = 2R/c

2 R/c

(b)

(a)

Short pulse

Long pulse

B Transmitted signal

Echo

f

t

Figure 6.22 (a) The range measurement technique using pulsed radar. Separation of targets would require a
short pulse such that τ < 2 ΔR/c. (b) The range measurement technique using FM sweep radar.
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Fig. 6.22(b)). Mathematically, the transmitted signal Vt(t) and received signal Vr(t) can be
written as:

Vt t cos ω0t + πat2

Vr t Vt t−
2R
c

cos ω0 t−
2R
c

+ πa t−
2R
c

2

After mixing, the output signal V0(t) is the product of the two signals:

V 0 t cosωtt cosωr t =
1
2
cos ωt + ωr t−

1
2
cos ωt −ωr t

where ωt and ωr are the instantaneous angular frequencies of the transmitted and received signals,
respectively. After the sum frequency is filtered out, the resulting signal is given by

V 0 t cos ωt −ωr t = cos
2ω0R
c

+
4πaRt

c
−

4πaR2

c2

which has a frequency f= 2aR/c. If there are two targets separated byΔR, the output signals will be
separated in frequency by

Δf =
2aΔR
c

6 60

This should be larger than 1/τ:

2aΔR
c

>
1
τ

ΔR >
c

2aτ
=

c
2B

This gives the range resolution of such a system, which is identical to Equation (6.53). In the case
of multiple targets, the received echo is mixed with the transmitted signal and then passed through
a bank of filters. This scheme is used in high-resolution altimeters.

6.2.5 Doppler (Velocity) Measurement and Discrimination

Doppler shifts result from the motion of the sensor and/or motion of the targets as discussed in
Chapter 2. This leads to the received echo having frequencies shifted away from the transmitted
frequency by the corresponding Doppler frequencies fdn. The received signal will then be

Vr t
n
an cos ω0t + ωdnt 6 61

After downconversion by the carrier frequency, the signal is then passed in a filter bank which
will separate the signals with different Doppler frequencies.
In the case of a pulse signal, the echo will have the same spectrum as the transmitted signal

(Fig. 6.16) but shifted by fd = 2(υ/c)f0, where υ is the apparent relative velocity of the target. If there
are two targets with apparent velocities υ and υ+Δυ, the echo will contain Doppler shifts at fd and
fd+Δfd. In order to separate the two targets, we need (see Fig. 6.16(c))

Δ f d >
1
nT

2Δυ
c

f 0 >
1
nT

6 62
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or

Δυ ≥
λPRF
2n

6 63

This is called the Doppler resolution. To illustrate for a λ = 3 cm and Δυ = 15 m/sec, then
nT> 1 ms.
Another limit is that the maximum Doppler shift cannot exceed 1/T= PRF, otherwise ambiguity

occurs (see Fig. 6.23). Thus, if we require a υ(max) = 600 m/sec with λ = 3 cm, then fd(max) =
40 kHz PRF > 40 kHz.
If for other reasons a lower PRF is required, a number of techniques, such as PRF hopping, have

been used to resolve the ambiguity.

6.2.6 High-Frequency Signal Generation

Radar signals are generated by a series of upconversions in order to use a low-frequency stable oscil-
lator as a source for the output high-frequency signal. At reception, a series of downconversions are
used to bring the signal back to a low frequency for more efficient detection.
Generation of high-frequency signals can be achieved by a number of upconversion techniques.

Let us assume we have two signals V1 and V2:

V 1 = cos ω1t

V 2 = cos ω2t
6 64
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Figure 6.23 Spectrum of pulsed train with increasing Doppler shifts. It is apparent that when fd > PRF, there is
ambiguity. Cases b and c have identical apparent spectra.
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If we pass these two signals in a mixer which generates an output V0 proportional to the product
of the inputs, then

V 0 cos ω1t cos ω2t =
1
2
cos ω1 + ω2 t +

1
2
cos ω1 −ω2 t 6 65

If the output is passed through a high-pass filter, then the higher frequency signal is passed
through. This leads to upconversion fromω1 orω2 toω1 +ω2. This process can be repeatedmultiple
times leading to very high frequencies.
If V1 is a modulated signal, let us say

V 1 = cos ω1t + at2 6 66

and we mix it with cos(ω2t), then

V 0 cos ω1 + ω2 t + at2 6 67

This shows that the carrier frequency is upconverted but the bandwidth stays the same (Fig. 6.24).
If we pass the V1 signal into a nonlinear device which provides an output proportional to the

square of the input, then

V 0 V 2
1 = cos 2 ω1t =

1
2
+

1
2
cos 2ω1t 6 68

and the output signal has double the frequency of the input signal. If V1 is modulated, then

V 0 V 2
1 = cos 2 ω1t + at2 =

1
2
+

1
2
cos 2ω1t + 2at2 6 69

In this case, the bandwidth is also doubled (see Fig. 6.24).

B

X

(a)

(b)

B

2B

2f1

B
2

f1

f1 + f2

f2

f1

Figure 6.24 Generation of a high-frequency signal by (a) mixing and (b) squaring.
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At reception, mixers are used to generate the sum and difference frequencies. A low-pass filter
will then filter out the high-frequency component and leave only the low-frequency component.
This allows us to reduce the frequency of a received signal.

6.3 Imaging Sensors: Real Aperture Radars

The real aperture imaging technique leads to an azimuth resolution which is linearly proportional
to the distance between the sensor and the surface. Therefore, this technique is not used from space-
borne platforms if the objective is to have high-resolution imaging. It is commonly used for scat-
terometry and altimetry, which will be discussed later in this chapter. In this section, we will
particularly emphasize some of the elements common to any imaging radar system, be it real aper-
ture or synthetic aperture.

6.3.1 Imaging Geometry

The configuration of an imaging radar system is shown in Figure 6.25. The radar antenna illumi-
nates a surface strip to one side of the nadir track. This side-looking configuration is necessary to
eliminate right–left ambiguities from two symmetric equidistant points. As the platform moves in
its orbit, a continuous strip of swath width SW is mapped along the flight line. The swath width is
given by:

SW
hβ

cos 2θ
=

λh
W cos 2θ

6 70
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Figure 6.25 Geometry of a real aperture imaging radar.
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where β is the antenna beamwidth in elevation, W is the width of the antenna, and θ is called
the look angle. This expression assumes that β 1 and does not take into account the Earth’s
curvature.
To illustrate, for λ = 27 cm, h = 800 km, θ = 20 , andW = 2.1 m, the resulting swath width is

equal to 100 km.

6.3.2 Range Resolution

The range resolution corresponds to the minimum distance between two points on the surface
which can still be separable. If two points are separated by a distance Xr, their respective echoes
will be separated by a time difference Δt equal to:

Δt =
2X r

c
sin θ 6 71

As discussed earlier, the smallest discriminable time difference is equal to τ or 1/B. Thus, the
range resolution is given by

2
X r

c
sin θ = τ

X r =
cτ

2 sin θ
=

c
2B sin θ

6 72

Thus, a signal of bandwidth B= 20 MHzwill provide a range resolution equal to 22 m for θ= 20 .
We note that the resolution as described by Equation (6.72) is known as the ground range reso-

lution as it refers to the closest separation on the surface at which two targets can still be discrimi-
nated. Earlier in Equations (6.53) and (6.59) we derived the resolution of two targets along the direct
line of sight of the radar. This is commonly known as the slant range resolution of the radar. As can
be seen from the expressions in Equations (6.53) and (6.72), the ground range and slant range reso-
lutions differ only in the sin θ term in the denominator of Equation (6.72), which represents the
projection of the pulse on the surface. In practice, the range resolution is also a function of the sur-
face slope. Surfaces that are sloped toward the radar have local angles of incidence less than that of
an untilted surface, and the ground range resolution will be poorer for the tilted surfaces.

6.3.3 Azimuth Resolution

The azimuth resolution corresponds to the two nearest separable points along an azimuth line, that
is, on a constant delay line. It is obvious that this is equal to the width of the antenna footprint
because the echoes from all the points along a line spanning that width are returned at the same
time. Thus, the azimuth resolution is equal to

Xa =
hβ
cos θ

=
hλ

L cos θ
6 73

where β is the antenna beamwidth in azimuth.
To illustrate, for h= 800 km, λ= 23 cm, L= 12 m, and θ = 20 , then Xa= 16.3 km. Even if λ is

as short as 2 cm, Xa will still be equal to about 1.4 km, which is considered a low resolution for
imaging applications. This is the reason why real aperture technique is not used from orbiting plat-
forms when high resolution is desired.
It should be pointed out that the expression for the azimuth resolution is similar to the expression

of the theoretical resolution in optical sensors. However, in the case of optical sensors, λ is extremely
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small (order of a micron), thus allowing resolutions of a few tens of meters from orbit with aperture
size of only a few centimeters.

6.3.4 Radar Equation

One of the factors which determines the quality of the imagery acquired with an imaging radar
sensor is the signal-to-noise ratio (SNR) for a pixel element in the image. In this section, we will
consider only the thermal noise. Speckle noise will be considered in a later section.
Let Pt be the transmitted peak power and G = 4πA/λ2 the gain of the antenna. The power density

per unit area incident on the illuminated surface is

Pi =
PtG
4πr2

cos θ 6 74

The backscattered power is then equal to

Ps = PiSσ 6 75

where S is the area illuminated at a certain instant of time (e.g., S= XaXr) and σ is the surface back-
scatter cross section (similar to the surface albedo in the visible). The reflected power density per
unit area in the neighborhood of the sensor is

Pc =
Ps

4πr2
6 76

and the total power collected by the antenna is

Pr = APc

or

Pr =
PtG
4πr2

cos θ XaXrσ
A

4πr2

=
Pt

8π
W2L

λh3
cσ
B

cos 4θ
sin θ

6 77

The thermal noise in the receiver is given by

PN = kTB 6 78

where k is the Boltzmann constant (k = 1.380−23 W/ KHz) and T is the total noise temperature
(including the receiver thermal temperature and the illuminated surface temperature). The result-
ing SNR is then

SNR =
Pr

PN
=

Pr

kTB
6 79

A simple way of characterizing an imaging radar sensor is to determine the surface backscatter
cross section which gives a SNR equal to one. This is called the noise equivalent backscatter cross
section σn.
There are a number of factors which would improve the SNR (i.e., decrease σn) beyond the value

given in Equation (6.79). One such factor is the use of a dispersed pulse with a compression ratio
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l = τ /τ = τ B, where τ is the disperse pulse length. This improves the SNR by l, which can com-
monly exceed 20 dB. In this case, the SNR becomes

SNR =
Ptl

8πkTB
W 2L

λh3
cσ
B

cos 4θ
sin θ

6 80

6.3.5 Signal Fading

At every instant of time, the radar pulse illuminates a certain surface area which consists of many
scattering points. Thus, the returned echo is the coherent addition of the echoes from a large num-
ber of points. The returns from these points add vectorially and result into a single vector which
represents the amplitude V and phase ϕ of the total echo (see Fig. 6.26). The phase ϕi of each ele-
mentary vector is related to the distance between the sensor and the corresponding scattering point.
If the sensor moves by a small amount, all the phases ϕi will change, leading to a change in the
composite amplitude V. Thus, successive observations of the same surface area as the sensor moves
by will result in a different value V. This variation is called fading. In order to characterize the back-
scatter properties of the surface area, many observations will be needed and then averaged. Sim-
ilarly, if we take two neighboring areas which have the same backscatter cross section σ but have
somewhat different fine details, the returned signals from the two areas will be different. Thus, an
image of a homogeneous surface with a constant backscatter cross section will show brightness
variations from one pixel to the next. This is called speckle. In order to measure the backscatter
cross section of the surface, the returns from many neighboring pixels will have to be averaged.
Let us assume that the illuminated area contains only two reflecting identical points A and B

(Fig. 6.27) separated by a distance d. The received voltage at the radar is given by

V = V 0e
− i2kr1 + V 0e

− i2kr2 6 81

and assuming that d r0, then

V = V 0e
− i2kr0 e− ikd sin θ + e + ikd sin θ

V = 2V 0 cos
2πd
λ

sin θ
6 82

V

ϕ

Figure 6.26 Composite return from an area with
multiple scatterers.
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If the radar is moving at a constant velocity υ, and assuming that θ is small, then

V = 2V 0 cos
2πdυt
λh

6 83

This function is plotted in Figure 6.27. It shows that the received voltage varies periodically with a
frequency

f M =
dυ
λh

6 84

If we have a very large number of scattering points between A and B, the resulting oscillation
will have frequencies up to fM. Thus, if we have a continuous distribution of points from A to B,
the returned echo will oscillate as a function of time with an oscillation spectrum containing fre-
quencies from zero to fM.
Let us assume that the radar antenna has a length L, then the maximum area illuminated by the

central beam has a length Xa equal to:

Xa =
2λh
L

6 85

In this case, d = Xa; thus, from Equation (6.84):

f M =
2υ
L

6 86

If T= Xa/υ is the total time during which the surface pixel is observed, then the product Na= fMT
is equal to:

Na =
2υ
L
Xa

υ
=

2Xa

L
6 87
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Figure 6.27 Geometry illustrating the return from two point scatterers A and B.
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This product represents the maximum number of cycles in the fading signal that result from a
certain pixel. This corresponds approximately to the number of independent samples which corre-
spond to the imaged pixel.

6.3.6 Fading Statistics

The instantaneous voltage V due to a large number of scatterers Ns is

V = Vee
iϕ =

Ns

n = 1

Vne
iϕn 6 88

IfNs is very large and Vn and ϕn are independent random variables with ϕn uniformly distributed
over the range (0, 2π), then Ve has a Rayleigh distribution

p Ve =
Ve

s2
e−V 2

e 2s2 6 89

and ϕ has a uniform distribution

p ϕ = 1 2π 6 90

where s2 is the variance of the signal. The mean of the Rayleigh distribution is given by

Ve =
π

2
s 6 91

and the second moment is

V 2
e = 2s2 6 92

The resulting variance for the fluctuating component is

V 2
f = V 2

e − Ve
2
= 2−

π

2
s2 6 93

and the ratio of the square of themean of the envelope (i.e., the dc component) to the variance of the
fluctuating component (i.e., the ac component) is given by

S =
Ve

2

V 2
f

=
π

4− π
= 3 66 or 5 6 dB

The ratio S corresponds to an inherent “signal-to-noise ratio” or “signal-to-fluctuation ratio” for
a Rayleigh fading signal even in the absence of additional thermal noise.
If the radar receiver measures the power P of the echo instead of the voltage V, the corresponding

probability distribution is given by

p P dP = p V dV 6 94

and

dP = 2V dV

Then

p P =
1
2s2

e−P 2s2 6 95
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which is an exponential distribution. The mean value is

P = 2s2 6 96

Figure 6.28(a) shows the comparison between the Rayleigh, exponentially, and Gaussian
(thermal noise) distribution.
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Figure 6.28 (a) Exponential, Rayleigh, and Gaussian distributions. (b) Density functions for an N variable
Rayleigh distribution. Source: Ulaby et al. (1982). © 1982, Artech House.
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In order to reduce the fading (or speckle) effect, fading signals or speckled pixels are averaged
or low-pass filtered. If N signals are averaged, the variance of the sum is equal to the mean
squared ac component divided by N. Thus, for a square law detector, the standard deviation
is given by

s2N =
P

2

N
and sN =

P

N
6 97

Figure 6.28(b) shows the density functions of N variables with Rayleigh distribution.
Let us assume a fading signal of bandwidth B is continuously integrated over a time T much

longer than the time for the autocovariance function to reduce to zero. If BT 1, it can be shown
that the integration is equivalent to averaging of N signals where

N BT 6 98

N represents the maximum number of cycles in the fading signal.
The number of independent samples in an imaging radar may be increased by transmitting a

signal with a larger bandwidth B than the bandwidth B required for the range resolution. In this
case, the actual range resolution will then be

Xr =
B
B
Xr =

Xr

Nr
6 99

By averagingNr neighboring pixels, the desired resolution is achieved with a reduction in speckle
equivalent to averaging of Nr signals. Thus, if a radar system uses both excess bandwidth as well as
averages Na successive signals, the total effective value for N is

N = NaNr =
2Xa

L
B
B

6 100

This is called the “number of looks.” For a detailed analysis of radar signal measurements in the
presence of noise, the reader is referred to the text by Ulaby et al., Microwave Remote Sensing
(Volume 2). Statistical distributions of SAR signals are discussed in great detail by Oliver and Que-
gan (1998).
The larger the number of looksN, the better the quality of the image from the radiometric point

of view. However, this degrades the spatial resolution of the image. It should be noted that for N
larger than about 25, a large increase in N leads to only a small decrease in the signal fluctuation.
This small improvement in the radiometric resolution should be traded off against the large
increase in the spatial resolution. For example, if one were to average 10 resolution cells in a
four-look image, the speckle noise will be reduced to about 0.5 dB. At the same time, however,
the image resolution will be reduced by an order of magnitude. Whether this loss in resolution is
worth the reduction in speckle noise depends on both the aim of the investigation, as well as the
kind of scene imaged.
Figure 6.29 shows the effect of multi-look averaging. The same image, acquired by the NASA/JPL

AIRSAR system, is shown displayed at 1, 4, 16, and 32 looks, respectively. This figure clearly illus-
trates the smoothing effect, as well as the decrease in resolution resulting from the multi-look proc-
ess. In one early survey of geologists done by Ford (1982), the results showed that even though the
optimum number of looks depended on the scene type and resolution, the majority of the responses
preferred 2-look images. However, this survey dealt with images that had rather poor resolution to
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begin with, and one may well find that with today’s higher resolution systems, analysts may be
asking for a larger number of looks.

6.3.7 Geometric Distortion

Cameras and the human eye image a scene in an angle–angle format, that is, neighboring pixels in
the image plane correspond to areas in the scene viewed within neighboring solid angles (see
Fig. 6.30). In the case of real aperture imaging radars, angle format is still valid in the azimuth
dimension, but a time delay format is used in the range dimension. This means that two neighbor-
ing pixels in the image plane correspond to two areas in the scene with slightly different range to the
sensor (see Fig. 6.30). In this case, the scene is projected in a cylindrical geometry on the imaging
plane. This leads to distortions, as illustrated in Figure 6.31. Three segments of equal length but
with different slopes are projected in the image plane as segments of different lengths. The side
of a hill toward the sensor will be shortened while the other side is stretched. This is called fore-
shortening. If the topography is known, this distortion can be corrected. Figure 6.31(b) shows a
radar image acquired with the NASA/JPL AIRSAR system that shows examples of foreshortening
and shadowing. Shadowing occurs in regions where the surface slope is such that a portion of the
terrain is not illuminated by the radar signal.
In the extreme case where the surface slope α is larger than the incidence angle θ, α> θ, there is

layover where the top of the hill will look laid over the region in front of it. In this extreme case it is
not possible to correct for the distortion.

Figure 6.29 The effects of speckle can be reduced by incoherently averaging pixels in a radar image, a process
known as multi-looking. Shown in this image is the same image, processed at 1 look (upper left), 4 looks (lower
left), 16 looks (upper right), and 32 looks (lower right). Note the reduction in the granular texture as the number
of looks increase, while at the same time the resolution of the image decreases. Source: Image courtesy of the
Jet Propulsion Laboratory.
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Figure 6.30 Imaging geometry for cameras and radar sensors.
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Figure 6.31 (a) Distortion geometry in radar images from surface topography. (b) Actual image example
acquired by the NASA/JPL AIRSAR illustrating the distortion.
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6.4 Imaging Sensors: Synthetic Aperture Radars

As indicated in Equation (6.61), the azimuth resolution of a real aperture radar is given by:

Xa =
λh

L cos θ
6 101

For a spaceborne radar, Xa is typically many hundreds of meters to many kilometers, even if L is
large. To illustrate, if λ = 3 cm, h = 800 km, L = 10 m, and θ = 20 , then Xa = 2.5 km.
In order to improve the azimuth resolution, a synthetic aperture technique is used. This tech-

nique is based on the fact that the target stays in the beam for a significant amount of time, and
it is observed by the radar from numerous locations along the satellite path. The concept of the
synthetic aperture technique can be explained in two ways which lead to the same result: synthetic
array approach or Doppler synthesis approach.

6.4.1 Synthetic Array Approach

In Section 6.2.1 and in Figure 6.15(c), it was pointed out that an array of antennas is equivalent to a
single antenna moving along the array line as long as the received signals are coherently recorded
and then added in the same way as the signals from the antenna array would have been combined
in the waveguide network. In addition, the target is assumed to be static (or its behavior known)
during this period.
Let us assume a radar sensor is moving at a velocity υ and has an antenna of length L. The

antenna main beam footprint on the surface is equal to

� =
2λh
L

6 102

As the sensor moves, successive echoes are recorded at points x1, x2, …, xi, along the flight line
(see Fig. 6.32). An onboard stable oscillator is used as a reference and the echoes are recorded coher-
ently, that is, amplitude and phase as a function of time. These echoes are then combined in a proc-
essor to synthesize a linear array. From Figure 6.32, it can be seen that the maximum array length
that could be achieved is equal to �. The synthesized array will have a beamwidth equal to

θs =
λ

�
=

L
2h

6 103

and the resulting array footprint on the ground is

Xa = hθs =
L
2

6 104

This corresponds to the finest resolution that could be achieved using the synthetic array. At first
glance this result seems most unusual. It shows that the ultimate resolution is independent of the
distance between the sensor and the area being imaged. In addition, finer resolution can be
achieved with a smaller antenna. This can be explained in the following way:

The farther the sensor is, the larger the footprint is on the ground, thus the longer the synthetic
array. This leads to a finer synthetic beam, which exactly counterbalances the increase in
distance.

The smaller the antenna is, the larger the footprint and the synthetic array. This leads to a finer
synthetic beam, therefore a finer resolution.
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6.4.2 Focused vs. Unfocused SAR

In order to achieve the full capability of a synthetic array, each received echo should be phase-
shifted in order to take into account the fact that the distance between the sensor and the target
is variable. The phase shift that needs to be added to the echo received at location xi in order to
focus on point P is (see Fig. 6.33)

ϕi = 2k h− ri =
4π
λ

h− ri 6 105

Thus, during processing, the phase shift ϕi is added to the echo received at xi (Fig. 6.34(a)). In
order to focus on a point P at distance h , another set of phase shifts ϕi are added, where

ϕi =
4π
λ

h − ri

In order to simplify the processing, one can shorten the synthetic array length used to the point at
which all the echoes can be added with no phase additions. In the case of the unfocused SAR, we
assume that phase shift corrections of less than λ/4 can be neglected. From Figure 6.33, we can see
that the corresponding array length L can be derived from

2k h2 +
L 2

4
− h =

π

4
6 106

For large h, this can be reduced to

kh
L 2

4h2
=

π

4

L =
λh
2

6 107
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Figure 6.32 Geometry showing the formation of a synthetic array by moving a single antenna along a track.
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and the corresponding resolution is

Xa =
λh
L

= 2λh 6 108

In this case, the resolution does depend on the range to the surface. However, the processing
involved in synthesizing the aperture is very simple (Fig. 6.34(b)).

X1 Xi Xn

ri h

P

h + λ/16

L′/2

L

Figure 6.33 Geometry illustrating the range change to a point P during the formation of the synthetic
aperture. L corresponds to the synthetic aperture length for an unfocused SAR.
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Figure 6.34 Echoes summing in the case of focused (a) and unfocused (b) SAR.
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6.4.3 Doppler Synthesis Approach

As the radar sensor flies over a target P, the echo from P will first have a positive Doppler shift
(when P enters the beam) which decreases down to zero, then becomes increasingly negative by
the time P exits the beam (see Fig. 6.35). The spectrum of the echo from P covers the region f0
± fD where

f D =
2υ
λ

sin
θ

2
υθ

λ
=

υ

L
6 109

and f0 is the transmitted signal frequency.
If a neighboring target P is displaced from P by a distance Xa along the azimuth dimensions, the

Doppler history from P will be a replica of the one from P but with a time displacement t = Xa/υ.
The shortest time displacement that can be measured after processing the signal with a spectrum
bandwidth BD = 2fD is equal to

tm =
1
BD

=
1

2 f D
=

L
2υ

6 110

This allows us to derive the finest possible resolution:

Xa = υtm =
L
2

6 111

which is the same as that derived using the synthetic array approach (Equation (6.104)).
Actual imaging SARs use a series of pulses instead of a continuous signal. The PRF should be

high enough to make sure that the Doppler spectrum is sufficiently well sampled in order to do
the processing. From Equation (6.109) and the Nyquist sampling criterium, it can then be
stated that

PRF > 2 f D =
2υ
L

6 112

fD

t
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θ

Figure 6.35 Doppler history of a point target as
the sensor passes by.
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if we assume that the carrier frequency is downconverted to zero (called zero offset). If the carrier
frequency is converted down to fD (called range offset), then the minimum PRF is twice the one in
Equation (6.112).
Equation (6.112) means that at least one sample (i.e., one pulse) should be taken every time the

sensor moves by half an antenna length. To illustrate, low-altitude Earth-orbiting satellites have an
orbital velocity of about 7 km/sec. For an antenna length of 10 m, the correspondingminimum PRF
is equal to 1.4 kHz.
The result in Equation (6.11) is derived assuming that the signal is integrated for the maximum

time given in Equation (6.110). This required resolution then drives the value of the PRF as given in
Equation (6.112). If the maximum resolution is not required, one may in fact use a smaller fraction
of the total Doppler bandwidth during the SAR processing, with a corresponding decrease in res-
olution. In this case, the requirement on the PRF can also be relaxed somewhat. As long as the
ambiguous signal falls outside that part of the Doppler bandwidth used in the processing, the image
quality will not be affected.
One can also trade-off azimuth resolution and transmitted power using a scheme known as

burst-mode SAR. Instead of transmitting pulses continuously in time, a burst-mode SAR breaks
the synthetic aperture time tm into a shorter blocks known as the burst cycle period. Inside each
burst cycle, the radar transmits a series of pulses (at the appropriate PRF shown in Equa-
tion (6.112)) for only a portion of the burst cycle, known as the burst period. In this way, only
portions of the phase history of a scatterer are recorded. Special processing algorithms have
been developed that takes the burst-mode imaging geometry into account when compressing
the data in the azimuth direction. Since only part of the total integration time is utilized, it fol-
lows that the azimuth resolution of a burst-mode SAR will be degraded relative to that of a con-
tinuously mapping SAR. In fact, the resolution is reduced by a factor equal to the ratio of the
synthetic aperture time to the burst period time. On the other hand, since the radar operates at a
duty cycle equal to the ratio of the burst period relative to the burst cycle time, the required
average power will also be reduced by this amount. In addition, the total data volume is also
reduced because radar echoes are only sampled during the bursts. This reduces the data rate by
the same factor as the average power. Severe power and data rate limitations have forced the
designs of the planetary SAR sensors on the Magellan and Cassini missions to operate in the
burst mode.
The concept of a burst-mode SAR can be extended to increase the size of the swath that can

be imaged. This implementation, known as ScanSAR, requires fast switching of the antenna
beam in the elevation direction. The switching of the antenna beam is done in such a way that
a number of parallel swaths are imaged. For example, in the case of the Shuttle Radar Topog-
raphy Mission (SRTM), four such adjacent swaths were imaged. The data collection for a Scan-
SAR operation involves pointing the antenna beam to sub-swath 1 and then transmitting and
recording a burst of pulses. The beam is then switched to sub-swath 2 and another burst of
pulses are transmitted and recorded. The process is repeated with all the other sub-swaths
before returning to sub-swath 1. Therefore, even though the radar is continuously transmitting
and receiving, for each individual sub-swath, the radar operates in a burst mode, with the cor-
responding reduction in azimuth resolution. The ScanSAR mode was first demonstrated in
space by the SIR-C system, and the Canadian RadarSat system is the first operational SAR sen-
sor to utilize the ScanSAR mode routinely to increase its swath width. The Cassini radar also
operates in the ScanSAR mode with five sub-swaths. Because of the changing geometry
between sub-swaths, the PRF must be changed for each sub-swath to ensure optimum image
quality.
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6.4.4 SAR Imaging Coordinate System

Asmentioned earlier, the human eye and optical camera have an angle–angle format. Real aperture
radars have an angle–time delay format. Synthetic aperture radars have a Doppler–time delay
format.
Let us consider the configuration shown in Figure 6.36. The radar transmits a pulse which travels

as a spherical shell away from the radar. Therefore, points located on a sphere centered at the radar
location have their echoes received simultaneously by the radar. To process the radar signals into
images, it is typically assumed that all scatterers are located on a reference plane (see Section 6.4.7
for a discussion on SAR processing). The intersection of a sphere centered on the radar position and
a horizontal plane is a circle with its center at a position directly underneath the radar (the so-called
nadir point—see Fig. 6.36(b)). Thus, a family of concentric spheres intersecting with the reference
plane gives a series of concentric circles, centered at the nadir point, which define lines of equidis-
tance (or equal time delay) to the radar.
Points located on coaxial cones, with the flight line as the axis and the radar location as the apex,

have returned echoes with identical Doppler shifts. The intersection of these cones with the refer-
ence surface plane gives a family of hyperbolas. Objects on a certain hyperbola will provide equi-
Doppler returns. Thus, the surface can be referenced to a coordinate system of concentric circles
and coaxial hyperbolas, and each point in the imaged plane can be uniquely identified by its time
delay and Doppler shift. The only potential ambiguity is due to the symmetry between the right and
the left of the flight track. However, this is easily avoided by illuminating only one side of the track,
that is, side illumination.

Range sphere

(a) (b)

Radar position

Radar

Flight
path

Flight
track

Constant
Doppler lines

Illuminated
area

Constant distance
lines

Doppler 
cone

Velocity
vector

Assumed
reference plane

Scatterer is assumed to be at intersection of range
sphere, Doppler cone, and reference plane

Figure 6.36 (a) The geometry assumed in traditional SAR processing. The scatterer is assumed to be at the
intersection of the range sphere, the Doppler cone, and an assumed flat reference plane. The case shown is for a
left-looking SAR. (b) Coordinate system (equi-Doppler and equirange lines) for synthetic aperture radar
imaging.
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The brightness that is assigned to a specific pixel in the radar image is then proportional to the
echo energy contained in the time delay bin and Doppler bin, which correspond to the equivalent
point on the surface being imaged. The achievable resolution in azimuth is (from Equation (6.104)):

Xa =
L
2

and the achievable range resolution is the same as in the case of real aperture radar (see
Equation (6.60)):

Xr =
c

2B sin θ

It should be pointed out that the resolution of the SAR is not dependent on the altitude of the
sensor. This can be explained by the fact that the imaging mechanism uses the Doppler shifts in
the echo and the differential time delays between surface points, neither of which is a function
of the distance between the sensor and the surface. Of course, the altitude still plays a major role
in determining the power required to acquire a detectable echo and in determining the size of the
antenna, as will be discussed later.

6.4.5 Ambiguities and Artifacts

A radar images a surface by recording the echoes line by line with successive pulses. For each trans-
mitted pulse, the echoes from the surface are received as a signal that has a finite duration in time.
The echo starts at a time determined by the round-trip time to that part of the surface that is closest
to the radar, and theoretically would continue until we encounter the end of the surface. In practice,
the strength of the echo is modulated by the antenna pattern in the elevation plane, resulting in an
echo that has a finite time duration. Therefore, the leading edge of each echo corresponds to the
near edge of the largest possible image scene, and the tail end of the echo corresponds to the far edge
of the largest possible scene. The length of the echo (i.e., swath width of the scene covered) is deter-
mined by the antenna beamwidth and the size of the time window during which the data are
recorded. The exact timing of the echo reception depends on the range between the sensor and
the surface being imaged. If the timing of the pulses or the extent of the echo is such that the leading
edge of one echo overlaps with the tail end of the previous one, then the far edge of the scene is
folded over the near edge of the scene. This is called range ambiguity. If the full echo determined
by the antenna pattern is recorded, the temporal extent of the echo is equal to (see Fig. 6.37):

Te ≈ 2
Rs

c
β tan θ = 2

hλ
cW

sin θ
cos 2θ

6 113

where we assumed that β is small and neglected any Earth curvature. To avoid overlapping echoes,
this time extent should be shorter than the time separating two pulses (i.e., 1/PRF). Thus, we
must have

PRF <
cW
2hλ

cos 2θ
sin θ

6 114

In addition, the timing of the pulses should be selected such that the echo is completely within an
interpulse period, i.e., no echoes should be received during the time that a pulse is being
transmitted.
The above equation gives an upper limit for the PRF. Another kind of ambiguity present in SAR

imagery also results from the fact that the target’s return in the azimuth direction is sampled at the
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PRF. This means that the azimuth spectrum of the target return repeats itself in the frequency
domain at multiples of the PRF. In general, the azimuth spectrum is not a band-limited signal;
instead the spectrum is weighted by the antenna pattern in the azimuth direction. This means that
parts of the azimuth spectrum may be aliased, and high-frequency data of one version of the spec-
trum will actually appear in the low-frequency part of the neighboring spectrum. In actual images,
these azimuth ambiguities appear as ghost images of a target repeated at some distance in the azi-
muth direction as shown in Figure 6.38. To reduce the azimuth ambiguities, the PRF of a SAR has to
exceed the lower limit given by Equation (6.112).
In order to reduce both range and azimuth ambiguities, the PRF must therefore satisfy both the

conditions expressed by Equations (6.112) and (6.114). Therefore, we must insist that

cW
2hλ

cos 2θ
sin θ

>
2υ
L

6 115

from which we derive a lower limit for the antenna size as

LW >
4υhλ
c

sin θ
cos 2θ

6 116

We note that Equation (6.116) was derived assuming that the entire echo in time as determined
by the elevation antenna pattern is used, and the entire Doppler spectrum as determined by the
azimuth antenna pattern is used. This, in effect, means that the widest swath possible is imaged
at the highest possible azimuth resolution. If either of these requirements is relaxed, the antenna
can actually be smaller than that given in Equation (6.116). For example, if we use a smaller fraction
of the Doppler bandwidth in the processor, we can actually afford to have neighboring Doppler
spectra overlap partially, as long as the overlapping portions fall outside that portion of the Doppler
bandwidth that is used in the processor. For a fixed PRF, this means that the azimuth beamwidth
may actually be larger than the value 2υ/PRF, i.e., the antenna length may be smaller than what is
shown in Equation (6.116). The penalty, of course, is that the azimuth resolution will be poorer than

Echo 1 Echo 2

T

cT

RS

2RS/c

Figure 6.37 Geometry illustrating the range configuration.
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if we utilized the entire Doppler bandwidth. Similarly, if we only utilize a portion of each echo in the
inter-pulse period, the echoes from successive pulses can actually overlap, as long as the overlap-
ping portions fall outside of that portion of the echo that we actually use in the processing, meaning
that the elevation beamwidth may be larger (i.e., the antenna width may be smaller) than that
assumed in Equation (6.104). In this case, the penalty is that the swath will be narrower, i.e.,
we will image a smaller portion of the surface. See Freeman et al. (2000) for a more detailed dis-
cussion on this issue.
Another type of artifact that is encountered in radar images results when a very bright surface

target is surrounded by a dark area. As the image is being formed, some spillover from the bright
target, called sidelobes, although weak, could exceed the background and become visible as shown
in Figure 6.39. It should be pointed out that this type of artifact is not unique to radar systems. They
are common in optical systems, where they are known as the sidelobes of the point spread function.
The difference is that in optical systems, the sidelobe characteristics are determined by the char-
acteristics of the imaging optics, i.e., the hardware, whereas in the case of a SAR, the sidelobe char-
acteristics are determined by the characteristics of the processing filters. In the radar case, the
sidelobes may be therefore be reduced by suitable weighting of the signal spectra during matched
filter compression. The equivalent procedure in optical systems is through apodization of the tel-
escope aperture.

Without azimuth ambiguities

With azimuth ambiguities

Figure 6.38 Azimuth ambiguities result when the radar PRF is too low to sample the azimuth spectrum of the
data adequately. In this case, the edges of the azimuth spectrum fold over themselves, creating ghost images as
shown in this figure.
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The vast majority of these artifacts and ambiguities can be avoided with proper selection of the
sensor’s and processor’s parameters. However, the interpreter should be aware of their occurrence
because in some situations they might be difficult, if not impossible, to suppress.
With the advances of electrically phased arrays and fast electronics, a new concept called sweep

SAR does allow going around the limitation in Equation (6.116). In this approach, illustrated in
Figure 6.40, the radar transmits a pulse that sweeps a large swath area; however, at reception,
the receiving narrower beam antenna electronically tracks the echo coming from different areas
on the surface thus allowing to have multiple pulses on the surface simultaneous without having
their echoes overlap. This allows a much wider swath width. This technique is used in the NASA/
ISRO SAR (NiSAR) mission.

6.4.6 Point Target Response

One simple way to visualize the basic principle behind SAR processing and the effects of compli-
cating factors (planet rotation, attitude drift, etc.) is to study the response of a point target. Many
different SAR processing algorithms are in use, and their detailed discussion is beyond the scope of
this text. The interested reader is referred to the texts and articles cited in the references. Here, we
shall illustrate SAR processing through the use of the so-called rectangular imaging algorithm.
Let us consider the case in which a chirp is used and the transmitted wave form is given by:

W t = A t exp i2π f ot +
Bt2

2τ
6 117

where

A t = 1 for nT −
τ

2
< t < nT +

τ

2
A t = 0 otherwise

Figure 6.39 Sidelobes from bright targets (indicated by the arrows in the image) can exceed the signals from
neighboring pixels.
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n is an integer. We shall now consider the return from a single point scatterer that is assumed to
be at a range r(s) from the radar. We use the symbol s to denote the time at which the pulse is trans-
mitted to be consistent with most radar texts. This is sometimes referred to as the “slow time” to
distinguish it from the time measured inside the interpulse period, which is referred to as the “fast
time” and is typically represented by the symbol t. As the radar moves along its path, a two-
dimensional array of values is recorded. The one direction corresponds to the time within an indi-
vidual interpulse period, and represents the “fast time”mentioned earlier. This process is repeated
for each transmitted pulse, forming the second dimension of the array, which corresponds to the
“slow time.”
During data collection, the point target will be in view of the antenna for a time period Ti. During

this period, the range between the sensor and the target is equal to (see Fig. 6.41)

r s = r20 + υ2s2 = h2 + D2 + υ2s2 6 118

where we neglected the effect of the Earth’s curvature. Usually υs r0, then:

r s = r0 +
υ2s2

2r0
6 119
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Figure 6.40 (a) Illustration of the sweep SAR concept. (b) Illustration of the NISAR spacecraft showing the
sweep SAR feed at the bottom right which effectively consists of the full Radar electronics and feeds, and the
large antenna reflector at the top. Source: Courtesy of NASA JPL, L. Veilleux and P. Rosen.
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and the returned echo has a phase shift ϕ(t) equal to:

ϕ s = 2π
2r s
λ

=
4πr0
λ

+
2πυ2s2

λr0
6 120

Comparing this phase to that of that transmitted signal, we note that Equation (6.120) represents
a linear FM signal with a carrier frequency that is zero, with a constant phase added to it. In addi-
tion, the leading edge of the echo will arrive back with a time delay td relative to the transmitted
pulse equal to

td =
2r s
c

=
2r0
c

+
υ2s2

r0c
= t0 + Δtd 6 121

Neglecting the effects of the antenna pattern and 1/r3 change in the amplitude, the resulting sig-
nal amplitude pattern (i.e., point response) is shown in Figure 6.42. In the figure, Z represents υs
and Y represents time referred to the start of each pulse. In this representation, the echoes’ ampli-
tude is then given by

E Y ,Z exp
i2πB Y −Z2 r0c

2

2τ
+ i

2πZ2

λr0
6 122

for

Z2

r0c
−

τ

2
< Y <

Z2

r0c
+

τ

2

and

− υTi

2
< Z <

υTi

2

If we take a cut along Z = 0, then the received signal amplitude is an exact duplicate (within a
constant factor) of the transmitted signal amplitude shifted down to zero offset. If we take a cut at
Z = υt, then the received signal is similar to the one at Z = 0, with an upshift of frequency equal to
2υ2t/λr0 and a start-time delay of υ2t2/r0c.
The role of the processor is to match the returned echo from a large number of targets to a family

of templates similar to the one in Figure 6.42 with the parameters corresponding to each and every
point in the swath. It should be noted that points along a constant distance D have identical

P

h

D

r0

υs

Figure 6.41 Geometry showing the distance to a point target.
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templates but are displaced in time (i.e., along Z axis). However, points at different distance D (e.g.,
different r0) will have slightly different templates.

6.4.7 Correlation with Point Target Response

The received signal is a combination of the echoes from a large number of point targets in the scene.
When this signal is correlated with the reference response corresponding to one pixel in the imaged
scene, the output will be maximum when the echo from the targets in that pixel is matched exactly
with the reference. All other echoes from other pixels will not match exactly with the reference,
thus resulting in only very weak output.
Let Vs(t) be the received signal from a target A at distance r0. In Appendix D, we show that if we

compress a single pulse of the form given in Equation (6.117) using a matched filter, the resulting
signal is of the form

Vs s, t = A0 exp − i4πr s λ
sin πB t− 2r s c
πB t− 2r s c

6 123

This expression shows that each pulse will compress to have its maximum at a time equal to the
round-trip time of the pulse to the point target. In Appendix D, we derived Equation (6.123) using a
convolution between the received signal and a replica of the transmitted signal. In practice, this
convolution is performed in the frequency domain; a convolution of two signals in the time domain
is equivalent to the product of the Fourier transforms of the two signals in the frequency domain.
Using the speed of digital Fast Fourier Transforms (FFTs), this convolution can be accomplished
efficiently in this manner. This process is known as range compression. What now remains is to
compress the signal in the azimuth, or slow time, direction.
The expression of Vs(s, t) is (from Equation (6.123))

Vs s, t = A0 exp
4πr0
λ

sin πB t− 2r s c
πB t− 2r s c

exp −
i2πυ2s2

λr0
6 124

The appropriate reference function Vr(t) for a point target at the same location as A is, of course,
the same as the last term in Vs. So, the output of the correlator is:

V0 ξ =
Ti 2

−Ti 2
Vs s Vr∗ s + ξ ds 6 125

where Vr∗ is the complex conjugate of Vr. Conceptually, the compression of the signals in the along-
track direction therefore is also a matched filter operation, which again can be implemented using

Y

Z

Figure 6.42 Point target response.
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FFTs. In practice, there is a bit more work resulting from the fact that the change in the range to the
point target may be larger than the “fast time” bins used in the sampling. The result of this is that
the range-compressed signal fall on an arc in the data array as shown in Figure 6.42, and must first
be resampled to ensure that the appropriate signal is used as the input to the matched filter. This is
known as “range walk” and is more pronounced for spaceborne systems. Replacing Vs and Vr by
their expressions similar to what we did in Appendix D, we get

V 0 ξ, t = A0 exp
4πr0
λ

sin πB t− 2r0 c
πB t− 2r0 c

Ti 2

−Ti 2
exp

− i2πυ2

λr0
s2 − s + ξ 2 ds

6 126

The integration limits are the time when the target is in the antenna beam. The reference func-
tion usually extends over a longer time, so it does not affect the integration limits. Following the
same procedure as in Appendix D, we find that the resulting output is

V 0 ξ, t = A0Ti exp
4πr0
λ

sin πB t− 2r0 c
πB t− 2r0 c

sin aTiξ

aTiξ
6 127

where a= 2πυ2/λr0. This output is maximum at ξ= 0, that is, when pointA is aligned with the point
target of the reference.
If we had two targets (A and B) at the same range but displaced by a distance X (i.e., time dis-

placement Δt = X/υ), the correlator output will be

V 0 ξ, t = exp
4πr0
λ

sin πB t− 2r0 c
πB t− 2r0 c

ATi
sin aTiξ

aTiξ
+ BTi

sin aTi ξ−Δt
aTi ξ−Δt

6 128

which shows two peaks displaced by a time distanceΔt. The width of each peak response is equal to

Δξ =
2π
aTi

=
λr0
υ2Ti

=
λr0
�υ

6 129

This corresponds to a spatial resolution Xa equal to:

Xa = υΔξ =
λr0
�

6 130

which is the same as Equation (6.104), with � replaced by 2λr0/L (from Equation (6.102)).
The rectangular algorithm is shown in Figure 6.43, and consists of three main steps. The first is

the range compression, followed by a resampling to compensate for range walk, and then followed
by azimuth compressions. As mentioned before, significant reduction in the number of computa-
tions is achieved by using the fact that, when transformed to the frequency domain, a correlation
becomes a multiplication. Thus, the same function can be achieved by taking the Fourier transform
of Vs, multiplying it by the reference function in the frequency domain (i.e., its Fourier transform)
then doing an inverse transform. If the reference function hasU element, the correlation in the time
domain requires U ×Umultiplications. In the case of the FFT approach, only 2U log U operations
are needed. Considering thatU is usuallymany thousands, the frequency domain approach reduces
the number of operations required by more than two orders of magnitude.
The description of the rectangular algorithm assumed that the radar moved along a straight line.

This is seldom the case for airborne systems. In this case, the processor includes another resampling
step to take into account the actual flight path of the radar. The signals are shifted in time to
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reference their time origin to an assumed reference flight path (typically a straight line). However,
the signal phase should also be changed to compensate for the differential change in range between
the actual and the reference flight paths. This process is known as motion compensation.
Note from Equation (6.127) that the point target response is the product of two sinx/x functions,

one aligned with the range direction, and one aligned with the azimuth, or along-track direction.
This response is similar to what would be measured with a rectangular aperture in an optical sys-
tem. Compare, for example, the responses shown in Figure 6.43 to the point spread function of a
rectangular aperture shown in Chapter 3. The point target response of the radar system asmeasured
in the image is therefore strongly dependent on the filters used in the processor.
The rectangular algorithm is the simplest to implement, but is really only applicable to the

antenna beamwidth that is relatively narrow in the along-track direction. If a wide beam is used,
such as in very high-resolution radars, the full two-dimensional reference function must be used in
the SAR processing. Several algorithms are in use that are appropriate for this case. The reader is
referred to the references for more details.

6.4.8 Advanced SAR Techniques

The field of synthetic aperture radar changed dramatically over the past two decades with the
operational introduction of advance radar techniques such as polarimetry and interferometry.
While both of these techniques have been demonstrated much earlier, radar polarimetry only
became an operational research tool with the introduction of the NASA/JPL AIRSAR system in
the early 1980s, and reached a climax with the two SIR-C/X-SAR flights on board the space
shuttle Endeavour in April and October 1994. Radar interferometry received a tremendous
boost when the airborne TOPSAR system was introduced in 1991 by NASA/JPL, and further
when data from the European Space Agency ERS-1 radar satellite became routinely available
in 1991. The SRTM, flown on the space shuttle Endeavour in February 2000 was the first space-
borne application of a fixed baseline interferometer, and mapped 80% of the land mass of the
Earth in a single space shuttle mission. In this section, we shall describe these two techniques in
more detail.
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Figure 6.43 This figure illustrates how the rectangular SAR processing algorithm is implemented. Three-
point scatterers are at different range and azimuth positions. The simulation is for an airborne SAR where the
range walk is negligible.
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6.4.8.1 SAR Polarimetry

As mentioned before, electromagnetic wave propagation is a vector phenomenon, i.e., all electro-
magnetic waves can be expressed as complex vectors. Plane electromagnetic waves can be repre-
sented by two-dimensional complex vectors. This is also the case for spherical waves when the
observation point is sufficiently far removed from the source of the spherical wave. Therefore, if
one observes a wave transmitted by a radar antenna when the wave is a large distance from the
antenna (in the far-field of the antenna), the radiated electromagnetic wave can be adequately
described by a two-dimensional complex vector. If this radiated wave is now scattered by an object,
and one observes this wave in the far-field of the scatterer, the scattered wave can again be ade-
quately described by a two-dimensional vector. In this abstract way, one can consider the scatterer
as a mathematical operator which takes one two-dimensional complex vector (the wave impinging
upon the object) and changes that into another two-dimensional vector (the scattered wave). Math-
ematically, therefore, a scatterer can be characterized by a complex 2 × 2 scattering matrix:

Esc =
Shh Shv
Svh Svv

Etr = S Etr 6 131

where Etr is the electric field vector that was transmitted by the radar antenna, [S] is the 2 × 2 com-
plex scattering matrix that describes how the scatterer modified the incident electric field vector,
and Esc is the electric field vector that is incident on the radar receiving antenna. This scattering
matrix is a function of the radar frequency, and the viewing geometry. The scatterer can therefore
be thought of as a polarization transformer, with the transformation given by the scattering matrix.
Once the complete scattering matrix is known and calibrated, one can synthesize the radar cross
section for any arbitrary combination of transmit and receive polarizations. Figure 6.3 shows a
number of such synthesized images for the San Francisco Bay area in California. The data were
acquired with the NASA/JPL AIRSAR system.
The voltage measured by the radar system is the scalar product of the radar antenna polarization

and the incident wave electric field, i.e.,

V = prec S ptr 6 132

Here, ptr and prec are the normalized polarization vectors describing the transmitting and receiv-
ing radar antennas. The power received by the radar is the magnitude of the voltage squared

P = VV∗ = prec S prad 2
6 133

Expanding the expression inside the magnitude sign, it can be shown that the received power can
also be written in terms of the scatterer covariance matrix as follows:

P = VV∗ = AT TA
∗
= ATT∗A∗ = A C A∗; C = TT

∗
6 134

whereA = prech pradh prech pradv precv pradh precv pradv represents the transpose of the antenna polarization

vector elements and T = Shh Shv Svh Svv represents only the scatterer. The superscript ∗
denotes complex conjugation. The covariance matrix characterization is particularly useful when
analyzing multi-look radar images, since the covariance matrix of a multi-look pixel is simply the
average covariance matrix of all the individual measurements contained in the multi-look pixel.
Equation (6.134) shows the covariance matrix to be a 4 × 4 complex Hermetian matrix. In the case
of radar backscatter, reciprocity dictates that Shv = Svh and the covariance matrix can in general be
written as a 3 × 3 complex Hermetian matrix. Also note that it is always possible to calculate the
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covariance matrix from the scattering matrix. However, the inverse is not true; it is not always pos-
sible to calculate an equivalent scattering matrix from a knowledge of the covariance matrix. This
follows from the fact that the off-diagonal terms in the covariance matrix involve cross-products of
the scattering matrix elements, for example ShhS∗hv. For a single scattering matrix there is a definite
relationship between this term and the two diagonal terms ShhS∗hh and ShvS∗hv. However, once the
covariance matrix elements are averaged spatially, such as during multi-looking of an image, this
definite relationship no longer holds, and we cannot uniquely find an equivalent Shh and Shv that

would satisfy all three cross-products ShhS∗hv , ShhS∗hh , and ShvS∗hv . (The angular brackets

denote spatial averaging.)
The typical implementation of a radar polarimeter involves transmitting a wave of one polariza-

tion and receiving echoes in two orthogonal polarizations simultaneously. This is followed by trans-
mitting a wave with a second polarization, and again receiving echoes with both polarizations
simultaneously as shown in Figure 6.44. In this way, all four elements of the scattering matrix
are measured. This implementation means that the transmitter is in slightly different positions
when measuring the two columns of the scattering matrix, but this distance is typically small com-
pared to a synthetic aperture, and therefore does not lead to a significant decorrelation of the sig-
nals. The more important aspect of this implementation is to remember that the PRF must be high
enough to ensure that each polarimetric channel is sampled adequately. Therefore, each channel
independently has to satisfy the minimum PRF as given by Equation (6.100). Since we are inter-
leaving two measurements, this means that the master PRF for a polarimetric system runs twice
the rate of a single-channel SAR. The NASA/JPL AIRSAR system pioneered this implementation
for SAR systems (Zebker et al., 1987) and the same implementation was used in the SIR-C part of
the SIR-C/X-SAR radars (Jordan et al., 1995).
Equations (6.133) and (6.134) show that once the scattering matrix or covariance matrix are

known, the response of the scene can be calculated for any arbitrary polarization combinations.
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Figure 6.44 A polarimetric radar is implemented by alternatively transmitting signals out of horizontally and
vertically polarized antennas, and receiving at both polarizations simultaneously. Two pulses are needed to
measure all the elements in the scattering matrix.
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This is known as polarization synthesis and is discussed in more detail in Chapter 2 of Ulaby and
Elachi (1990). Figure 6.3 shows an example of images synthesized at various polarization combina-
tions. Note that if we allow the polarization of the transmit and receive antennas to be varied inde-
pendently, the polarization response of the scene would by a four-dimensional space. This is easiest
understood by representing each of the two polarizations by the orientation and ellipticity angles of
the respective polarization ellipses, as shown in Chapter 2. The polarization response is therefore a
function of these four angles. Visualizing such a four-dimensional response is not easy. To simplify
the visualization, the so-called polarization response (van Zyl, 1989; Ulaby and Elachi, 1990) was
introduced. The polarization response is displayed as a three-dimensional figure, and the transmit
and receive polarizations are either the same (the co-polarized response) or they are orthogonal (the
cross-polarized response). Figure 6.45 shows the polarization responses of a trihedral corner reflec-
tor, a device commonly used to calibrate radar images. Many examples of polarization responses
can be found in Ulaby and Elachi (1990).
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Figure 6.45 Polarization responses of trihedral corner reflector. These devices, shown in the photograph at
the top, are commonly used to calibrate radar systems. The positions of some of the commonly used transmit
and receive polarization combinations are shown on the two responses.
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6.4.8.2 SAR Interferometry

SAR interferometry refers to a class of techniques where additional information is extracted
from SAR images that are acquired from different vantage points, or at different times. Various
implementations allow different types of information to be extracted. For example, if two
SAR images are acquired from slightly different viewing geometries, information about the
topography of the surface can be inferred. On the other hand, if images are taken at slightly
different times, a map of surface velocities can be produced. Finally, if sets of interferometric
images are combined, subtle changes in the scene can be measured with extremely high
accuracy.

6.4.8.2.1 Radar Interferometry for Measuring Topography

SAR interferometry was first demonstrated by Graham (1974), who demonstrated a pattern of nulls
or interference fringes by vectorally adding the signals received from two SAR antennas; one phys-
ically situated above the other. Later, Zebker and Goldstein (1986) demonstrated that these inter-
ference fringes can be formed after SAR processing of the individual images if both the amplitude
and the phase of the radar images are preserved during the processing.
The basic principles of interferometry can be explained using the geometry shown in Figure 6.46.

Using the law of cosines on the triangle formed by the two antennas and the point being imaged, it
follows that

R + δR 2 = R2 + B2 − 2BR cos π 2− θ + α 6 135

where R is the slant range to the point being imaged from the reference antenna, δR is the path
length difference between the two antennas, B is the physical interferometric baseline length, θ
is the look angle to the point being imaged, and α is the baseline tilt angle with respect to the
horizontal.
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Figure 6.46 Basic interferometric radar geometry. The path length difference between the signals measured
at each of the two antennas is a function of the elevation of the scatterer.
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From Equation (6.135), it follows that we can solve for the path length difference δR. If we assume
that R>> B (a very good assumption for most interferometers), one finds that

δR≈ −B sin θ− α 6 136

The radar system does not measure the path length difference explicitly, however. Instead, what
is measured is an interferometric phase difference that is related to the path length difference
through

ϕ =
a2π
λ

δR = −
a2π
λ

B sin θ− α 6 137

where a = 1 for the case where signals are transmitted out of one antenna and received through
both at the same time, and a= 2 for the case where the signal is alternately transmitted and received
through one of the two antennas only. The radar wavelength is denoted by λ.
From Figure 6.43, it also follows that the elevation of the point being imaged is given by

z y = h−R cos θ 6 138

with h denoting the height of the reference antenna above the reference plane with respect to which
elevations are quoted. From Equation (6.138), one can infer the actual radar look angle from the
measured interferometric phase as

θ = α− sin − 1 λϕ

a2πB
6 139

Using Equations (6.139) and (6.138), one can now express the inferred elevation in terms of sys-
tem parameters and measurables as:

z y = h−R cos α− sin − 1 λϕ

a2πB
6 140

This expression is the fundamental interferometric SAR equation for broadside imaging
geometry.
To understand better how the information measured by an interferometer is used, consider again

the expression for the measured phase difference given in Equation (6.137). This expression shows
that even if there is no relief on the surface being imaged, the measured phase will still vary across
the radar swath, as shown in Figure 6.47(a) for a radar system with parameters similar to that of the
SRTM, which is discussed in more detail below. To show how this measurement is sensitive to top-
ographical relief, consider now the case where there is indeed topographical relief in the scene. For
illustration purposes, we used a digital elevation model of Mount Shasta in California, shown in
Figure 6.47(b), and calculated the expected interferometric phase of the SRTM system for this area.
The result, shown in Figure 6.47(c), shows that the parallel lines of phase difference for a scene
without relief are distorted by the presence of the relief. If we now subtract the expected “smooth”
earth interference pattern shown in Figure 6.36(a) from the distorted pattern, the resulting inter-
ference pattern is known as the flattened interferogram. For the Mount Shasta example, the result is
shown in Figure 6.47(d). This figure shows that the flattened interferogram resembles a contour
map of the topography.
The distortion of the “smooth” earth interferogram by the topographical relief is a consequence of

the fact that the presence of topography slightly modifies the radar look angle from the value in the
absence of topography (see Fig. 6.46). If we denote the look angle in the absence of relief for a given
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range by θ0, and z is the elevation of the pixel including the topography at the same range, it follows
from the geometry in Figure 6.46 that the change in the look angle introduced by the relief is

δθ≈
z

r0 sin θ0
6 141

From Equation (6.137), we can write the phase of the pixel as

ϕ = −
a2π
λ

B sin θ0 + δθ− α ≈ −
a2π
λ

B sin θ0 − α −
a2π
λ

B cos θ0 − α δθ 6 142

The first term on the right in Equation (6.142) is simply the phase one would measure in the
absence of relief, i.e., the phase shown in Figure 6.44(a) in the example of the Mount Shasta scene.
If this phase field due to a smooth earth is subtracted from the actual interferometric phase, the
resulting phase difference is the flattened interferogram

ϕflat ≈ −
a2π
λ

B cos θ0 − α
z

r0 sin θ0
6 143

where we have combined Equation (6.141) and the second term on the right in Equation (6.142).
This expression now clearly shows the sensitivity of the measured phase in the flattened interfer-
ogram to the topographical relief. The interferometric ambiguity height is defined as that elevation
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Figure 6.47 This figure shows how the topography of a scene is expressed in the interferometric phase. If
there is no topography, all interferometric fringes will be parallel to the radar flight path as shown in (a). Using
the topography of Mount Shasta, California, shown in perspective view in (b), the expected fringes for the SRTM
system are shown in (c). Once the contribution from a smooth earth as shown in (a) is subtracted from (c), the
resulting flattened interferogram resembles a contour map of the topography (d).
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for which the interferometric phase in the flattened interferogram changes by one cycle. This is
easily shown from Equation (6.143) to be

e =
λr0 sin θ0

aB cos θ0 − α
6 144

The ambiguity height can be interpreted as the sensitivity of the radar interferometer to relief.
The smaller the ambiguity height, the more the measured interferometric phase will change for
a given change in surface elevation. On the other hand, the radar system only measures the phase
modulo 2π. Therefore, if the total relief in the scene exceeds the ambiguity height, the phase will be
“wrapped”, and the interferogram will appear as a contour map with the interferometric phase
changing through multiple cycles of 2π as shown in Figure 6.46. To reconstruct the topography,
one will then have to “unwrap” the phase. We shall discuss this operation in more detail below.
From Equation (6.144), it is clear that the best sensitivity to elevation is achieved by maximizing

the electrical length of the interferometric baseline. In practice, however, it is not possible to arbi-
trarily increase this length. In order to unwrap the phase, the interferometric phase must be
sampled often enough. In the radar image, this sampling happens at each pixel, so individual sam-
ples are separated in slant range by the slant range pixel spacing ρs. If the baseline becomes so large
that the interferometric phase changes by more than 2π across one pixel, the resulting interfero-
gram will appear to have a random phase, and we will not be able to unwrap the phase to recon-
struct the elevation profile. This situation will be even worse if the terrain slope is such that the
surface is tilted toward the radar.
To explain this in more detail, consider the geometry of a tilted surface as shown in Figure 6.48

for the case of an airborne system where we can ignore the curvature of the earth. From Equa-
tion (6.137), we see that the interferometric phases for the two pixels can be written as
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Figure 6.48 The rate at which the interferometric phase changes from pixel to pixel in the range direction is a
function of the local slope of the surface. This figure shows a single pixel with a local slope β, where positive
values of β means the surface element is tilted toward the radar.
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ϕ1 = −
a2π
λ

B sin θ− α ; ϕ2 = −
a2π
λ

B sin θ + δθ− α 6 145

If the slant range pixel spacing ρs is small, the change in the look angle will be small, and we can
approximate the second phase as

ϕ2 ≈ −
a2π
λ

B sin θ− α −
a2π
λ

B cos θ− α δθ = ϕ1 −
a2π
λ

B cos θ− α δθ 6 146

From Figure 6.47, we find that

δθ =
ρs

r0 tan θ− β
6 147

with β being the terrain slope for the pixel; positive values indicate that the terrain is tilted toward
the radar. Combining Equations (6.145)–(6.147), we find that the change in phase across the pixel is

Δϕ = ϕ2 −ϕ1 = −
a2π
λ

B cos θ− α
ρs

r0 tan θ− β
6 148

Note that this expression indicates that the interferometric phase will change more rapidly for
surfaces tilted toward that radar, and less so for surfaces tilted away from the radar. This effect
is clearly noticeable in Figure 6.47 on Mount Shasta.
If the change in phase from pixel to pixel in the range direction has to be less than a given value,

Equation (6.145) clearly limits the length of the baseline to somemaximum value. The rapid change
in phase observed when the baseline length increases causes the interferometric phase to appear
noisy in the image. This random phase is generally known as baseline decorrelation. To understand
what is meant by baseline decorrelation, consider a sinusoidal surface with a spatial wavelength Λ
that is illuminated by an electromagnetic wave with a wavelength λ0. We further assume that the
surface is tilted toward the source of illumination by an angle β, and that the angle of incidence of
the electromagnetic wave is θ, as shown in Figure 6.49. The path length difference for the two “rays”
shown, d, is

d = 2Λ sin θ− β 6 149
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Figure 6.49 A sinusoidal surface with spatial wavelength Λ is tilted toward the radar by an angle β.
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where the factor 2 denoted the two-way travel of the electromagnetic wave. The maximum return
will be measured if there is a multiple of 2π phase difference between the contributions represented
by the two “rays.” Considering only the first multiple of 2π, this will happen if

2πd
λ0

= 2π, λ0 = 2Λ sin θ− β 6 150

This is the well-known Bragg relationship between the spatial wavelength of the surface and the
wavelength of the illuminating wave (see Equation (6.2)). Now suppose both the electromagnetic
source and observation are moved slightly so that the new angle of incidence is θ + δθ. The new
electromagnetic wavelength for maximum return would be

λ1 = 2Λ sin θ + δθ− β ≈ 2Λ sin θ− β + 2Λδθ cos θ− β 6 151

which, using Equation (6.150) can be written as

λ1 = λ0 +
λ0δθ

tan θ− β
= λ0 + δλ 6 152

The change in wavelength required to measure the maximum return is therefore

δλ =
λ0δθ

tan θ− β
6 153

The equivalent change in frequency required is

δf = −
f 0δθ

tan θ− β
6 154

As long as the illuminating signal contains both frequencies f0 and f0 + δf, and each receiver is
capable of receiving both these frequencies, both observations will contain the reflection from the
surface, and the resulting interferogram formed by combining the two individual measurements
from the different angles will show good correlation between the signals. If the total bandwidth
of the electromagnetic wave and associated receiving system is Bf, it follows that the largest change
in angle that would still result in correlation between the signals would be

δθmax = B f tan θ− β f 0 6 155

If we assume the distance between the electromagnetic source and the surface being illuminated
is R, we can translate the maximum change in angle derived above to the maximum baseline pro-
jected orthogonal to the look direction as follows:

B⊥c = Bc cos θ− α = R δθmax =
λ0RB f tan θ− α

c
6 156

where c is the speed of light.
This is known as the critical baseline. Baselines longer than this would lead to a complete loss of

coherence between the two interferometric signals, and consequently result in an interferogram
with random phases that cannot be unwrapped to produce a reliable estimate of the terrain eleva-
tion. As an example of the critical baseline length, consider the ERS radar system operating at an
altitude of 785 km at an incidence angle of 23 . The range bandwidth is 13.5 MHz, with a center
frequency of 5.3 GHz. Using these parameters, one finds that B⊥c = 1.1 km.
The preceding analysis was done assuming that the surface shape is described by a single-

frequency sinusoid. Natural surfaces usually havemore complex shapes than this, and are generally
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characterized by a roughness spectrum composed of a sum of different spatial frequencies with dif-
ferent amplitudes. However, the same argument as before can still be applied to each roughness
spectrum component. The electromagnetic wave will preferentially interact with that particular
component of the roughness spectrum that satisfies the Bragg relationship derived earlier (see also
Equation (6.2)). A necessary condition for coherence between the interferometric channels to exist
is that the received signal from the same roughness spectrum component be present in both inter-
ferometric channels. A careful consideration of this fact leads to the same result as the one we
derived earlier, even if more than one spatial frequency component is present in the roughness
spectrum of the surface.
The preceding analysis also assumes that the source and observation point are at the same posi-

tion. This is the case for repeat-track interferometry, and also in the case where a simultaneous
baseline system is operated in the so-called ping-pong mode where the signal is transmitted alter-
nately out of each of the two antennas. In the case where there is only one illumination source, but
the signals are received at two different locations, a similar argument shows that the critical base-
line for this case is exactly twice the value we derived before in Equation (6.156).
This analysis suggests that any nonzero baseline would result in only a portion of the two

individual bandwidths overlapping. Those portions of the bandwidth that do not overlap would
still contain signals, but those signals interacted with different spatial components of the sur-
face, and hence will not correlate with signals in the other interferometric channel, essentially
reducing the SNR of the interferogram. One way, therefore, to reduce fluctuations in the inter-
ferogram would be to utilize only those portions of the individual bandwidths that actually over-
lap when forming the interferogram by pre-filtering the individual signals to only retain the
overlapping parts of the spectra before forming the interferogram. This technique of increasing
the SNR of interferograms was first introduced by Gatelli et al. (1994). This spectral filtering,
however, is a function of the angle of incidence and the range to the scene. In addition, the
amount of frequency shift is strictly speaking a function of the terrain slope angle β. Since
the local slope changes throughout the scene, there will be some uncompensated spectral shifts
that are the result of the frequency shift introduced by the terrain slope itself. If there are large
changes in the local slope over relatively small areas, the result would be local variations in
phase noise of the interferogram.
SAR interferometers for the measurement of topography can be implemented in one of two ways.

In the case of single-pass or fixed baseline interferometry, the system is configured to measure the
two images at the same time through two different antennas usually arranged one above the other.
The physical separation of the antennas is referred to as the baseline of the interferometer. In the
case of repeat-track interferometry, the two images are acquired by physically imaging the scene at
two different times using two different viewing geometries.
So far, most single-pass interferometers have been implemented using airborne SARs. The SRTM,

a joint project between the United States National Imagery and Mapping Agency (NIMA) and the
National Aeronautics and Space Administration (NASA), was the first spaceborne implementation
of a single-pass interferometer (Farr and Kobrick, 2000). Launched in February 2000 from Cape
Canaveral in Florida on the Space Shuttle Endeavour, SRTM used modified hardware from the
C-band radar of the SIR-C system, with a 62 m long boom and a second antenna to form a sin-
gle-pass interferometer. The SRTMmission acquired digital topographic data of the globe between
60 north and south latitudes during one 11-day shuttle mission. The SRTM mission also acquired
interferometric data using modified hardware from the X-band part of the SIR-C/X-SAR system in
collaboration between NASA and the Deutches Zentrum für Luft und Raumfahrt (DLR) in Ger-
many. The swaths of the X-band system, however, were not wide enough to provide global coverage
during the mission.
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Most of the SAR interferometry research has gone into understanding the various error sources
and how to correct their effects during and after processing. As a first step, careful motion compen-
sation must be performed during processing to correct for the actual deviation of the aircraft plat-
form from a straight trajectory (Madsen et al., 1993). The single-look SAR processor must preserve
both the amplitude and the phase of the images. After single-look processing, the images are care-
fully co-registered to maximize the correlation between the images. The so-called interferogram is
formed by subtracting the phase in one image from that in the other on a pixel-by-pixel basis. In
practice, this is done bymultiplying the one image by the complex conjugate of the other image, and
extracting the resulting phase.
The interferometric SAR technique is better understood by briefly reviewing the difference

between traditional and interferometric SAR processing. In traditional (non-interferometric)
SAR processing, it is assumed that the imaged pixel is located at the intersection of the Doppler
cone (centered on the velocity vector), the range sphere (centered at the antenna), and an assumed
reference plane, as shown in Figure 6.36(a). Since the Doppler cone has its apex at the center of the
range sphere, and its axis of symmetry is aligned with the velocity vector, it follows that all points on
the intersection of the Doppler cone and the range sphere lie in a plane orthogonal to the velocity
vector. However, we do not know exactly where on this circle that forms the intersection of the cone
and the plane orthogonal to the velocity vector the actual scatterer is. Therefore, the traditional SAR
processor assumes that all scatterers lie in some reference plane, and places their images at the
intersection of this reference plane and the circle forming the intersection of the Doppler cone
and the plane orthogonal to the velocity vector.
The additional information provided by cross-track interferometry is that the imaged point also

has to lie on the cone described by a constant phase, which means that one no longer has to assume
an arbitrary reference plane. This cone of equal phase has its axis of symmetry aligned with the
interferometer baseline and also has its apex at the center of the range sphere. It then follows that
the imaged point lies at the intersection of the Doppler cone, the range sphere, and the equal phase
cone, as shown in Figure 6.50. It should be pointed out that in actual interferometric SAR

Range sphere
Radar position

Doppler
cone

Velocity
vector

Phase
cone

Scatterer is at intersection of range sphere,
Doppler cone, and phase cone

Figure 6.50 Interferometric SAR processing geometry. The scatterer must be at the intersection of the range
sphere, Doppler cone, and phase cone, so we no longer have to assume that all scatterers lie on a
reference plane.
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processors, the two images acquired by the two interferometric antennas are actually processed
individually using the traditional SAR processing assumptions. The resulting interferometric phase
then represents the elevation with respect to the reference plane assumed during the SAR proces-
sing. This phase is then used to find the actual intersection of the range sphere, the Doppler cone,
and the phase cone in three dimensions.
Once the images are processed and combined, the measured phase in the interferogram must be

unwrapped before the topography can be reconstructed. During this procedure, the measured
phase, which only varies between 0 and 360 , must be unwrapped to retrieve the original phase
by adding or subtractingmultiples of 360 . The earliest phase unwrapping routine was published by
Goldstein et al. (1988). In this algorithm, areas where the phase will be discontinuous due to layover
or poor SNRs are identified by branch cuts, and the phase unwrapping routine is implemented such
that branch cuts are not crossed when unwrapping the phases. A second class of phase unwrapping
algorithms is based on a least-squares fitting of the unwrapped solution to the gradients of the
wrapped phase. This solution was first introduced by Ghiglia and Romero (1989). The major dif-
ference between these two classes of phase unwrapping algorithms lies in how errors are distributed
in the image after phase unwrapping. Branch cut algorithms localize errors in the sense that areas
with low correlation (resulting in high so-called residue counts) are fenced off and the phase is not
unwrapped in these areas, leaving holes in the resulting topographic map. In the case of least-
squares algorithms, the unwrapping is the result of a global fit, resulting in unwrapping even in
areas with low correlation. The errors, however, are no longer localized, but instead are distributed
through the image. Phase unwrapping remains one of the most active areas of research, and many
algorithms remain under development. Detailed discussions and additional references on phase
unwrapping can be found in van Zyl and Hjelmstadt (1999) and Rosen et al. (2000).
Even after the phases have been unwrapped, the absolute phase is still not known. This absolute

phase is required to produce a height map that is calibrated in the absolute sense. One way to esti-
mate this absolute phase is to use ground control points with known elevations in the scene. How-
ever, this human intervention severely limits the ease with which interferometry can be used
operationally. Madsen et al. (1993) reported a method by which the radar data itself is used to esti-
mate this absolute phase. The method breaks the radar bandwidth up into upper and lower halves,
and then uses the differential interferogram formed by subtracting the upper half spectrum inter-
ferogram from the lower half spectrum interferogram to form an equivalent low-frequency inter-
ferometer to estimate the absolute phase. Unfortunately, this algorithm is not robust enough in
practice to fully automate interferometric processing. This is one area where significant research
is needed if the full potential of automated SAR interferometry is to be realized.
Absolute phase determination is followed by height reconstruction. Once the elevations in the

scene are known, the entire digital elevation map can be geometrically rectified. Madsen et al.
(1993) reported accuracies ranging between 2.2 m r.m.s. for flat terrain and 5.5 m r.m.s. for terrain
with significant relief for the NASA/JPL TOPSAR interferometer.
An alternative way to form the interferometric baseline is to use a single-channel radar to image

the same scene from slightly different viewing geometries. This technique, known as repeat-track
interferometry, has been mostly applied to spaceborne data starting with data collected with the L-
band SEASAT SAR. Other investigators used data from the L-band SIR-B, SIR-C, and JERS and the
C-band ERS-1/2, Radarsat and Envisat ASAR radars. Repeat-track interferometry has also been
demonstrated using airborne SAR systems (Gray and Farris-Manning, 1993).
Twomain problems limit the usefulness of repeat-track interferometry. The first is due to the fact

that, unlike the case of single-pass interferometry, the baseline of the repeat-track interferometer is
not known accurately enough to infer accurate elevation information from the interferogram.
Zebker et al. (1994 a,b) show how the baseline can be estimated using ground control points in
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the image. The second problem is due to differences in scattering and propagation that results from
the fact that the two images forming the interferogram are acquired at different times. The radar
signal from each pixel is the coherent sum (i.e., amplitude and phase) of all the voltages from the
individual scatterers contained in the radar pixel. If there are many such individual scatterers in
each pixel, and they move relative to each other between observations, the observed radar signal
amplitude and phase will also change between observations. If we consider an extended area with
uniform average scattering properties, consisting of several radar pixels, and the relative movement
of scatterers inside each pixel exceeds the radar wavelength, then the observed radar interferomet-
ric phase will appear quite noisy from pixel to pixel. The result is that the correlation between inter-
ferometric phases of neighboring pixels is lost, and the phase cannot be unwrapped reliably. This is
known as temporal decorrelation, which is worst at the higher frequencies (Zebker and Villasenor,
1992). For example, C-band images of most vegetated areas decorrelate significantly over as short a
time as one day. This is not surprising, since most components of the vegetation can actually move
more than the approximately 6 cm of the C-band radar wavelength, even in the presence of gentle
breezes. This problem more than any other limits the use of the current operational spaceborne
single-channel SARs for topographic mapping, and is the main reason why the SRTM mission
was implemented as a fixed baseline interferometer.

6.4.8.2.2 Radar Interferometry for Measuring Surface Velocity

The previous discussion assumed that the surface imaged by the radar is stationary. Now consider
the case where the radar images the surface from the same observation point, but at two different
times. This implementation is known as along-track interferometry, and was first described by
Goldstein and Zebker (1987). In their experiment, they used two SAR antennas mounted on the
body of the NASA DC-8 aircraft such that one antenna was some distance forward of the other.
The radar transmitted signals out of one antenna, and the returns were measured through both
antennas simultaneously. In this configuration, the one antenna would image the scene as if
the phase center is at the transmitting antenna, while the phase center for the receive-only antenna
lies at the center of the baseline connecting the two antennas. Since the aircraft is moving at a veloc-
ity υ, this means that two images are acquired, separated in time by

Tobs =
B
2υ

6 157

Note that if the system is implemented by alternately transmitting and receiving out of each
antenna, the observation time difference would be doubled. Now assume that a scatterer moves
with a velocity vector υs on a horizontal surface as shown in Figure 6.51. This would be the case,
for example, if we were imaging an ocean current, or a flowing river. During the time Tobs, the posi-
tion of the scatterer is displaced by

D = υsTobs 6 158

The change in range of the scatterer relative to the radar between these observations is then

δR = n D = n υsTobs 6 159

where n is a unit vector pointing from the radar to the original position of the scatterer. This change
in range will be recorded as a change in phase of the radar signal from the first image to the second.
This change in phase is

ϕ =
2π
λ
δR =

2πB
2λυ

n υs 6 160
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As long as the velocity of the projected velocity if the scatterer is low enough such that the phase
change between observations is less than 2π, the measured phase field can be unambiguously
inverted for the velocity of the scatterer. Note, however, that with a single baseline, we would only
measure the velocity of the scatterer projected onto the radar line-of-sight. If the scatterer moves in
a direction orthogonal to the radar line-of-sight, the phase will not change. Figure 6.51(b) shows an
example of along-track interferometric phases measured over the Juan de Fuca Straits in the north-
western part of the Pacific Ocean with the along-track interferometry mode of the NASA/JPL AIR-
SAR system. This image clearly shows the interferometric phase change associated with the tidal
outflows from the bays into the straits.
So far, we have discussed the change in phase as if we were observing a single scatterer. In reality,

each radar pixel contains many scatterers, and theymay bemoving relative to each other during the
time between observations, as discussed in the previous section. This temporal decorrelation limits
the largest separation, or baseline, we can use between the antennas. This concept is analogous to
the critical baseline discussed before. The difference here is that the maximum baseline for along-
track interferometry is a function of the relative movement of scatterers inside each pixel. This is an
expression of the way in which the surface is changing over time, and can be characterized by a
surface coherence time.

6.4.8.2.3 Differential Interferometry for Surface Deformation Studies

One of the most exciting applications of radar interferometry is implemented by subtracting two
interferometric pairs separated in time from each other to form a so-called differential interfero-
gram. In this way, surface deformation can be measured with unprecedented accuracy. This
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Figure 6.51 (a) Along-track interferometry imaging geometry. (b) Interferogram acquired over the Straits of
Juan de Fuca with the NASA/JPL AIRSAR system in 1999. The interferogram shown was acquired with the L-
band system, with a baseline of 20 m in the along-track direction. Given the normal flight parameters of the
NASA DC-8 aircraft, this image has a velocity ambiguity of 2.4 m/s. Source: Image courtesy of Dr. David Imel, Jet
Propulsion Laboratory.
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technique was first demonstrated by Gabriel et al. (1989) using data from SEASAT data to measure
cm-scale ground motion in agricultural fields. Since then this technique has been applied to meas-
ure cm-scale coseismic displacements and to measure cm-scale volcanic deflation. The added infor-
mation provided by high spatial resolution coseismic deformation maps was shown to provide
insight into the slip mechanism that would not be attainable from the seismic record alone. See
the references at the end of this chapter for many examples. A summary of the results can be found
in Rosen et al. (2000).
Differential interferometry is implemented using repeat-pass interferometric measurements

made at different times. If the ground surfacemoved between observations by an amountΔr toward
the radar, the phase difference in the repeat-pass interferogram will include this ground displace-
ment in addition to the topography. In that case, the phase difference in the flattened interferogram
becomes

Δϕflat ≈ −
4π
λ
B⊥

z
r1 sin θ0

+
4π
λ
Δr 6 161

This expression shows that the phase difference is far more sensitive to changes in topography,
i.e., surface displacement or deformation, than to the topography itself. The elevation has to change
by one ambiguity height to cause one cycle in phase difference, whereas a surface displacement of
λ/2 would cause the same amount of phase change. This is why surface deformations of a few cen-
timeters can be measured from orbital altitudes using SAR systems.
To extract the surface deformation signal from the interferometric phase, one has to separate the

effects of the topography and the surface deformation. Two methods are commonly used to do this.
If a good DEM is available, one can use that to form synthetic fringes, and subtract the topography
signal from the measured phase difference. The remaining signal then is due only to surface defor-
mation. In this case, the relative lack of sensitivity to topography works to our benefit. Therefore,
DEM errors on the order of several meters usually translate to deformation errors of only centi-
meters in the worst case.
The second way in which the deformation signal is isolated is to use images acquired during three

overpasses as shown in Figure 6.52. This method generates a DEM from one pair of images, and

B1 B2
a1 a2

ρ

ρ + δρ1 ρ + δρ2 + Δρ

Figure 6.52 Three-pass differential interferometry imaging geometry. The surface deformation occurs
between the second and third data acquisitions.
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then uses that as a reference to subtract the effects of topography from the second pair. For this case,
the differential phase can be written as

Δϕ3pass = Δϕflat1 −
B1 cos θ− α1
B2 cos θ− α2

Δϕflat2 6 162

where the subscripts refer to the first pair and second pair. If the motion only occurred between the
first and second passes, one interferogram will include the deformation signal, while the other will
not. The resulting phase difference in Equation (6.162) will then contain only the deformation
signal.
This process is illustrated in Figure 6.53. Here, we artificially added a deformation signal to the

digital elevationmodel ofMount Shasta previously discussed in Figure 6.47. The deformation signal
has an amplitude of 30 cm, and the center of the deformation is situated on the side of Mount
Shasta. Figure 6.53 shows the two individual flattened interferograms. The one on the left was cal-
culated without the deformation signal, while the one in the middle includes the deformation sig-
nal. These two interferograms would be acquired if the three-pass scheme shown in Figure 6.52 is
used. If the two flattened interferograms are subtracted from each other, the deformation signal is
clearly visible in the image on the right in Figure 6.53.

6.4.8.3 Polarimetric Interferometry

In the preceding discussion on radar interferometry, it was assumed that only one polarization was
transmitted, and only one polarization measured upon reception of the radar waves. However, as
mentioned before, electromagnetic wave propagation is by nature a vector phenomenon. Therefore,
in order to capture the complete information about the scattering process, interferometric measure-
ments should really be made in the full polarimetric implementation of a radar system. In this case,
there are really three different measurements being made at the same time. First, there are the two
polarimetric radar measurements at each end of the baseline, represented below by the two

Before deformation Including deformation Deformation signal

Figure 6.53 An illustration of differential interferometry. A deformation signal of 30 cm amplitude was added
to the digital elevation model of Mount Shasta shown in Figure 6.46, and the resulting interferograms were
calculated. The surface deformation occurs between the second and third data acquisitions.
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covariance matrices [C11] and [C22]. Since the baseline is generally short compared to the distance
to the scene, these two measurements can be expected to be nearly identical, except for the very
small change in the angle of incidence from one end of the baseline to the other. (The exception,
of course, is if the two measurements are made in the repeat-track implementation. In that case,
temporal changes could cause the two covariance matrices to be quite different.) The third meas-
urement, of course, is the full vector interferogram as opposed to the scalar implementation
described earlier.
The vector interferogram, which is the complex cross-correlation of the signal from one end of the

baseline with that from the other end of the baseline, can be described as

V 1V
∗
2 = A1T1T

∗
2A

∗
2 = A1 C12 A∗

2 6 163

The correlation of the two signals after averaging is

μ =
V 1V ∗

2

V 1V ∗
1 V 2V ∗

2

=
A1 C12 A∗

2

A1 C11 A∗
1 A2 C22 A∗

2

6 164

where the angular brackets denote averaging. The interferometric phase is the phase angle of the
numerator of Equation (6.164):

ϕint = arg A1 C12 A∗
2 6 165

Using this formulation, Cloude and Papathanassiou (1998) showed, using repeat-track SIR-C
interferometric data, that polarization diversity can be used successfully to optimize the correlation
between images. They also showed significant differences in the measured elevation in forested
areas when using polarization optimization. At present, polarimetric interferometry is a very active
research area. Unfortunately, progress is hampered severely by lack of availability of well-calibrated
data, as only a handful of radar systems have been upgraded to full polarimetric interferometry
capability.

6.4.9 Description of SAR Sensors and Missions

Several civilian SAR sensors have been flown in space over the past four decades. Here, we shall
summarize the characteristics of a few of these sensors.We shall first discuss three SAR instruments
that flew on the space shuttles in the United States, followed by a brief summary of some of the SAR
missions that were launched since the 1990s. We conclude this section with brief summaries of two
planetary SAR missions. In addition, airborne radars are used for techniques, technology, and
applications development. Rosen et al. (2007) give an excellent description of the NASA/JPL multi-
frequency multipolarization UAVSAR. Figure 6.54 is an example of an image taken in Alaska illus-
trating the use of vertical polarizations color combination to highlight certain features.

6.4.9.1 Shuttle Imaging Radar Missions: SIR-A, SIR-C/X-SAR, and SRTM

A typical synthetic aperture imaging radar can be described by the Shuttle Imaging Radar (SIR-A),
which was flown on the shuttle Columbia in November 1981. The SIR-A antenna consisted of a
2.16 × 9.4 m phased array which was coupled to the SIR-A sensor. The sensor provides the antenna
with a series of high-power coherent pulses of energy at L-band and amplifies the weak return
echoes which are received by the antenna. The radar sensor consists of four subassemblies: trans-
mitter, receiver, logic and control, and power converter. A diagram of the sensor is shown in
Figure 6.55.
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Figure 6.54 UAVSAR image of the Holitna river located in southwest Alaska, part of the Kuskokwim river
basin. This area is a flat wilderness landscape. The color is based on the following: Red is HH-VV which
highlight even bounce scattering. Green in HV + VH which highlight rotated dihedral scattering, and Blue is
HH + VV which highlight even bounce scattering. Source: Courtesy of Alaska SAR Facility, W. Hauer.
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Figure 6.55 Block diagram of the SIR-A radar.

266 6 Solid-Surface Sensing



To obtain an adequate SNR from a system whose range resolution is 40 m on the surface and
which utilizes a solid-state transmitting device, it is necessary to use a long transmitted pulse
and pulse compression techniques to reduce the peak power requirement. The output of the trans-
mitter assembly is, as a result, a linearly swept frequency-modulated pulse (or chirp) having a 211 to
1 compression ratio. It is generated in a surface acoustic wave (SAW) device located in the chirp
generator subassembly of the transmitter assembly. The output of the transmitter is coupled to the
antenna subsystem through an output combiner.
Echo returns are coupled into the receiver assembly through the output network in the transmit-

ter. Because the echo’s intensity is expected to vary in proportion to the variation of antenna gain
with angle, a sensitivity time control (STC) has been incorporated in the receiver. The STC action
linearly decreases the receiver gain by 9 dB during the first half of the return echo period, and then
increases the gain until the end of the echo has been received. The application of the STC results in a
nearly uniform signal (echo) return for a uniform scattering field, and, as a result, the dynamic
range required to record the data is reduced by 9 dB.
The received signal is recorded on an optical filmwhich is retrieved after landing. The film (called

signal film) is then processed in an optical correlator to generate the final image. Alternatively, the
received signal can be digitized and then recorded on board or transmitted to the ground via a dig-
ital data link. This was the case with the SIR-B sensor flown in 1984.
The SIR-C/X-SAR SAR systems were flown on the space shuttle Endeavour in April and October

1994, and was the first multiparameter civilian SAR system flown in space. The SIR-C system incor-
porated fully polarimetric radars operating simultaneously at L-band (24 cm wavelength) and C-
band (6 cm wavelength), while the X-SAR system acquired VV polarized images at X-band (3
cm wavelength). This system, therefore, acquired both multifrequency and multi-polarization
images simultaneously. The SIR-C system was provided by NASA, while the X-SAR system was
provided jointly by the German and Italian Space Agencies.
The antennas for these three radars were mounted side-by-side inside the Shuttle cargo bay, and

had a combined size of 12 m × 4.4 m. The individual antennas measured 12 m × 2.9 m for L-band,
12 m × 0.7 m for C-band, and 12 m× 0.4 m for X-band. The phase array C- and L-band antennas
were fixed to the structure and utilized electronic beam steering to image at different look angles,
utilizing a uniform grid of transmit and receive modules with phase shifters for beam steering. The
X-band antenna was a passive slotted waveguide array and used a traveling wave tube amplifier as
the transmitter. The X-SAR antenna was mechanically steered using a tilt mechanism, with a look
angle range of 15–60 , in alignment with SIR-C. The SIR-C system also utilized the electronic beam
steering to demonstrate ScanSAR imaging from space for the first time.
The received signals in the SIR-C system were first amplified and down-converted using solid-

state receivers. Four channels of data were received simultaneously; two polarizations each for
L- and C-bands. The output of the receivers were digitized, formatted, and then recorded on
high-speed digital recorders on the shuttle. Each of the four channels produced data at a 45Mbps
rate, and the recorders accepted data at a rate of 180Mbps. Because much of the fully polarimetric
imaging swath was limited by the available data rate, a special mode was included that recorded
only two data channels per recorder, effectively doubling the available swath. This, however,
required the use of two of the three available data recorders simultaneously. The X-band data were
similarly amplified, down-converted, digitized, and recorded on the shuttle. A small amount of data
was sent to the ground via the Tracking and Data Relay Satellite System during the mission, and
processed on the ground to verify proper operation of the radar systems.
During the last few days of the second flight in October 1994, the SIR-C/X-SAR system acquired

repeat-track interferometric data at all three frequencies, with across-track interferometric baseline
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separations of 10–4700 m. Day-to-day repeats were accomplished during the second flight as well as
six months repeats between flights. SIR-C also had an along-track interferometric mode for detec-
tion of motion in the azimuth direction. This mode was achieved by simultaneously operating the
outermost six C-band panels at each end as separate antennas.
The SRTMwas designed to produce a three-dimensional image of 80% of the Earth’s land surface

in a single 10-day space shuttle flight. It flew in February 2000 on the space shuttle Endeavour, and
was the first spaceborne single-pass interferometric SAR. The SRTM payload used the maximum
resources that the space shuttle could offer with respect to energy use, flight duration, and payload
mass, with the result that the mapping phase of the flight operations was limited to 159 orbits. With
a 60-m long mast, and more than 13 tons of payload, SRTM was the largest structure ever flown
in space.
The SRTM actually flew two interferometers, a C-band system provided by the United States and

an X-band system provided by Germany. In both cases, the transmitter was located in the Shuttle
cargo bay. The baseline of the interferometer was formed by a specially designed 60-m long mast,
which extended from the Shuttle cargo bay, and carried receive-only antennas on the other end.
The mast is a carbon fiber truss structure that consisted of 87 cube-shaped sections, called bays.
The entire mast was stored in a 3m long canister, and small electrical motors were used to deploy
and retract the mast prior to and after mapping operations. The mast was deployed and retracted by
a specially designed rotatingmechanism housed inside the canister. Unique latches on the diagonal
members of the truss structure of the mast snapped into place and provided rigidity as the mast was
deployed bay-by-bay out of the canister. Figure 6.56 shows a number of photographs of the SRTM
hardware.
A swath width of greater than approximately 218 km is required to cover the earth completely in

159 orbits. The existing SIR-C ScanSAR mode, combined with the dual-polarization capability,
allowed a 225 km swath at C-band. This provided complete land coverage within 57 north and
south latitude. The X-band interferometer swath was limited to 45–50 km, as it was not capable
of operating in the ScanSAR mode.
In order to reconstruct the topography accurately from the radar data, one needs to know the

absolute length and orientation of the baseline, as well as the absolute position of the Shuttle. The
Attitude and Orbit Determination Avionics (AODA) system combined the functions of metrol-
ogy, attitude, and orbit determination to provide this information. The attitude of the outboard
antenna structure was measured using an array of three red light-emitting diodes, whose relative
positions were measured using the ASTROS target tracker. An Inertial Reference Unit (IRU) was
used to measure changes in the attitude very precisely. Data from the IRU and a star tracker were
combined to provide an absolute reference of the baseline attitude relative to known stars. The
length of the baseline was measured using an Electronic Distance Measurement Unit mounted in
the Shuttle cargo bay and a corner-cube reflector mounted on the outboard antenna structure.
This system measured the length of the mast to an accuracy of 1 mm. Finally, the absolute posi-
tion of the Shuttle was measured using Global Positioning Satellite (GPS) receivers with the
antennas mounted on the outboard antenna structure to provide the best view of the GPS
satellites.
All the SRTMdata have been processed into digital elevationmaps. Figure 6.57(a) shows a shaded

relief map of the state of California derived from the SRTM data. Processed data and general infor-
mation about the SRTM mission can be found on the Web at http://www.jpl.nasa.gov/srtm and at
http://srtm.usgs.gov. The vertical accuracy (90%) of the SRTM data is estimated to be about 7 m.
Figure 6.57(b) illustrates the improvement made possible by the SRTM data relative to previously
available DEM data.
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6.4.9.1.1 Earth Orbiting Free-Flying SAR Missions

Free-flying SAR Missions for long-term Earth observation dramatically increased starting in the
1990s after the first civilian mission, SEASAT, in the late 1970s. These missions provide the capa-
bility for large-scale, almost global mapping of the Earth over long periods of time, in some cases
over decades with a series of successive spacecrafts.
The European Space Agency (ESA) launched a SAR aboard the European Remote-Sensing Sat-

ellite (ERS) in August 1991 and another in April 1995. Each ERS employed a C-band SAR operating
at a fixed look angle of 23 and with VV polarization. The antenna is a 10 m x 1m planar waveguide
array and the transmitter utilizes a traveling wave tube amplifier. The swath is 100 km and the res-
olution is 24 m. Global land and ocean coverage have been provided by ERS-1 and 2. Of particular
note to scientists are the Arctic ice coverage products. Multiyear, time-sequenced data depict the
polar ice pack motion, ice thickness, and glacier motion. Pairs of ERS images, including tandem
ERS-1/2, have been used to generate interferometric data products of surface topography and sur-
face deformation. These data are especially useful for analyzing postseismic events and detecting
surface deformations associated with volcano preeruptions.
An advanced version was launched in 2002 with an active phased array antenna and a scanning

capability.

Figure 6.56 The photograph on the top left shows the SRTM mast and canister during development. The
outboard antenna mounts to the large plate visible in the front. The top right photo shows the SRTM hardware
being lowered into the cargo bay of the space shuttle Endeavour. The canister and outboard antenna are clearly
visible. Note the size of the people guiding the hardware installation in the bottom of the photo. The
photograph on the bottom left shows an on-orbit view of the mast and outboard antenna from the shuttle. The
photo on the bottom right is a close-up of part of the mast showing three bays and cables. The aft wing of the
Endeavour is visible in the background. Source: NASA.
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In 2012 and 2016, as part of the Copernicus program, ESA launched two satellites, Sentinel 1A
and 1B carrying C-band (5.405 GHz) synthetic aperture radar instruments with dual H and
V polarization and radiometric accuracy of 1 dB. Both missions were placed in a 693 km, 98.18
inclination sun-synchronous orbit. They operate in four operational modes: 5 × 5m resolution,
80 km strip mode; a 5 × 25 m resolution, 250 km wide swath interferometric mode; a lower resolu-
tion (25 × 100 m) 400 km very wide swath; and a 5 × 20m resolution mode for ocean waves
imaging.

(a)

(b)

Figure 6.57 (a) Shaded relief map of California derived from SRTM C-band radar interferometry
measurements. (b) Illustrative example showing enhancement from SRTM DEM relative to previous GTOPO
30 DEM of the region of Lake Balbino in Brazil.
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Sentinel 1 provides six days exact repeat. A key objective of the overall program is to provide long
term (years), calibrated, almost global coverage of the Earth to use in monitoring environmental
changes: terrain deformation, natural geo hazards, flooding, ocean dynamics and pollution, sea
ice coverage, land use, agricultural use, and forestry change. Figure 6.58 shows some examples
of Sentinel 1 data. A detailed description of Sentinel 1 can be found in the ESA, SP-1322/1 report
(2012) accessible on the ESA INT website and Davidson et al. (2010).
In 2007–2010, the Italian Space Agency launched four Cosmo-Sky Med (Constellation of small

satellites for the Mediterranean Basin Observation) with X-band (9.6 GHz) SARs. They were all
placed in a sun-synchronous (619 km altitude, 97.9 inclination) orbit that repeats every 16 days.
The four satellites were phased in a way that same area ground coverage can happen with intervals
of 1–15 days. The antennas are 1.4 m wide × 5.7 long phased arrays with dual polarization and
bandwidth of up to 400MHz. The system operates in a spotlight mode (1 m resolution, 10 km
swath), strip map mode (3 m resolution, 40 km swath), and scanSAR mode (30–100m resolution
over a 100–200 km swath).
The main scientific goals of the Cosmo-skyMed constellation are natural hazards assessment

(seismic and volcanic) and agricultural mapping. Figure 6.59(a) gives examples of the data.
The National Space Development Agency (NASDA) launched a SAR aboard the Japan Earth

Resources Satellite (JERS-1) in February 1992. JERS employed a L-band SAR operating at a fixed

(a) (b)

(c) (d)

Figure 6.58 Examples of sentinel C-band SAR data. (a) Farmland in Brazil using three single polarized images
acquired at different times in the growing season. Each season corresponds to the three basic colors RGB. (b)
Agricultural fields in Vojodina region (northern Serbia), the colors correspond to different radar polarization. (c)
Dendritic features of the Bird’s foot Delta of theMississippi river using dual polarization for color. (d) Pine island
glacier in Western Antarctica acquired in September 2017. Later the iceberg disintegrated into more than
20 fragments in the Amundsen Sea. Source: Processed by ESA, courtesy of J. Hickey, R. Gens and W. Hauer.
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look angle of 35 andwith HH polarization. The swath is 75 km and the resolution is 18 m. JERS has
provided global land-cover mapping. Significant JERS products include a digital map database of
the South American rainforests, which are often cloud covered. Repeat-pass interferometric data
have been used to measure surface deformations on the order of millimeters over extended periods
of time.

(a)

(b)

Figure 6.59 (a) SkyMed X band SAR image of the deeply eroded Richat dome. Its diameter is 40 km and is
located in the Sahara’s Adrar plateau near Ouadane in western Mauritania. (b) ALOS Palsar mosaic image of the
Tanezrouft Basin in the Sahara desert. The variety of patterns is a result of sandstone outcropping in this very
avid region. The false color is based on the dual polarization data. Source: Copyright JAXA/METI, courtesy of J.
Hickey, ASF.
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In 2006, Japan launched the ALOS (Advanced Land Observing Satellite) mission with a polar-
imetric phased array L-band SAR. This was followed in 2014 by ALOS-2 (called Daichi 2). The
on-board L-band (1.26 Hz) SAR had also a polarimetric capability with a resolution of 10 m and
1 × 3m in the spotlight mode. It was put in a 636 km, 97.9 sun-synchronous orbit. Its key objective
is cartography, disaster monitoring particularly in Asia and the Pacific, and naval traffic monitor-
ing. Figure 6.59(b) shows an example of ALOS-2 data used in an interferometric mode to observe
the changes from a volcanic eruption in Hawaii.
The German Space Agency (DLR) launched Terra SAR in 2010, followed with a similar satellite,

forming a pair of SAR satellites, TANDEM-X in 2010, that operate individually and together as a
free-flying interferometer. This unique twin satellite constellation allowed the generation of
DEMs that compliment and improves on the SRTM DEM (Zink et al., 2014). The corresponding
DEM has a spacing of about 12 m and a relative height accuracy of about 2 m and absolute height
of about 4 m.
The SAR system operates at X band (9.6 GHz) with a phased array antenna capable of a resolution

down to 1m in spotlight mode and about 16 m in a 100 km wide swath mode.
The two satellites are in a 516 km near polar orbit that allow repeat observation between 3 and 11

days depending on the site latitude, and with its adjustable viewing angle, can access many areas
within one to three days.
A key objective of the TANDEM-X is the generation of a high resolution, almost global, DEM. In

addition, it provided critical data to study surface changes, natural or human made, land use (agri-
culture, forestry), and maritime applications. Figure 6.60 gives illustrative examples of the topo-
graphic data generated from TANDEM-X over a variety of terrains.
The Canadian Space Agency launched a SAR aboard RADARSAT in September 1995. RADAR-

SAT employs a C-band SAR capable of multiplemodes. The antenna is a 1.5 m × 15m planar slotted
waveguide array. Ferrite variable phase shifters are employed for electronic beam steering, which is
a key feature that allows significant control over the positioning of the imaging swaths, and also
enables ScanSAR mapping. The transmitter utilizes two traveling wave tube amplifiers for redun-
dancy. The amplifiers are derived from those developed for ERS. The RADARSAT modes include a
variety of swath widths and resolutions. A fine-resolution mode is capable of 9 m resolution over a
49 km swath. The use of SCANSAR allows swath coverage as wide as 500 km, with resolution as
good as 40m, to achieve very large area mapping.
RADARSAT has provided global SAR products for commercial and scientific customers.

RADARSAT International distributes data to the commercial users. Arctic ice coverage products
have been utilized for ship operations and for research of sea icemotion. The RADARSATAntarctic
Mapping Project (RAMP) has mapped Antarctica, providing critical benchmarks for gauging future
changes in the extent, shape, and dynamics of the great Antarctic Ice Sheet. It will also contribute to
the understanding of iceberg formation and the geologic history of the Antarctic continent.
In 2007, Canada launched Radarsat 2 with strong emphasis on commercial operation. It was also

a C-band systemwith fully polarimetry capability. It hadmultiple modes including a 1m resolution
spotlight mode and a 100 m resolution and 500 km wide swath mode. It had a wide range of appli-
cations, most prominently sea ice mapping, ship routing, iceberg detection, marine ship surveil-
lance, and agriculture monitoring. Over the years, numerous enhancements were added
particularly in increasing ground receiving capability thus enhancing data acquisition time and
coverage. Figure 6.60 is an example of Radarsat data.
The next step in the Canadian program was the development and launch in 2019 of the Radar

ConstellationMission (RCM) that consists of three identical satellites with C-band (5.46 Hz) SAR to
ensure data continuity and daily coverage of Canada’s land and maritime approaches as well as
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daily access to most of the planet. The three satellites follow each other (120 separation) in iden-
tical 593 km altitude 97.7 orbit. This allowsmultiple daily coverage overmany Canadian regions as
well as interferometric applications and generation of change maps.
The RCM allows acquisition of multipolarization data as well as an automated ship identification

mode that could be used with the SAR imaging. Its focus is on maritime surveillance (ice, surface
wind, oil pollution, and ship monitoring), disaster management, and ecosystem monitoring. In

(a) (b)

(c) (d)

Figure 6.60 Illustrative example of DEM data (where color represents height) based on interferometric data
acquired by DLR TANDEM-X. (a) The Nile valley around Luxor, Egypt. (b) Emi Koussi shield volcano in the Tibesti
Mountains of Chad. The elevation is 3415 mwith a base of about 65 km. The caldera at the top is 11 × 15 km. (c)
Flinders Ranges in South Australia which consists of faulted and folded sediments. The amphitheater-like
feature in the middle is Wilpena Pound (80 km area) and contains the range highest peak, SC Mary Peak (1171
m). The flat (green) area to the left in Lake Torrens (ephemeral). (d) McAlester region in Oklahoma, USA. The
town of McAlester is at the top left. The DEM highlights the folded structures and the geology of the area which
is harder to see on visual images due to the extensive vegetation and forest cover. Source: Courtesy of M. Zink.
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addition, it can be used for a wide range of other scientific and commercial applications. More infor-
mation can be found on the Earth Observation portal (https://directory.eoportal.org). The RCM
three spacecraft were launched in 2019 on a single launch vehicle.
A number of other nations have also launched Spaceborne SARs. Argentina launched an L-band

(1.2756 Hz) SAR in 2018 on Saocom 1mission and is intended to be used cooperatively with the
Italian Cosmo-skyMed constellation. The Indian Space Agency (ISRO) has also launched a number
of SAR missions.
With the advances in highly capable small s/c, a number of commercial companies have or are

developing focused small SAR missions. In January 2018, ICEYE, a company in Finland, launched
an X-band SAR on a small (less than 100 kg) satellite that demonstrated the ability to generate high-
resolution (10 m) radar images focused applications. It is a precursor for a planned constellation of
more than 18 small SAR satellites.

6.4.9.1.2 A Joint NASA/ISRO Mission (NiSAR)

NASA and ISRO are developing for launch in 2022 an L-band and S-band SARmission using a large
reflector antenna (12 m) with a phased array feed (see Fig. 6.40(b)) that would allow a very wide
swath (240 km) to achieve global coverage every 12 days. Its key goal is to map surface deformation
using SAR interferometry, cryosphere monitoring, and dynamics and ecosystems monitoring.
A detailed description can be found on the eoportal.com.
In order to achieve the wide swath, NiSAR uses a sweep SAR scan technique that allows to go

around the limitation shown in Equation (6.116), as described earlier in this chapter.

6.4.9.2 Planetary SAR Sensors: Magellan Radar and Cassini Radar

The concept of an imaging radar mission to Venus, using SAR to peer through the dense cloud
cover, was first put forward in the late 1960s. The scientific objectives for a NASA SAR mission
were established in a 1972 study, which defined a radar imaging mission patterned after the
optical imaging of the Mariner 9 Mars mapping mission. This proposed mission, known as the
Venus Orbiting Imaging Radar (VOIR), was deemed too costly. A scaled-down mission, with
only radar (imaging, altimetry, and radiometry) and Doppler gravity experiments, was designed
in 1982. The redesigned mission, known as Magellan, was launched from the space shuttle Atlantis
in 1989.
The design of the Magellan radar system was constrained in many ways by the choice of space-

craft and its orbit. Because of limited resources, the SAR shared the high-gain antenna with the
telecommunications subsystem. This 3.7 m parabolic dish antenna had neither sufficient size,
nor the proper beam pattern for easy adaptation to SAR operations. In addition, the data rate
and volume were severely limited by the communications link. During each orbit, data could be
played back at a rate of 269 kb/s for a maximum duration of 112 out of the 196 minutes per orbit.
Finally, the elliptical orbit (radar altitudes varied between 290 and 3000 km) meant that the ima-
ging geometry changed rapidly, and consequently radar parameters had to updated frequently. In
fact, it took nearly 4000 commands per orbit to operate the SAR. These operating sequences were
uploaded every three to four days.
The Magellan radar operated at S-band, with a radar frequency of 2385MHz. To cope with the

severe constraints in data rate and volume, the radar was operated in the burst SAR mode where a
synthetic aperture is broken into sequences of pulse (known as “bursts”) with period of no trans-
mission interleaved with the bursts. In this way, the along-track integration time is decreased,
resulting in a poorer resolution. However, both the data rate and average power requirement
are reduced by the duty cycle of the bursts. The burst mode alone, however, was not enough to
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fit the Magellan SAR data in the limited data rate and volume offered by the spacecraft. To reduce
data rate and volume further, echoes were digitized to 2 bits using a block adaptive quantizer
(BAQ). This type of quantizing makes use of the slowly varying nature of the echo strength between
echoes and between bursts. By averaging the returns over blocks of data, the quantizer chooses a
threshold level to compare successive echoes to it. If the echo strength exceeds the threshold, a
value of “1” is assigned; otherwise, a value of “0” is assigned. The sign of the voltage is preserved
in a second bit. In this way, the original 8-bit data are reduced to 2 bits, while preserving the
dynamic range of the original 8-bit data. Even with both the burst mode and the BAQ, the SAR
swath width was 20–35 km. Range resolutions varied between 120 and 360 m, and the along-track
resolution was 120m.
The primary objective of the Magellan mission was to map 70% of Venus during one rotation of

the planet (243 Earth days). The Magellan Mission met all of its requirements and most ambitious
goals. The imaging coverage requirement of 70% was surpassed with 98% coverage. Similar suc-
cesses were achieved for the altimetry and radiometry coverage. Figure 6.61 shows an example
of Magellan data.
The Cassini radar, a Ku-band (13.78 GHz frequency, 2.17 cm wavelength) radar instrument

designed to map much of the surface of Saturn’s moon Titan, was launched on October 15,
1997, and went into orbit around Saturn in July 2004. The radar design accommodates a wide range
of approach geometries, terrain types, and operating conditions and can be operated in four main
modes. The SAR mode can operate at altitudes less than 4000 km at highest resolution (about 400
m, varying with altitude) or lower resolution (about 1 km). Images are produced at incidence angles
up to 30 , either left or right of nadir, and at 2 to 7 looks. A swath of 120–450 km width is created
from five antenna beams, with incidence angle typicallymaximized consistent with desired SNR. In
the altimetry mode, the central 0.35 beam is used for time-of-flight measurements which are con-
verted into Titan radii with relative accuracy near 150 m, although actual accuracy may be further
limited by spacecraft position/attitude uncertainties. The scatterometry mode measures surface
backscatter coefficient σ0 variation with incidence angle at distances up to 22,000 km, and radiom-
etrymodemeasures brightness temperature.While coverage using SAR and altimetry modes is lim-
ited by both orbital geometry and range, scatterometry and radiometrymodes can achieve near full-
disk coverage on a single pass and global coverage through the mission. Radiometry mode can gen-
erate rastered “images” by turning the entire spacecraft in a raster pattern.
The Cassini radar uses the 3.66 m telecommunications on the spacecraft with a custom feed that

allows the antenna beam to be scanned in the cross-track direction. Five subswaths are used in the
ScanSAR mode to provide an adequate swath width. Since SAR imaging is limited by SNR consid-
erations to less than 4000 km altitudes, this allows for about 32 minutes of imaging (16 minutes
on either side of the closest approach) during a typical Titan flyby. Since the spacecraft ephemeris
will not be known accurately in real time, the radar design must accommodate uncertainties in the
imaging geometry. The Cassini radar design solves this problem by utilizing a burst mode of oper-
ation. A burst of pulses is transmitted for a period slightly shorter than the expected round trip
travel time for the radar pulses to the Titan surface. The radar then switches to a receive mode
and records the echoes from the burst of pulses. The uncertainty in the spacecraft position and
pointing can therefore be accommodated by adjusting the burst period and the record window tim-
ing. To reduce the data volume, a 2 bit BAQ, similar to that used by the Magellan radar is used. The
Cassini radar transmits about 65W of power, and uses a signal bandwidth that varies between 0.25
and 1.0 MHz.
The Cassini spacecraft flew past Titan a total of 128 times. Because Titan is used for gravitational

assists that shape the entire tour through the Saturn system, both ground tracks and closest-
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approach distances vary, but some came as close as 950 km. On most of these passes, the radar
acquired data in at least one of its active modes. In total, some 65% of the surface was observed
in SAR mode, and since its observations are not affected by the visibly opaque atmosphere, these
are the highest resolution views of Titan’s surface. Observations of other of Saturn’s moons, rings,
and atmosphere were also done. Figure 6.62 shows some of the Titan radar images. In addition to its
active mode used to acquire images, the Cassini radar was used in a passive mode, as a radiometer,
to map the microwave emission from Saturn and its rings (Zhang et al. 2017). Figure 6.63 is an
example of that data.

(a)

(b)

Figure 6.61 Examples of Venus images acquired with the Magellon Radar. (a) Mosaic of one hemisphere.
(b) 3-D image derived from the combination of radar image and topographic data.
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6.4.10 Applications of Imaging Radars

Imaging radar data are being used in a variety of applications, including geologic mapping, ocean
surface observation, polar ice tracking, and vegetation monitoring. Qualitatively, radar images can
be interpreted using the same photo interpretation techniques used with visible and near-infrared
images.
One of the most attractive aspects of radar imaging is the ability of the radar waves to penetrate

dry soils to image subsurface features. This capability was first demonstrated with SIR-A imagery of
southern Egypt and northern Sudan in the eastern Sahara desert. Figure 6.64 shows a comparison
of a LandSat image acquired in the visible and infrared part of the spectrum to a multi-frequency
SIR-C/X-SAR image acquired over south-central Egypt. This image was taken in the same area
where SIR-A data previously showed buried ancient drainage channels. The Safsaf Oasis is located

(a)

(b)

Figure 6.62 Examples of Cassini Radar images of Titan: (a) sand dunes in the equatorial region and
(b) hydrocarbon lakes in the polar region.
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Figure 6.63 Brightness temperature from Saturn. The upper image is the collected antenna temperature map
using a combination of large number observations. The lower image is the output brightness temperature map
obtained after calibration. Source: Based on Zhang et al. (2017). © 2017, Elsevier.
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near the bright yellow feature in the lower left center of the LandSat image. While some features at
the surface are visible in both images, in much of the rest of the image, however, the radar waves
show awealth of information about the subsurface geologic structure that is not otherwise visible in
the LandSat image. For example, the dark drainage channels visible in the bottom of the radar
image are filled with sand asmuch as 2 m thick. These features are dark in the radar image, because
the sand is so thick that even the radar waves cannot penetrate all the way to the bottom of these
channels. Only the most recently active drainage channels are visible in the LandSat image.
Another example is the many rock fractures visible as dark lines in the radar image. Also visible
in the radar image are several blue circular granite bodies. These show no expression in the LandSat
image. Field studies conducted previously indicate that at L-band the radar waves can penetrate as
much as 2 m of very dry sand to image subsurface structures.
Figure 6.65 shows the effects of seasonal changes as they are manifested in the radar responses.

These images of the Prince Albert region in the Saskatchewan province of Canada were acquired
with the SIR-C/X-SAR system in 1994. The top image was taken in April, with much of the area still
frozen. In particular, the small frozen lakes show as bright blue areas, because of the enhanced X-
band scattering from the small-scale roughness on the surface of the ice. In October, these lakes
show little return from the relatively smooth water surface. The April image shows little difference
between different forest types, or even between mature trees and cleared areas. These differences
are quite pronounced in the October image, however. The cleared areas are now clearly visible as
green irregular polygons. The red areas in the October image contain old jack pine trees. The
change in scattering is due to the increased moisture in these trees in late summer, as opposed
to the frozen conditions in April. The area in the middle of the image that shows as blue/green

Figure 6.64 A comparison of images of the Safsaf Oasis area in south central Egypt. On the left is a LandSat
Thematic Mapper image showings bands 7, 4, and 1 displayed as red, green, and blue. The image on the right is
from the SIR-C/X-SAR system, displaying L-band HH, C-band HH, and X-band VV as red, green, and blue,
respectively. Each image represents an area of approximately 30 by 25 km. Source: get permission from JPL –
P-49668 from SIR-C website.
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in October and red in April contain a mixture of black spruce, jack pines, and aspen trees. The rel-
ative increase in scattering from the shorter wavelengths in October indicates that the canopy was
mostly frozen in April, and moist in October.
Long wavelength radar signals are capable of penetrating forest canopies. This is illustrated with

the two false-color images of the Manaus region of Brazil in South America shown in Figure 6.66.
These images were acquired by the SIR-C/X-SAR system on April 12 and October 3, 1994. The two
large rivers visible in this image are the Rio Negro at the top and the Rio Solimoes at the bottom.
These rivers combine at Manaus (west of the image) to form the Amazon River. The false colors
were created by displaying three L-band polarization channels from the SIR-C system: red areas
correspond to high HH backscatter, while green areas correspond to high HV backscatter. Blue
areas show low VV returns; hence, the bright blue colors of the smooth river surfaces can be seen.
The relatively large HV return indicates that green areas in the image are heavily forested, while
blue areas are either cleared forest or open water. Double bounce scattering happens when radar
signal penetrate the forest canopy, reflect off the ground, and then reflect again off the tree trunks
(or vice versa) before returning to the radar. This effect is strongly enhanced if the forest floor is
flooded, mainly because the smooth water surface causes very strong specular reflection. This effect
is most pronounced for the HH polarization because of the two forward specular (Fresnel) reflec-
tions involved (see Figure 3.5). Therefore, the yellow and red areas in these images are interpreted
as flooded forest or floating meadows. Note that the extent of the flooding is much greater in the
April image than in the October image and appears to follow the 10-m (33-ft) annual rise and fall of

April 10, 1994

October 1, 1994

Figure 6.65 Seasonal images of the Price Albert area in Canada. Both images were acquired with the SIR-C/X-
SAR system, and display the L-band return in red, the C-band return in green, and the X-band return in blue. The
image on the top was acquired on April 10, 2004, and the one on the bottom on October 1, 1994. Source: get
permission from JPL – P-44708 from SIR-C website.
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the Amazon River. Field studies by boat, on foot, and in low-flying aircraft by the University of
California at Santa Barbara, in collaboration with Brazil’s Instituto Nacional de Pesguisas Estaciais,
during the first and second flights of the SIR-C/X-SAR system have validated the interpretation of
the radar images.
The increased availability of calibrated data starting in the early 1990s allowed much more quan-

titative interpretation of SAR data, and the modeling of radar returns from many different types of

April 12, 1994 October 3, 1994

Figure 6.66 Seasonal images of the Amazon rain forest near Manaus, Brazil. Both images were acquired with
the SIR-C/X-SAR system, and display the L-band HH return in red, the L-band HV return in green, and the inverse
of the L-band VV return in blue. The image on the left was acquired on April 12, 2004, and the one on the right
on October 3, 1994. The images are about 8 km wide, and 25 km long. The yellow and red areas represent
flooding under the forest canopy. Source: get permission from JPL – P-44716 from SIR-C website.
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terrain became much more sophisticated as a result. At the same time, it was shown that polari-
metric SAR data provide a very powerful tool for interpreting radar scattering from different terrain
types. As an example, Figure 6.67 shows the same image of San Francisco previously discussed in
Figure 6.3, with polarization responses extracted for the ocean, a portion of the urban area, and a
portion of Golden Gate Park as indicated. It is immediately clear that these polarization responses
are quite different. In particular, the response of the park appears to sit on a large pedestal, while the
ocean response shows virtually no such pedestal. The urban area, on the other hand, shows an
intermediate value for the pedestal. Also note that the urban response has its maximum return
at HH (see Fig. 6.44 for the definitions), with a local maximum at VV polarization. This is charac-
teristic of a double-bounce scattering geometry where the two bounces both occur from dielectric
interfaces. In this scene, the double-bounce scattering is a result of a reflection from the street, fol-
lowed by a reflection from the face of a building. Comparisons to theoretical models have shown the
L-band ocean response to be well modeled by a single reflection as predicted by the small pertur-
bation or other smooth surface models.
The relative height of the “pedestal” in a polarization response is a measure of how much the

scattering properties vary from pixel to pixel. If a scatterer is characterized by a scattering matrix
as shown in Equation (6.132), it can be shown that the co-polarized response will typically exhibit
two polarization combinations for which the received power is zero. This does not mean that there
is no radar echo; instead for these two cases, the radar echo has a polarization that is orthogonal to
the receive antenna polarization. In a typical polarimetric implementation as described earlier,
each pixel will be represented by a scattering matrix in the single-look data. The polarization
responses shown in Figure 6.67 were calculated by averaging the power of a block of neighboring
pixels. The resulting polarization response can then be thought of as the average of the polarization
responses of the individual pixels. If all the individual pixels are identical, the resulting polarization
response will also exhibit two nulls in the co-polarization response. If the individual polarization

0.0 1.0
Entropy

Figure 6.67 The polarization responses for three different areas in the San Francisco L-band image as
indicated by the arrows are shown here for comparison. The figure on the right shows the entropy of the
covariance matrix for each multi-look pixel. The entropy is a measure of the randomness contained in the
covariance matrix. Source: Data Courtesy of the Jet Propulsion Laboratory.
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responses are different, however, it means that the exact positions of the individual co-polarization
nulls will also be different. The average co-polarization response in this case will exhibit a mini-
mum rather than a null, and the co-polarization response appears to sit on a “pedestal.” The
observed polarization response of the ocean shown in Figure 6.67 exhibits a very small pedestal,
indicating very little variation on the individual responses that were averaged to provide the
response shown. The polarization response of Golden Gate Park shows a large pedestal, a conse-
quence of the randomly oriented branches of the vegetation which leads to polarization responses
that vary significantly from pixel to pixel. This is commonly referred to as “diffuse scattering” in the
literature.
Theaveragepolarization responseof anextendedarea canbecalculatedby first calculating theaver-

age covariance matrix of all the pixels included in the area of interest. In general, this average covar-
iance matrix has no scattering matrix equivalent unless all the individual covariance matrices are
identical. Instead, this average covariance matrix can generally be broken into the sum of three indi-
vidual covariancematricesusinganeigenvector decomposition first introduced in the context of radar
imaging by Cloude and Papathanassiou (1998). This decomposition, for the backscatter case, is

C = λ1 C1 + λ2 C2 + λ3 C3 6 166

where λi; i = 1, 2, 3 are the eigenvalues of the average covariance matrix, and

Ci = eiei; i = 1, 2, 3 6 167

with ei; i = 1, 2, 3 the eigenvectors of the average covariance matrix. For most applications, van
Zyl and Burnette (1992) showed that this decomposition can be interpreted in terms of single reflec-
tions, double reflections, and diffuse scattering. Note that this decomposition provides the equiv-
alent of a “polarization unmixing” in the sense that the average response is broken into fractions of
the power contributed by each of the individual scattering mechanisms. In a mathematical sense,
this process is equivalent to a principal component analysis. The eigenvalues provide a simple way
to express the height of the “pedestal” discussed earlier. Durden et al. (1990) showed that the ped-
estal height is related to the ratio of the minimum eigenvalue to the maximum eigenvalue:

pedestal height = λmin λmax 6 168

Cloude pointed out that the entropy of the average covariance matrix, defined as

HT =
3

i = 1

−Pi log 3 Pi 6 169

with Pi= λi/(λ1 + λ2 + λ3) representing the fraction of the total power contained in each eigenvalue,
is a measure of the randomness of the average covariance matrix. Entropy values of zero means no
randomness, while entropy values of 1 means complete randomness. (Note that in the most general
case, there are four eigenvalues; these reduce to three in the backscatter case.) The image on the
right in Figure 6.67 shows the entropy of the San Francisco image. The vegetated areas have the
largest entropy, indicating the most randomness. The urban areas have intermediate entropy
values, and the ocean shows the lowest entropy values, consistent with slightly rough surface
scattering.
The elements of the scattering matrix are complex numbers. Therefore, in addition to the mag-

nitudes of the individual matrix elements, a polarimetric radar also measures the phase for each
element. This allows one to study phase differences between the elements of the scattering matrix.
As shown in Chapters 2 and 7 of Ulaby and Elachi (1990), this phase difference can be used to
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identify scattering mechanisms in polarimetric images. For example, areas dominated by slightly
rough surface scattering, typically have an HH-VV phase difference near 0 , while areas dominated
by double reflections typically showHH-VV phase differences near 180 . Areas with large pedestals
in their polarization responses typically show randomHH-VV phase differences. Figure 6.60 shows
the HH-VV phase difference for the San Francisco image. The ocean shows phase differences near
0 , the urban areas near 180 , and the vegetated areas show random phases. A simple way to show
this information using amplitude data was introduced by Lee et al. (2004), in which the magnitude
of Shh+ Svv is typically displayed in blue, themagnitude of Shh− Svv is typically displayed in red, and
the magnitude of Shv is displayed in green. Therefore, areas with phase differences near zero would
show strong returns in the blue channel, while areas where double reflections dominate will show
strong reflections in red. Areas with significant random scatter will show strong reflections in the
green image. This display for the San Francisco image is shown in Figure 6.68. Note the strong red
returns in the urban areas, withmostly blue in the ocean. All the vegetated areas show strong reflec-
tions in the green channel.
We note that a significant portion of the urban area in Figure 6.68 seems to have phase differences

that are quite random, even if the average is near 180 . This is related to the orientation of the streets
and buildings relative to the radar look direction. In these images, the radar illumination is from the
left, so streets that run vertical in the image, such as those on the left portion of the city, have build-
ings that face back toward the radar, providing efficient double reflections. When the streets are not
orthogonal to the radar look direction, the double-reflection term decreases, as the specularly
reflected energy is directed away from the radar. This leads to an increase in the randomness of
the scattering mechanisms, with a corresponding increase in the phase variation from pixel to pixel.

∣HH-VV∣ ∣HV∣ ∣HH+VV∣
–180 180

HH-VV phase difference

Figure 6.68 The image on the left shows the HH-VV phase difference for the San Francisco L-band image. The
display on the right highlights areas with phase differences near 0 in blue, those with phase differences near
180 in red, and areas with random phases in green. Source: Data Courtesy of the Jet Propulsion Laboratory.
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As an application of this interpretation to a forested area, consider the three images of a portion of
the Black Forest in Germany shown in Figure 6.69. These are displayed to show the single reflec-
tions in blue, double reflections in red, and random scattering in green. The town of Villingen is
visible as the red areas on the left in all three images. The left part of the image, with the generally
lower backscatter, is covered with agricultural fields, and the right half of the image is covered with
coniferous forest. The biomass range of this forest is on the order of 200 tons/ha. The L-band image
in the middle shows the agricultural area to be mostly surface scattering, and the forest to be domi-
nated by random scattering. Modeling studies have shown the L-band return to be dominated by
scattering from the randomly oriented branches in the forest canopy. The agricultural areas are
generally blue in the L-band image, indicating that the 24 cm L-band wavelength interacts little
with the low biomass vegetation. The C-band image shows less green, and an increase in blue
in the forest. This is a consequence of the fact that even the secondary branches are not thin com-
pared to the C-band wavelength of 5.6 cm. Scattering models show that when the branches become
thick compared to the radar wavelength, the scattering appears less random (van Zyl and Burnette,
1992). Note also the increase in the amount of green visible in the agricultural area in the C-band
image. This shows that even though the biomass in the agricultural fields is generally low, the
shorter C-band wavelength interact strongly with the vegetation, and shows random scattering
as a result. The P-band (68 cm wavelength) image shows large areas in the forest that is dominated
by double-reflection scattering with a reflection off the ground followed by a reflection from the tree
trunks, and vice versa. This clearly shows the increased penetration of the longer wavelength radar
signals. When the ground surface under the forest is tilted either toward the radar or away from the
radar, this double-reflection component of the total scattering decreases rapidly (van Zyl, 1990), and
scattering by the randomly oriented branches dominate. This is clearly visible in the P-band image
near the streams.

C-band L-band

∣HH-VV∣ ∣HV∣ ∣HH+VV∣
P-band

Figure 6.69 Three frequency images of a portion of the Black Forest in Germany. The town of Villingen is
shown as the red areas in the left half of the images. The dark areas surrounding the town are agricultural fields,
and the brighter areas in the right half of the images are coniferous forests. Radar illumination is from the top.
Source: Data Courtesy of the Jet Propulsion Laboratory.
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One of the very active research areas in radar image analysis is aimed at estimating forest bio-
mass. Earlier works correlated polarimetric SAR backscatter with total above-ground biomass,
and suggested that the backscatter saturates at a biomass level that scales with frequency, a result
also predicted by theoretic models. This led some investigators to conclude that these saturation
levels define the upper limits for accurate estimation of biomass (Imhoff, 1995), arguing for the
use of low-frequency radars to be used for monitoring forest biomass (Rignot et al., 1995).
More recent work suggests that some spectral gradients and polarization ratios do not saturate as

quickly and may therefore be used to extend the range of biomass levels for which accurate inver-
sions could be obtained (Ranson and Sun, 1994). Rignot et al. (1995) showed that inversion results
are most accurate for mono-species forests, and that accuracies decrease for less homogeneous for-
ests. They conclude that the accuracies of the radar estimates of biomass are likely to increase if
structural differences between forest types are accounted for during the inversion of the radar data.
Such an integrated approach to retrieval of forest biophysical characteristics is reported in Ran-

son et al. (1995) and Dobson et al. (1995). These studies first segment images into different forest
structural types, and then use algorithms appropriate for each structural type in the inversion. Fur-
thermore, Dobson et al. (1995) estimate the total biomass by first using the radar data to estimate
tree basal area and height and crown biomass. The tree basal area and height are then used in allo-
metric equations to estimate the trunk biomass. The total biomass, which is the sum of the trunk
and crown biomass values, is shown to be accurately related to allometric total biomass levels up to
25 kg/m2, while Kasischke et al. (1995) estimate that biomass levels as high as 34–40 kg/m2 could be
estimated with an accuracy of 15–25% usingmultipolarization C, L, and P-band SAR data. An excel-
lent review of SAR data applications in forestry and agricultural fields mapping and associated
research techniques can be found in Lei et al. (2018), Reigber and Moreira (2000), Siqueira et al.
(2000), and Whelen and Siqueira (2017).
Research in retrieving geophysical parameters from non-vegetated areas is also an active research

area. One of the earliest algorithms to infer soil moisture and surface roughness for bare surfaces
was published by Oh et al. (1992). This algorithm uses polarization ratios to separate the effects of
surface roughness and soil moisture on the radar backscatter, and an accuracy of 4% for soil mois-
ture is reported. Dubois et al. (1995) reported a slightly different algorithm, based only on the co-
polarized backscatters measured at L-band. Their results, using data from scatterometers, airborne
SARs, and spaceborne SARs (SIR-C), show an accuracy of 4.2% when inferring soil moisture over
bare surfaces. Shi and Dozier (1995) reported an algorithm to measure snow wetness, and demon-
strated accuracies of 2.5%.
The last two decades have seen the application of differential interferometry to a number of dif-

ferent geophysical processes. Earlier results focused onmeasuring the coseismic deformation signal
of earthquakes, introducing the technique. Figure 6.70 shows the deformation signal resulting from
a magnitude 6.1 earthquake that was centered in the Eureka Valley area of California (Peltzer and
Rosen, 1995). The earthquake occurred on May 17, 1993, and caused a few centimeters of subsid-
ence over an area of about 35 by 20 km. Profiles through the deformation signal show that the noise
on the measurement is approximately 3 mm. Using the measured deformation signal, Peltzer and
Rosen (1995) argued that the rupture started at depth, and then propagated diagonally upward and
southward on a north-east fault plane that dips to the west. They came to this conclusion based on
the fact that the observed subsidence signature is elongated in the north-northwest direction.
Deformation signals measured with differential interferometry are now coupled with models of

buried fault displacements to estimate the parameters of these faults. For example, Tobita et al.
(1998) used Okada’s (1985) model and deformation fields measured using JERS-1 differential inter-
ferometry to estimate the parameters of 12 subsections of the earthquake fault that caused the
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North Sakhalin earthquake in Russia. They estimated the parameters required in Okada’s model by
comparing the predicted deformation field with the measured one and performing a least squares
optimization to minimize the differences. Similarly, Peltzer et al. (1994) used the measured defor-
mation fields from ERS-1 interferometry in Southern California to argue that the process respon-
sible for the observed vertical rebound in the fault step-overs is not governed by viscous flow of the
lower crust as previously proposed. Instead, they argue that the relaxation times observed in the
interferometric data are more characteristic of postseismic phenomena that could be explained
by pore fluid flow in the upper crust.
An even more exciting application of interferometric SAR is the measurement of slow deforma-

tion processes such as post-seismic or interseismic strain occurring in the absence of earthquakes.
Since these processes do not radiate seismic waves, they are not as well documented and understood
as earthquakes. Using ERS-1 data, Peltzer et al. (1999) measured the aseismic creep along the
Eureka Peak fault and the Burnt Mountain fault following the 1992 Landers earthquake. They
showed that the geodetic moment released by the creep is two orders of magnitude larger than that
released by aftershocks during the period January 10, 1993 and May 23, 1995. Aseismic creep along
the San Andreas Fault near Parkfield California was also reported by Rosen et al. (1997). Their
result not only shows creep, but it also shows local variability in the slip along the fault that
had not been measured previously. Fujiwara et al. (1998) applied differential interferometry using
JERS-1 data to measure crustal deformation near the Izu Peninsula in Japan. The interferometric
results suggest a balloon-like crustal inflation from a localizedmagma source at a depth of 5–10 km.
This interpretation, different from previous theories, is driven by the interferometric results with its
much better spatial coverage compared to sparse leveling data. Crustal deformation in the vicinity
of the Pu’u O’o lava vent was also reported by Rosen et al. (1996) using SIR-C L-band data.
Figure 6.71 shows an example of a deformation signal measured on Darwin volcano in the Gala-
pagos Islands (Amelung et al., 2000). The image on the left shows the deformation signal, and the
image on the right shows the predicted deformation if a point source at 3 kmdepth is responsible for

November 23, 1992–November
8, 1993

DifferenceSeptember 14, 1992–November
23, 1992

Figure 6.70 Deformation signals measured at C-band following the M 6.1 Eureka Valley earthquake in
California. The left two images are the individual interferograms constructed from three acquisitions. The
earthquake occurred between the second and third acquisitions. Source: Get permission from Science. From
Peltzer and Rosen (1995).
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Figure 6.71 (a) Observed and predicted deformation signals on Darwin volcano in the Galapagos Islands. The prediction assumes a Mogi point source at 3 km depth.
Source: From Amelung et al. (2000a). (b) Surface subsidence in central California derived from SAR interferometric data. Source: Courtesy of T. Farr, ARIA, ASF, and ESA.
(c) L & C band interferometric images over Hawaii time separated by six months (2 left images). L-band shows better correlation (2 middle images).



the deformation. Amelung et al. (2000) show several examples in this chapter where the deforma-
tion cannot be explained by the traditionalMogi point sources. Instead, sills of lava extending over a
relatively large area are required to explain the observed deformation.
Differential interferometry also allows one to monitor effects related to human activity such as

water and oil withdrawal. In a study reported by Peltzer et al. (1999), an area of ground subsidence
was detected using ERS-1 interferometry in Pomona, California. They reported that in all the inter-
ferograms that they have analyzed, this area showed a deficit in volume, suggesting that over the
years, seasonal water recharges do not keep up with the intensive use of water. They also report
local deformations related to oil pumping in the Beverly Hills oil field, and in the San Pedro
and Long Beach areas. The power of the interferometric technique is that it provides a synoptic
and spatially continuous image of such surface deformation. Ground subsidence such as that
reported by Peltzer et al. (1999) may become a hazard to structures and people, and can produce
damage to buildings, freeway bridges, and pipelines. Differential interferometry is a relatively sim-
ple and effective way to monitor these types of hazards.
Figure 6.71(b) gives an illustration of long-term surface deformation resulting from changes in

the water table in central California.
Very informative examples can be found in Rosen et al. (1996) comparing L-band and C-band

acquired interferometric data in Hawaii (Fig. 6.71(c)) and in Lundgren et al. (2019) deriving the
amount of lava flow volume from mapping the changes in the surface topography.
Applying InSAR techniques in cryospheric research (Goldstein et al., 1993) opened crucial new

avenues of investigation into the dynamic of glaciers and ice sheets, and the underlying processes
affecting their evolution in a changing climate. The unprecedented ability to map ice-flow velocities
over entire ice sheets (Joughin et al., 2010; Rignot et al., 2011), with high precision and temporal
sampling, allows researchers to distinguish the portion of ice-sheet mass lost by accelerating dis-
charge into the ocean from that due to surface mass balance (van den Broeke et al., 2009; Shepherd
et al., 2012). Ice thickness, another fundamental attribute of glaciers and ice sheets, can now be
inferred by a procedure that combines InSAR-derived surface flow velocities with the principle
of mass conservation (Morlighen et al., 2017). Regarding processes, the assimilation of InSAR-
derived ice-flow velocities into numerical models of ice dynamics provides valuable insights into
the structure and instability of ice shelves (Khazendar et al., 2015), which are critical in modulating
Antarctica’s contribution to sea level rise.
Goldstein et al. (1993) observed ice streammotion and tidal flexure of the Rutford Glacier in Ant-

arctica with a precision of 1 mm per day and summarized the key advantages of using SAR inter-
ferometry for glacier studies. Joughin et al. (1995) studied the separability of ice motion and surface
topography in Greenland and compared the results with both radar and laser altimetry. Rignot et al.
(1995) estimated the precision of the SAR-derived velocities using a network of in-situ velocities,
and demonstrated, along with Joughin et al. (1995), the practicality of using SAR interferometry
across all the different melting regimes of the Greenland ice sheet. An example of monitoring
the velocity of the Ryder Glacier in Greenland was reported by Joughin et al. (1995). In this study,
they used interferometric data acquired with the ERS-1 system and inferred that the speed of the
Ryder Glacier increased roughly three times over a seven-week period during the melting season in
1995. The resulting interferograms are shown in Figure 6.72.
Satellite interferometry only measures the ice sheet movement in the direction of the radar line of

sight. Using interferometric pairs acquired during ascending and descending passes, Joughin et al.
(1998) reconstructed the three-dimensional flow pattern of the Greenland ice sheet in the vicinity of
the Ryder Glacier. To reconstruct the three-dimensional flow field, they made the assumption that
the ice velocity is parallel to the surface of the ice. They constructed a DEM of the area using the
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Figure 6.72 (a) Two interferograms over the Ryder Glacier in Greenland acquired with the ERS-1 radar system.
The interferogram on the right shows a dramatic increase in the speed of the glacier, as evidenced by the closer
spacing in the interference fringes in this image as compared to the one on the left. Source: Joughin (1995). (b)
Annual and seasonal motion of the Columbia Glacier. Source: Enderlin et al. (2017). © 2017, John Wiley & Sons.
(c) Global surface ice motion over Greenland. Source: Joughin et al. (2018). © 2018, Cambridge University Press.



differential interferograms, and using the geometry inferred from the DEM, plus their two line of
sight measurements of the velocity from the ascending and descending passes, reconstructed the
total flow of the surface of the ice sheet.
Figure 6.72b, c gives illustrative examples of motion derived from SAR interferometry both on a

local and continental scale.
Another exciting application of differential interferometry is the measurement of the position of

glacier grounding lines. The grounding line of a glacier is defined as that position where the glacier
detaches from its bed to become a float in the ocean. The position of this grounding line is extremely
sensitive to small changes in sea level or glacier thickness. Rignot (1996) used a technique known as
quadruple differencing to identify the position of glacier grounding lines to an accuracy of less than
100m. In the case of a floating glacier, each interferogram contains contributions from the topog-
raphy, the velocity of the glacier, and the motion of the glacier due to tidal flexure. By properly
scaling the interferograms for the baselines, two pairs of interferograms can be used to eliminate
the contribution due to the topography as described earlier under the surface deformation section.
The resulting differential interferogram only contains contributions from the glacier motion and
the tidal flexure. If one now makes the additional assumption that the glacier velocity remains
steady and continuous in between observations, two such differential interferograms can be sub-
tracted to eliminate the contribution of the glacier movement, leaving only the contribution from
the tidal flexure. Using this technique, Rignot et al. (1997) measured the grounding line of 14 outlet
glaciers in Greenland. By comparing the ice discharge at the grounding line from knowledge of the
glacier speed and thickness to that at the calving front from iceberg production, they concluded that

Speed (m/a)

1 10 100 1000 > 3000
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Figure 6.72 (Continued)
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the ice discharge at the grounding line is 3.5 times that at the calving front. They concluded that the
difference is due to basal melting at the underside of the floating glaciers. Their results suggest that
the north and northeast parts of the Greenland ice sheet may be thinning and contributing posi-
tively to sea level rise. Rignot (1998) also reported that the grounding line of the Pine Island Glacier
in West Antarctica has retreated by 1.2 km per year between 1992 and 1996. He contributes this
retreat to a thinning of 3.5 m per year at the glacier grounding line, caused by a bottom melting
rate that exceeds the rate at which the floating glacier tongue will remain in mass balance.
Ocean waves are visible in radar images as a periodic pattern of the image brightness. Wave pack-

ets corresponding to internal waves (or solitons) are seen near the coast in Figure 6.73(a), while 300
m surface swells are seen in Figure 6.73(b). Ice floes are imaged as bright/gray tone features sepa-
rated by bright ridges and dark open-water channels (Fig. 6.74). Long-term repetitive imaging
allows accurate tracking of the ice motion.
The application of along-track interferometry so far has been limited by the availability of data.

Nevertheless, several investigations have shown the great promise of this technique. For example,
Goldstein et al. (1989) used this technique to measure ocean currents with a velocity resolution of
5–10 m/s. Along-track interferometry was also used by Marom et al. (1990, 1991) to estimate ocean
surface current velocity and wavenumber spectra. This technique was also applied to the measure-
ment of ship-generated internal wave velocities by Thompson and Jensen (1993). Figure 6.75 shows
an example of along-track interferometric results. The figure shows an image of the coast of Hawaii
acquired with the NASA/JPL AIRSAR system operating in the along-track interferometric mode.
The radar backscatter image shows little information about the ocean surface, while the compli-
cated wave patterns of the swell interacting with the coastline are readily visible in the along-track
interferometric phase.
In addition to measuring ocean surface velocities, Carande (1994) reports a dual baseline imple-

mentation, implemented by alternately transmitting out of the front and aft antennas, and receiving
through both at the same time tomeasure ocean coherence time. By using this implementation, two

5 km

(a)

(b)

Figure 6.73 (a) Seasat image of ocean internal waves in the Gulf of California acquired on September 29,
1978. Image size is 70 km × 70 km. (b) Typical example of ocean surface waves imaged by Seasat SAR.
Source: Courtesy of the Jet Propulsion Laboratory.
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baselines are realized simultaneously, one with physical length equal to the antenna separation,
and one with length half this separation. By measuring the change in the coherence between
the short and long baselines, one can estimate the time at which the coherence will drop to zero.
He estimated typical ocean coherence times for L-band to be about 0.1 second. Shemer and Marom
(1993) proposed a method to measure ocean coherence time using only a model for the coherence
time and one interferometric SAR observation.

Radar backscatter Along-track interferometric phase

Figure 6.75 Radar backscatter (left) and along-track interferometric phase (right) of a section of the Hawaiian
coastline. Red colors mean the surface is moving away from the radar; illumination is from the top. The
complicated wave patterns are only visible in the phase image. Source: Courtesy of the Jet Propulsion
Laboratory.

Illumination
direction

N 0 20 km

Figure 6.74 Seasat image of polar ice floes near Banks Island (lower right corner) acquired on October 3,
1978. Source: Courtesy of the Jet Propulsion Laboratory.
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6.5 Nonimaging Radar Sensors: Scatterometers

Scatterometers are radar sensors which provide the backscattering cross section of the surface area
illuminated by the sensor antenna. They usually have a large footprint and are for the most part
used in studying average scattering properties over large spatial scales. They have been particularly
useful in measuring the ocean backscatter cross section as a means of deriving the near-surface
wind vector. The physical basis for this technique is that the strength of the radar backscatter is
proportional to the amplitude of the surface capillary and small gravity waves (Bragg scattering),
which, in turn, is related to the wind speed near the surface. Moreover, the radar backscatter can be
measured at different azimuth angles, allowing the determination of the wind direction. Figure 6.76
shows the behavior of σ(θ) for different wind velocities.
Scatterometers use a number of different configurations (see Fig. 6.77). The side-looking fan

beam scatterometer (Fig. 6.77(a)) allows sensing of a wide swath. The forward-looking fan
beam scatterometer (Fig. 6.77(b)) allows measurement only along the flight track; however,
for each point on the surface, the backscattered return can be measured for a variety of inci-
dence angles. The tilted fan beam (Fig. 6.77(c)) allows wide swath sensing and, with multiple
beams, multiple look directions measurement. The scanning pencil-beam scatterometer
(Fig. 6.77(d)) provides backscatter measurement at a constant angle and dual look direction
over a wide swath.

6.5.1 Examples of Scatterometer Instruments

Several scatterometers have been flown in space, dating back to the scatterometer flown on the
Seasat satellite in 1978 using a dual fan beam tilted configuration, which allowed the acquisition
of global wind fields. Table 6.1 shows the parameters of several of these systems. Here, we shall
briefly describe the Seasat scatterometers, and the SeaWinds instrument that was launched on
the QuikScat satellite in 1999.

6.5.1.1 Seasat Scatterometer

The separation of surface pixels in the Seasat scatterometers system is achieved by using the
antenna physical footprint on the surface and the Doppler shift in the returned echo. As was
discussed in the synthetic aperture radar case, an analysis of the echoes’ Doppler shift allows
us to subdivide the surface in equi-Doppler lines, which correspond to the intersection of a
family of cones with the surface. If we neglect the surface curvature, the intersection is a family
of hyperbolas. When the antenna footprint is superimposed on this pattern, the narrow dimen-
sion defines a series of identifiable cells which are the surface measurement pixels (see
Fig. 6.78).
The Seasat sensor, commonly called SASS (Seasat-A Satellite Scatterometer), had two tilted fan

beams on each side. In this way, as the satellite moved, each surface point was observed twice, once
with the forward antenna and once with the backward antenna. This provided measurements at
two different look directions.
The SASS sensor operated at a frequency of 14.6 GHz (i.e., wavelength of 2 cm). It incorporated

four dual polarized fan beam antennas which produced an X-shaped pattern of illumination on the
surface (Fig. 6.79). Twelve Doppler filters were used to subdivide the antenna footprint electron-
ically into resolution cells approximately 50 km on the side. The total swath covered was 750
km, with the incidence angle ranging from 25 to 65 from vertical. Three additional Doppler cells
provided measurement near the satellite track at incidence angles of 0 , 4 , and 8 .
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Figure 6.76 σ versus wind speed for constant incidence angles and wind direction. (a) upwind, V polarization;
(b) upwind, H polarization; (c) downwind, V polarization; (d) downwind, H polarization; (e) crosswind, V
polarization; (f) crosswind, H polarization. Source: Jones et al. (1977). © 1977, IEEE.

296 6 Solid-Surface Sensing



h

h

S

S

(a) (b)

(c) (d)

h

Figure 6.77 Different scatterometer configurations. (a) Side-looking fan beam, (b) forward-looking fan beam,
(c) tilted fan beam, and (d) scanning pencil beam.

Table 6.1 Spaceborne scatterometer parameters.

Parameter SASS on Seasat ERS-1 NSCAT SeaWinds on QuikScat

Frequency 14.6 5.3 14 13.4

Spatial resolution 50 km 50 km 25, 50 km 25 km

Swath width 500 km 500 km 600 km 1800 km

Antenna type Fan beam Fan beam Fan beam Conical scan

Number of antennas 4 3 6 1

Polarization VV, HH VV VV, HH VV, HH

Orbit altitude 800 km 785 km 820 km 802 km
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Figure 6.78 SASS iso-Doppler lines projected on the surface. The tilt of the symmetry axis is a result of the
Earth’s rotation. Source: Bracalante et al. (1980). © 1980, IEEE.
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A simplified diagram of the sensor is shown in Figure 6.80. A frequency synthesizer provided an
excitation signal at 14.6 GHz to the transmitter and reference signals to the receiver. The traveling
wave tube amplified the signal to a 100-W peak level before transmission to the antenna switching
matrix (ASM). The ASM selects the antenna for each set of backscatter measurement by switching
in a periodic fashion according to the selected instrument operating mode.
In all operating modes, 15 backscatter measurements were made every 1.89 seconds, with an

antenna switching cycle completed every 7.56 seconds. This timing was designed to provide mea-
surements which were located on a 50 km spacing in the along-track direction. The noise source
provided a periodic receiver gain calibration every 250 seconds. Using range gating and Doppler
filtering techniques in the signal processor, the backscatter return was measured at different inci-
dence angles. Figure 6.78 shows the 15 iso-Doppler lines corresponding to the 15 scatterometer
Doppler cell center frequencies. The Doppler lines have a symmetry axis that is rotated relative
to the spacecraft subtrack. This is due to the Earth’s rotation.
In the receiver, a square-law detector and gated integrator are used to sample the reflected power

from an antenna 64 times during a 1.84-second measurement period. The first three samples are
used to place the receiver-processor in the most appropriate of four possible gain states, which put
the received signal level in the linear portion of the square-law detector. The remaining 61 samples
are then processed using the selected gain state. The mean values of the 61 integrated voltage levels
are then entered into the data stream for each of the 15 Doppler cells. The 1.84-second measure-
ment interval is repeated continuously, but a different antenna is activated for each consecutive
sampling period.
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Figure 6.79 SASS measurement geometry.
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6.5.1.2 SeaWinds on QuikScat

The SeaWinds scatterometer on the QuikScat satellite is an example of a conically scanning pencil-
beam system. Fan beam scatterometers, such as the Seasat scatterometer, require several fixed
antennas pointing at multiple azimuth angles to retrieve ocean wind patterns. These antennas
are typically several meters long, and require an unobstructed field of view, making their accom-
modation on a spacecraft quite challenging. Conically scanning systems like the SeaWinds instru-
ment use a single dish antenna, typically on the order of 1 m in diameter, that is conically scanned
about the nadir direction to provide measurements at multiple azimuth angles. A key advantage of
such pencil-beam systems is that, because of their more compact design, they are much easier to
accommodate on spacecraft without the necessity of complex deployment schemes or severe field-
of-view constraints.
Another advantage of such a scanning system over a fan beam system such as SASS or NSCAT is

that there is no gap between the swaths on either side of the satellite track. In addition, all mea-
surements are made at the same fixed angle of incidence. This significantly simplifies the analysis of
the data, since geophysical inversion algorithms only have to be developed for one angle of
incidence.
The SeaWinds scan geometry is shown in Figure 6.81. The instrument uses a single parabolic 1 m

dish antenna with two feeds positioned such that two beams are generated. These beams point at
angles of 40 and 46 with respect to the nadir, respectively. The two feeds use different polariza-
tions; the inner angle beam is polarized horizontally, and the outer beam is polarized vertically.
Taking the spherical nature of the earth and the 802 km QuikScat orbit altitude into account, these
beams intersect the ocean surface at local angles of incidence of 47 and 55 , respectively. The inner
beam images a swath of 1400 km, while the outer beam images a swath of 1800 km. This wide swath
capability allows QuikScat to image 90% of the ocean surface each day. Figure 6.82 shows a number
of ascending and descending data swaths acquired by the SeaWinds instrument in one day.

40°
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Scan direction

Nadir li
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7 km7 km

Figure 6.81 SeaWinds instrument imaging geometry. The left image shows rotating pencil beams, while the
right image shows the beam spot on the ground for one of the beams. Also shown is the resolution slice inside
the beam spot.
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With this two-beam geometry, each point in the inner swath is seen four times; once in the for-
ward and once in the aft direction with the inner beam, and once each in the forward and aft direc-
tions with the outer beam. These four measurements provide improved estimations of the wind
direction over the ocean.
The size of the SeaWinds beam spots on the ground are about 24 × 31 km for the inner beam, and

26 × 36 km for the outer beam, respectively. The system uses a linear FM chirp signal that uses
deramp processing to further process each beam spot into 7 km slices in the range direction as
shown in Figure 6.81. To avoid gaps in the coverage, a scanning pencil-beam systemhas to complete
one scan before the satellite has moved a distance equal to the along-track size of a beam spot. The
SeaWinds instrument uses a scanning rate of 18 rpm, which means that the satellite nadir point
moves 22 km between scans.
SMAP Scatterometer: The SMAP (Soil Moisture Active Passive) mission was launched in January

2015 with an active scatterometer and a passive radiometer using a common 6m spinning antenna.
The scatterometer operated at 1.26 GHz with a surface resolution of 1–3 km. With an antenna spin
rate of 14.6 rpm, it allowed a swath width of 1000 km and global coverage every two to three days.
The radiometer operated at 1.41 GHz and a surface resolution of 40 km. The objective of themission
was to provide information to derive surface soil moisture (see Section 5.5.5).
In 2018, a China France oceanography satellite (CFOSAT) was launched to simultaneously

observe wind and waves at the ocean surface. It uses a fan beam Ku-band radar (13.4 GHz) rotating
scanning geometry at a number of incidence angles (0–10 ). Details can be found in Hauser et al.
(2016, 2017).

6.5.2 Examples of Scatterometer Data

The SASS data acquired during the summer of 1978 were used to prove the capability of spaceborne
scatterometers to map the near-surface wind on a regional as well as level scale. Data from the Sea-
Winds instrument are now routinely processed into global oceanwind fields and are used by a num-
ber of different government agencies.
Figure 6.83 shows the near-vertical backscatter cross section across typhoon Carmen. Because of

the strong wind and resulting surface roughness under the hurricane, the nadir backscatter
decreases drastically by more than 10 dB. Figure 6.84(a) shows the derived mean wind pattern over
the Pacific Ocean during the month of July 1978. Figure 6.84(b) shows a global view of the ocean
winds for September 20, 1999, as measured by the SeaWinds instrument on the QuikScat satellite.
The large storm in the Atlantic off the coast of Florida is Hurricane Gert. Tropical storm Harvey is
evident as a high wind region in the Gulf of Mexico, while farther west in the Pacific is tropical
storm Hilary. An extensive storm is also present in the South Atlantic Ocean near Antarctica.
Scatterometer data are being usedmore frequently to study land processes. Unfortunately, typical

resolutions of spaceborne scatterometers are too coarse for most land process studies. However, a
technique known as scatterometer image reconstruction with filtering (SIRF) (Long et al., 1993) can
be used to improve the spatial resolution of some scatterometer’s images. This method works best
when the scatterometer resolution element is long and narrow. Because of their shape and orien-
tation, these long, narrow elements overlap only partially for the measurements taken with a for-
ward-looking beam and an aft-looking beam. If one nowmakes the assumption that the radar cross
section does not change in the time between the forward-looking and aft-looking acquisitions, and
further that the radar cross section does not vary as a function of the azimuth look direction, we can
place all these measurements on a finer grid, and then deconvolve the observations to provide the
measurements on this finer grid. The practical best resolution achievable is roughly equivalent to
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the narrowest dimension of the measurement cell. Figure 6.85 shows an image of Antarctica con-
structed using this algorithm using data acquired on October 2, 2000, with the SeaWinds instru-
ment on the QuikScat satellite. The brighter central area in the image is Antarctica. It is bright
due to high Ku-band radar return echoes from glacial snow and ice covering the continent. The
sea-ice pack surrounding Antarctica is visible as the darker outer area in the center of the image.
The black circle in Antarctica is an area where no data are collected due to the orbit of the satellite.

6.6 Nonimaging Radar Sensors: Altimeters

Altimeters use the ranging capability of radar sensors to measure the surface topographic profile.
The altitude measurement is given by (Fig. 6.86)

h =
ct
2

6 170

with an accuracy of:

Δh =
cτ
2

=
c
2B

6 171

where t is the time delay between the transmitted signal and the received echo. This altitude meas-
urement is the distance between the sensor and the portion of the surface illuminated by the
antenna beam or by the pulse footprint (see Fig. 6.87). In the first case, the footprint is given by
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Figure 6.83 Backscatter data near typhoon Carmen for near vertical incidence angles. Source: Bracalante et al.
(1980). © 1980, IEEE.
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(a)

(b)

Figure 6.84 (a) Wind patterns over the Pacific for July 1978 derived from the SASS measurement. Source:
Courtesy of P. Woicesyhn, Jet Propulsion Laboratory. (b) Global ocean winds as measured by QuikScat on
September 20, 1999. Colors over the ocean indicate wind speed with orange as the fastest wind speeds and
blue as the slowest. White streamlines indicate the wind direction. Source: Get permission from JPL. Image from
QuikScat website.
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Figure 6.85 Resolution-enhanced image of Antarctica using data acquired on October 2, 2000, with the
SeaWinds instrument on the QuikScat satellite. See text for details. Source: NASA/JPL.
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Figure 6.86 Altimeter measurement geometry.
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This corresponds to a beam-limited altimeter, commonly used for land topography mapping. In
the second case, the footprint is given by

X = 2 cτh 6 173

which corresponds to a pulse-limited altimeter, commonly used over relatively smooth areas such
as the ocean surface.
From Equation (6.170), it follows that there are two sources of error for the elevation measure-

ment. The first is the knowledge of the speed of light, or more properly, the group velocity of the
pulses transmitted by the radar altimeter. As these signals propagate through the atmosphere, local
variations in water vapor will change the index of refraction of the air, which will change the group
velocity as a result. The variations in electron density in the ionosphere will also introduce varia-
tions in the group velocity. These effects have to be compensated for in the signal processing to infer
the correct elevation. The second error source is the measured round-trip time. Ultra-stable local
oscillators are used in altimeters to reduce this error. The measurement in Equation (6.170) is the
elevation relative to the altimeter. To translate this measurement into an accurate representation of
the surface elevation, one has to know the position of the spacecraft very accurately. In the case of
the Topex/Poseidon mission, the satellite position is reconstructed to an accuracy of a few centi-
meters using a combination of GPS measurements and laser and microwave tracking of the
satellite.

6.6.1 Examples of Altimeter Instruments

Altimeters have been flown on a number of spacecraft, including Seasat, Pioneer Venus Orbiter
(PVO), Apollo 17, and GeoSAT. The Seasat altimeter, which was flown in 1978, provided profiles
of the ocean surface with an accuracy of a fraction of a meter. The Topex/Poseidon mission,
launched in 1992, carried the first altimeter instrument suite that was optimized for studying
dynamic variations in the ocean topography. What about GeoSAT?

6.6.1.1 The Seasat Altimeter

The Seasat altimeter operated at a frequency of 13.5 GHz using a 1-m diameter horn-fed parabolic
dish antenna. A simplified block diagram of the sensor is shown in Figure 6.88.
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Figure 6.87 Types of altimeter: (a) beam limited and (b) pulse limited.
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The local oscillator generates 12.5-ns impulses at a 250-MHz center frequency, which are applied
to the chirp generator. The chirp generator is a SAW device fabricated on a lithium tantalate sub-
strate. The resulting chirped pulse has a linearly decreasing frequency with an 80-MHz bandwidth
and a pulse length of 3.2 μsec. The PRF is 1020 Hz.
During the transmitmode, the chirp pulse at 250MHz is upconverted to 3375MHz, amplified to a

1-W level, and multiplied by 4–13.5 GHz. This also multiplies the bandwidth by 4 in order to
achieve the desired 320-MHz bandwidth and height measurement accuracy of 0.47 m. In the
receive mode, the chirp pulse is upconverted to 3250MHz, amplified to 0.1W, multiplied by
4–13.0 GHz, and used for mixing with the received echo.
The TWT amplifier amplifies the transmit pulse to 2 kW before it is sent to the five-port circulator

that provides for transmit/receive mode switching as well as calibration mode switching. In the
receive mode, the first mixer, which is located immediately after the circulator, achieves full
deramping by mixing the 13.5-GHz incoming chirp signal with the 13.0-GHz local chirp signal,
resulting in a 500-MHz CW signal to form the inphase and quadrature (I and Q) video signals,
which are digitized and stored for use in the digital filtering scheme. The digital filters bank
and the adaptive tracking unit are then used for height tracking and receiving automatic gain con-
trol (AGC) and wave height estimation.

6.6.1.2 The Topex/Poseidon Altimeter Mission

The TOPEX/Poseidon mission, a joint project involving NASA and the French Space Agency
(CNES), was launched in 1992. This mission was designed specifically to make highly accurate
measurements of the dynamic component of the ocean topography. The measurement error for
sea surface height as reported by the Topex/Poseidon system has been shown to be on the order
of 4.1 cm. This mission is discussed in great detail in the book edited by Fu and Cazenave (2001).
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Figure 6.88 Seasat altimeter major functional elements. Source: Townsend (1980). © 1980, IEEE.

308 6 Solid-Surface Sensing



The primary instrument of the TOPEX/Poseidon payload is a dual frequency (Ku- and C-band)
altimeter system that operates at both frequencies simultaneously. This dual-frequency measure-
ment allows one to estimate and correct for the time delay introduced by the ionosphere. A three-
frequency microwave radiometer operating at frequencies of 18, 21, and 37 GHz is used to estimate
the atmospheric water content. This measurement allows one to estimate the index of refraction of
the atmosphere, which is then used to calculate the proper propagation speed to use in the calcu-
lation of the distance between the altimeter and the ocean surface.
The Topex/Poseidon satellite orbit is reconstructed using a combination of GPS measurements,

and laser and microwave tracking. At the time of the Topex/Poseidon launch in 1992, GPS track-
ing of satellite orbits was not yet available operationally, and the six-channel GPS receiver was
included in the payload as an experiment to evaluate the utility of using GPS signal to track the
satellite. These measurements have since proved to be highly accurate, and have provided an
independent verification of the orbit determination. The primary means of tracking the
Topex/Poseidon satellite is satellite laser ranging and a system known as Doppler Orbitography
and Radiopositioning Integrated by Satellite (DORIS). While the laser tracking is highly accurate,
it is limited to clear atmospheric conditions, and the availability of the laser stations. The DORIS
system, in contrast, provides all weather tracking, and provides the temporal and geographical
coverage to complement the laser tracking. The Topex/Poseidon orbit reconstruction error has
been shown to be less than 2.5 cm.
The Topex/Poseidon mission was designed specifically for highly accurate measurements of the

ocean topography. This even extended to the design of the satellite orbit. As mentioned above, the
primary orbit tracking for the Topex/Poseidon satellite was planned to be provided by ground track-
ing stations. These are a varied quality, and are not available continuously along the satellite orbit.
Therefore, orbit reconstruction required dynamical modeling of the satellite orbit. The two dom-
inant errors of satellite orbit modeling is uncertainties in short scales of the geopotential field and
variations in the atmospheric drag on the satellite. Both of these are strongly dependent on the sat-
ellite orbit altitude, and drops quickly with increasing satellite altitude. On the other hand, two
factors argue for a lower orbit. The first is the fact that the radar return decreases as the fourth
power of the altitude (see Section 6.3.4 on the radar equation), and the second is the fact that
the space radiation environment is worse for higher altitudes. The Topex/Poseidon orbit altitude
of 1336 km is a compromise between these factors.
In addition to the orbit altitude, the orbit inclination must also be selected carefully. The incli-

nation of the orbit determines the maximum latitude at which the ocean topography can be meas-
ured. The Topex/Poseidon orbit inclination of 66 was chosen to minimize the effect of ocean
tides on the measurements of sea surface topography. The most energetic tides are the diurnal
and semidiurnal components with frequencies near one and two cycles per day. This short time-
scale variability cannot be resolved in typical altimeter measurements, and therefore aliases to
the lower frequency components of the signals that are of interest to oceanographers. Exactly
how the tidal signal aliases into the ocean height signal turns out to be a strong function of
the orbit period, the ground track spacing (which is a function of the number of orbits in the
repeat period), and the orbit inclination. The Topex/Poseidon orbit altitude, and hence the repeat
period and number of orbits in the period, was chosen mostly as a trade-off between minimizing
orbit perturbations due to gravity and drag, the radiation environment, and the radar measure-
ment power considerations. The 10-day repeat orbit of Topex/Poseidon is one of the few orbits for
which an inclination exists that would place the tidal aliasing frequencies such that they can be
separated from the ocean height signals. These considerations led to the selection of the 66 orbit
inclination of the Topex/Poseidon orbit.
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6.6.1.2.1 Jason Altimeter

In order to continue ocean topography measurements over decades, NASA and CNES, in coop-
eration with NOAA and Eumetsat, implemented three Jason missions (launched in 2001, 2008,
and 2016) to complement the Topex Poseidon measurements. The altimeters on Jason 2 and 3
were identical, operating at two frequencies (5.36 and 13.57 GHz) using a 1.2 m antenna. By
using the two frequencies, correction is made for the atmospheric electron content. The objec-
tive was to measure the average sea height variation down to 2.5 cm. Figure 6.89 gives examples
of the measurements acquired by the Jason series. Figure 6.90 gives a long-term record
(1993–2019) of the global sea level change derived from the data acquired by Topex and Jason
series altimeters.

6.6.1.2.2 Sentinel 3 Synthetic Aperture Altimeter

The Sentinel 3 mission carries a Ku-band altimeter to acquire topographic measurements over a
variety of surfaces. In order to enhance its along-track footprint, it uses the synthetic aperture tech-
nique. This allows a 300 m along-track spatial resolution. Its rangemeasurement over ocean surface
has a range noise around 1 cm.

6.6.2 Altimeter Applications

The permanent topography of the ocean surface is a reflection of the geoid determined by the geo-
graphical variations in earth’s gravity field. These variations in the gravity field are a consequence
of the distribution of the mass inside or at the surface of the earth. Measurements of the static
ocean topography are therefore useful in the study of marine geophysics. An example of the Seasat
altimeter data is illustrated in Figure 6.91, which shows the sea surface height over the Puerto Rican
and Venezuelan Coast trenches. Sea surface depression of about 15 m is observed due to the Puerto

–40 –20 0 20 40
Sea level (cm)

Figure 6.89 Sea level relative to Mean (1993–2019) for the Pacific Ocean on December 16, 2016. Source:
Courtesy of the NASA Physical Oceanographic Distributed Active Archive Center at JPL/Caltech.
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Figure 6.91 Sea surface height over two trenches measured with the Seasat altimeter. Source: Townsend
(1980). © 1980, IEEE.

Figure 6.90 Global sea level change over 26 years (1993–2019) derived from measurements by Topex and
the Jason series. Source: Courtesy of the NASA Physical Oceanographic Distributed Active Archive Center at
JPL/Caltech.
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Rican trench. The reverse effect (i.e., surface rise) was observed over sea mount-type features
(Fig. 6.92).
While the permanent topography of the ocean provides much information about the mass dis-

tribution of the earth, it is the dynamic part of the ocean topography that conveys information about
many of the processes that affect the climate of the earth. These processes include the circulation in
the ocean, sea level rise or fall, and shorter term meteorological processes such as the El Niño phe-
nomenon. These will be discussed in detail in the next chapter.
Radar altimeters are also able to make two additional useful measurements: ocean wave height

and normal surface backscatter. As the pulse is reflected from the surface, energy is contributed
from different parts of the surface which are at different heights. Thus, the returned echo has a rise
time which is related to the r.m.s. height of the surface. In a simplified way, the surface peak-to-
peak height variation or wave height is equal to the rise timeΔτmultiplied by c/2. Figure 6.93 gives
an example of the wave height measurement as the satellite track crossed hurricane Fico off the
west coast of Mexico.
By measuring the maximum intensity of the returned echo, the surface normal backscatter σN

can be derived. It provides information about the slope’s distribution. Figure 6.93 also shows
the variation of σN near the center of hurricane Fico.

6.6.3 Imaging Altimetry

Conventional altimeters provide a profile of the topography along the nadir track. However, if the
illuminating beam is very narrow and is scanned across the track, the three-dimensional topogra-
phy can be acquired by having a series of neighboring profiles. The beam scanning can be achieved
electronically by using a phased array antenna or mechanically by scanning the antenna or spin-
ning the spacecraft (see Fig. 6.94).
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Figure 6.92 Sea surface height over a sea mount as measured with the Seasat altimeter. Source: Townsend
(1980). © 1980, IEEE.
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An example of the spinning imaging altimeter is the PVO altimeter. The prime objective of the
PVO radar was to obtain altimetry measurement over a large percentage of the Venusian surface.
The PVO was put in orbit around Venus in December, 1978. Altimetry data were acquired between
latitudes 76 N and 63 S. The altimeter footprint varied from about 7 km to about 100 km, depend-
ing on the altitude of the spacecraft, which was in a highly elliptical orbit. The height measurement
accuracy was about 200 m. The PVO radar has an operating frequency of 1.757 GHz (i.e., wave-
length of 17 cm) and uses a 38 cm dish which is mounted on the spinning spacecraft (spin period
of about 12 seconds). The transmitted peak power is 20W. The transmitted signal is modulated with
a 55-element, bilevel-phase PN code. The instrument operates in two distinct modes: altimetry and
imaging. The altimetry mode operates at altitudes below 4700 km. Estimates of the echo’s absolute
time delay, its time dispersion, and its intensity are obtained simultaneously; the latter two quan-
tities are used to yield information on local surface properties. The imaging mode operates only
when the spacecraft is below 550 km and when the radar antenna is on one side or the other of
nadir as the spacecraft rotates around its axis. In this “side-looking” mode, the echo time delay
and Doppler characteristics are used to generate a map of the surface radar backscatter at various
angles between 30 and 58 .
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Figure 6.93 Significant wave height and backscatter measurement over hurricane Fico measured by the
Seasat altimeter. Source: Townsend (1980). © 1980, IEEE.
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Figure 6.95 is a false color rendition of the topography of Venus as derived for the PVO altimetry
data. This map is cast in a standard Mercator projection and covers the majority of the Venusian
surface except for the polar regions. The two main “high” regions are the Ishtar Terra and the Aph-
rodite Terra, the latter one being spatially larger than South America. Except for the prominent
elevated features, the planet is quite flat. The highest point observed has an altitude of 11.1 km rel-
ative to a median radius of 6051.2 km. The lowest point observed is at −1.9 km.

6.6.4 Wide Swath Ocean Altimeter

Conventional altimeters measure a profile of the surface height underneath the satellite. The spatial
resolution of the resulting surface height map is therefore limited by how closely spaced these pro-
files are. For example, the TOPEX/POSEIDON tracks are separated by about 315 km at the equator,
limiting the spatial scales of ocean processes that can be studied with this system to about this value.
This spatial resolution can be improved by adding more satellites with orbit’s offset such that more

h

(a)

(b)

h

S

v

v

Figure 6.94 Imaging altimeters (a) using a scanning antenna beam or (b) spinning the spacecraft.
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ground tracks are covered. This, however, comes at the expense of having to coordinate and launch
multiple satellites, as well as cross-calibrating different systematic errors due to orbit and instru-
ment biases. If mesoscale ocean phenomena must be imaged, spatial resolutions on the order of
the Rossby radius of deformation (scales on the order of 30 km) must be achieved, requiring a rel-
atively large number of such satellites.
The Wide Swath Ocean Altimeter (Rodriguez et al., 2017) is a coarse spatial resolution imaging

altimeter that will image a swath on either side of the satellite track in addition to the traditional
nadir altimeter profile. The proposed configuration of the WSOA is shown in Figure 6.96. This con-
cept draws from the experience gained at the Jet Propulsion Laboratory with the SRTM, which used
an interferometric SAR to map the topography of the land surfaces of the Earth. A swath of approx-
imately 100 km is imaged on either side of the conventional altimeter profile. The intrinsic cross-
track resolution varies from approximately 670m in the near range to about 100 m in the far range.
The along-track resolution is given by the azimuth beamwidth, and is approximately 13.5 km. In
order to have spatially uniform resolution cells, and to reduce randommeasurement error, the final
measurements are averaged to 15 km resolution cells.
The 200 km swath width of the WSOA enables near-global coverage with a 10-day repeat orbit

such as that of TOPEX/POSEIDON. In fact, this arrangement allows most areas to be imaged twice
in the 10-day period, and areas at higher latitudes are covered as many as four times in each cycle.
These multiple “looks” at each surface can be used to average more measurements to reduce the
height errors of the measurement. Figure 6.97 shows a comparison of the coverage of the TOPEX/
POSEIDON altimeter and the WSOA in the same orbit for an area near the equator where the
ground track separation is at a maximum. Note the details of the ocean processes visible in the
WSOA image.
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Figure 6.95 Map of the surface of Venus generated from the PVO radar data. See color section.
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Figure 6.96 The WSOA instrument concept integrated with the Jason altimeter on the Proteus satellite bus.
Source: Courtesy of E. Rodriguez, Jet Propulsion Laboratory.
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Figure 6.97 A comparison of the coverage between the TOPEX/POSEIDON conventional altimeter (left) and
the proposed WSOA instrument (right) in the same orbit. Source: Courtesy of E. Rodriguez, Jet Propulsion
Laboratory.
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Using design parameters consistent with the capabilities of the Proteus satellite used in the joint
NASA/CNES Ocean Surface Topography Mission (OSTM), Rodriguez and Pollard showed that a
sea surface height accuracy of 5 cm should be achievable with this WSOA instrument.

6.7 Nonconventional Radar Sensors

Radar sensors have been used in a number of ways to acquire additional information about the
surface of the Earth. As discussed earlier, in the case of the SAR, equi-Doppler and equirange sur-
faces correspond to a family of cones and a family of spheres. The intersection of these surfaces is a
family of circles in the vertical plane. The intersection of a circle with the planetary surface gives a
unique point (except for the left–right ambiguity). This assumes that the planet surface is well
known. Otherwise, a third measurement is required to uniquely determine the location of a target.
This can be achieved by using two antennas as an interferometer. In this case, a family of hyber-
boloid surfaces corresponds to points where the differential phase between the two antennas is con-
stant. The intersection of the above three sets of surfaces will uniquely identify each and every point
in a three-dimensional space. Thus, each point is characterized by a specific set of (1) range to one
antenna, (2) Doppler history, and (3) differential range between the two antennas. In actuality,
because the phase has a 2π ambiguity, there is some ambiguity in one of the measurements, but
this can be resolved by using few reference points.
Another type of radar sensor uses a bistatic configuration to study the surface properties. The

bistatic scattering cross section σ(θ1, θ2) provides additional information about the surface. This
configuration was applied in some planetary studies by using a transmitter on an orbiting spacecraft
and a receiver on the Earth. It was also used to image surface areas illuminated by a transmitter on
an orbiting spacecraft with the receiver on an airborne platform.

6.8 Subsurface Sounding

In some types of materials, the absorption loss of low-frequency electromagnetic waves is low, thus
allowing deep penetration of the signal below the surface. A lossy medium is characterized by the
penetration depth Lp, which gives the depth at which the signal power is attenuated by e−1. Thus,
the signal power at a depth d is

P d = P0e
− d Lp

For a loss tangent of about 0.01, = 4, and λ = 25 cm, then Lp = 2 m.
In very dry regions, the lack of moisture leads to very low values of tanδ(<10−2), thus allowing

penetration of a few meters. Subsurface imaging was achieved from a spaceborne imaging radar
(SIR-A) in 1981 of a large region in the Egyptian desert where the soil moisture is less than
0.5% (see Fig. 6.98).
In the case of polar ice sheets, the loss tangent is less than 10−3, leading to an absorption length at

60 MHz (λ = 5 m) of more than 400 m. This allowed the use of low-flying airborne radars to sound
the Antarctic and Greenland ice sheets down to the bedrock, at depths of more than 4 km
(Fig. 6.99).

6.8 Subsurface Sounding 317



20 km

Figure 6.98 Radar (bottom) and LandSat (top) images of an area in southwestern Egypt clearly showing the
penetration achieved with the radar sensor.
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Figure 6.99 Example of electromagnetic sounding of the Antarctic ice sheet from an airborne sensor. Source:
Courtesy of Technical University of Denmark.
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Radar sounders at HF and VHF are used on a number of Mars orbiting missions to sound the
Martian polar caps (Fig. 6.100) and are part of the payloads of the Europa Clipper (NASA) and Juice
(ESA) missions to sound the Jovian icy satellites.
Even at high frequencies, something can be accomplished if the surface has a very low loss

tangent. This was the case that allowed sounding of the hydrocarbon lakes on Titan
(Fig. 6.101), (Mastrogiuseppe et al., 2014).
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Figure 6.100 Example of radar sounding of the Martian polar cap. Source: Courtesy of Jeff Plaut.
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Figure 6.101 Example of radar sounding of the Titan lakes. Source: Courtesy of M. Mastrogiuseppe.
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Exercises

6.1 Plot the scattering cross sections σhh and σvv as a function of the angle of incidence for a wave-
length of λ = 25 cm for the cases of a Gaussian correlation function and an exponential cor-
relation function. Assume in each case that the r.m.s. height of the surface is 1 cm, and that
the correlation length is 10 cm. Assume that the surface dielectric constant is = 3. Use the
small perturbation model expressions.

6.2 Use the expressions for the small perturbationmodel and plot the ratio σhh/σvv as a function of
the dielectric constant for angles of incidence θ= 20 , 40 , and 60 . Use the range 2–30 for
the dielectric constant. Do you think this ratio can be used to measure the dielectric constant?
For which dielectric constants will the measurement be most accurate?

6.3 Calculate and plot the spectrum for the following pulse shapes:

(a) f t =
cos ω0t for − τ 2 ≤ t ≤ τ 2

0 otherwise

(b) f t =
cos ω0t for nT − τ 2 ≤ t ≤ nT + τ 2; n = …− 2, − 1, 0, 1, 2, …

0 otherwise

(c) f t =
cos at2 + ω0t for − τ 2 ≤ t ≤ τ 2

0 otherwise

6.4 Assume a scatterometer is in orbit at an altitude of 800 kmmoving at a speed of 7 km/sec. The
operating frequency is 14.6 GHz, and the antenna has a length of 5 m and a width of 0.5 m.
(a) Plot the iso Doppler curves on the Earth that corresponds to the Doppler frequencies of 0,

100, 200, 300, 400, and 500 kHz. Neglect the curvature of the Earth, and the fact that the
earth is rotating.

(b) What is the effect of the rotation of the Earth at the equator, at 45 latitude, and at
the poles?

(c) Assuming that the fan beam has a 45 azimuth angle, what are the angles of incidence and
the distance to the nadir line that correspond to the Doppler frequencies in part (a)?
Neglect the rotation of the Earth.

(d) Plot the width of the antenna footprint as a function of the distance to the nadir line.

6.5 An orbiting SAR has the following characteristics:

• frequency of 1.25 GHz

• look angle is 45

• swath width is 50 km

• bandwidth is 40MHz

• receiver noise temperature is 500 K

• orbit altitude is 200 km

• peak power is 1 kW

• pulse length is 30 μs
Calculate the other key characteristics required to define the sensor:

(a) antenna width
(b) maximum PRF
(c) minimum antenna length, minimum PRF, and best along-track resolution
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(d) noise equivalent backscatter cross section
(e) Data rate assuming dual polarization (HH and VH) operation.

6.6 Plot the parameters in the previous problem as a function of the look angle for angles between
10 and 60 .

6.7 This assignment involves a simple top-level mission design. We want to fly a radar mission
with themain objective of monitoring soil moisture on a global scale. To do this, we require an
L-band radar system (24 cm wavelength) to map the entire globe twice every eight days at a
resolution of 1 km × 1 km or better. We assume this means once each with ascending and
descending passes, so we require an eight-day exact repeat orbit. The soil moisture algorithm
requires images at HH, VV, and HV polarizations, and about 50 looks in an incidence angle
range of 30–50 . Here, “looks” will be created by adding pixels in the along-track direction.
Calculate:
(a) The orbit altitude and swath width required assuming we map on both sides of the space-

craft at the same time in a polar orbit (i.e., inclination 98 ).
(b) The antenna width assuming that we will use the “scansar” approach to acquire data in

five sub-swaths on each side of the spacecraft. This means we only need to illuminate one-
fifth of the swath at a time.

(c) The antenna length, PRF, and bandwidth required.
(d) The peak power required if we want the noise equivalent sigma zero to be less than

−35 dB.

6.8 A thin cylinder of length l and radius a oriented at an angle α relative to the horizontal axis is
characterized by the following scattering matrix:

S =
k20l

3

3 ln 4l a − 1

cos 2α sin α cos α

sin α cos α sin 2α

Derive the expressions for the co-polarized and cross-polarized power for linear polariza-
tions. Next, derive expressions for the polarization orientation angles at which the co- and
cross-polarized powers are a maximum and minimum, respectively. Plot the co-polarized
and cross-polarized returns as a function of the polarization orientation angle for linear polar-
izations if α = 45 . Is it possible to measure the orientation of the cylinder using a polarimet-
ric radar?

6.9 The average backscatter covariance matrix of a vegetated area with reflections symmetry can
be written as

T = ξ

1 0 ρ

0 η 0

ρ∗ 0 ζ

where ξ = ShhS∗hh , ρ = ShhS∗vv ShhS∗hh , η = 2 ShvS∗hv ShhS∗hh , and ζ = SvvS∗vv
ShhS∗hh . For randomly oriented thin cylinders, these parameters are found to be ρ = 1/3,

η= 2/3, and ζ= 1. Calculate the eigenvalues and entropy for the case of the randomly oriented
thin cylinders.
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The parameters for a forested area in Shasta Trinity National Forest in northern California
measured with the NASA/JPL AIRSAR system are (Table 6.2)
(a) Calculate the three eigenvalues and the entropy for each frequency.
(b) Is it reasonable to assume that the scattering is mostly from the branches in the canopy?
(c) Are the branches thin compared to the radar wavelength in each case? Explain your

answers.

6.10 You have been retained by a mapping company to do a quick assessment of the suitability
of radar interferometry for floodplain mapping. The required height accuracy is 30 cm at a
horizontal spacing of 1 m. They own their own corporate jet, which has a wingspan of 20 m
that could be used for the baseline of the interferometer. They also believe that they can
buy an X-band radar (3.2 cm wavelength) at a reasonable price, with the option of buying a
Ka-band radar (0.8 cm wavelength) at a considerably higher price. Finally, they plan to set
the data recording window such that they will acquire data between 25 and 60 angle of
incidence.
(a) They would like to put GPS antennas at eachwingtip to determine the position of each of

the two antennas. According to their GPS expert, the position of each GPS antenna can
be reconstructed to an accuracy of 1 cm. What would be the contribution to the height
error at either frequency if they fly the jet at 5 and 10 km altitudes above the terrain?

(b) What should the SNR be for each radar if the phase noise contribution to the height error
should be less than 10 cm?

(c) Would you recommend radar interferometry to them as a viable solution to their prob-
lem? If so, which radar should they buy?

6.11 A scatterometer operating at a center frequency of 13.4 GHz is flown on a spacecraft at an
altitude of 800 km. In order to cover a wide continuous swath, a fixed angle conical scanning
approach is selected. The desired swath width is 1800 km. Calculate
(a) The off-nadir angle at which the antenna beam has to be pointed.
(b) The ground resolution if the antenna is a dish with 1m diameter.
(c) The signal bandwidth if the compressed pulse must have a ground resolution of 5 km.
(d) The required antenna spin rate in revolutions per minute.
(e) The required PRF if we want to integrate two pulses for each antenna footprint.
(f) The data rate assuming that the samples are digitized to 8 bits, and the data window is

2.5 ms long. (This means we sample at 2.2 × Bandwidth for 2.5 ms for each pulse we
transmit.)

Table 6.2 Measured values for a forested area in the Shasta Trinity National Forest.

Parameter P-band L-band C-band

η 0.3301 0.3485 0.2416

ζ 0.6529 0.7122 0.4685

ρ 0.2803 + i0.0167 0.3950 + i0.0582 0.3669 + i0.0016
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6.12 A 37 GHz scanning radar altimeter is being developed for the Shuttle to operate at an alti-
tude of 250 km with a swath width of 75 km. The required surface resolution is 150 m and
the height resolution is desired to be 5m. The PRF is 50 kHz. Calculate:
(a) antenna size along- and across track
(b) scanning rate
(c) the peak power required assuming a surface backscatter of−17 dB and an SNR of 10 dB.

References and Further Reading

Allan, T. D. Satellite Microwave Remote Sensing. Halsted Press, New York, 1983.
Amelung, F., D. L. Galloway, J. W. Bell, H. A. Zebker, and R. J. Laczniak. Sensing the ups and downs of

Las Vegas: InSAR reveals structural control of land subsidence and aquifer-system deformation.
Geology, 27(6), 483–486, 1999.

Amelung, F., S. Jonsson, H. A. Zebker, and P. Segall. Widespread uplift and ‘trapdoor’ faulting on
Galapagos volcanoes observed with radar interferometry. Nature, 407(6807), 993–996, 2000a.

Amelung, F., C. Oppenheimer, P. Segall, and H. A. Zebker. Ground deformation near Gada Ale volcano,
Afar, observed by radar interferometry. Geophysical Research Letters, 27(19), 3093–3096, 2000b.

Bamler, R., and M. Eineder. ScanSAR processing using standard high-precision SAR processing
algorithms. IEEE Transactions on Geoscience and Remote Sensing, 34, 212–218, 1996.

Barrick, D. E., and C. T. Swift. The Seasat microwave instruments in historical perspective. IEEE Journal

of Oceanic Engineering, OE-5, 74–80, 1980.
Beaudoin, A., T. LeToan, S. Goze, A. Nezry, and A. Lopez. Retrieval of forest biomass form SAR data.

International Journal of Remote Sensing, 15, 2777–2796, 1994.
Bindschadler, R., P. Nornberger, D. Blankenship, T. Scambos, and R. Jacobel. Surface velocity and mass

balance of ice streams D and E, West Antarctica. Journal of Glaciology, 42, 461–475, 1996.
Blom, R., and C. Elachi. Spaceborne and airborne imaging radar observation of sand dunes. Journal of

Geophysical Research, 86, 3061–3070, 1981.
Blom, R., and M. Daily. Radar image processing for rock type discrimination. IEEE Transactions on

Geoscience and Remote Sensing, 20, 343–351, 1982.
Blom, R. G., R. J. Crippen, andC. Elachi. Detection of subsurface features in Seasat radar images ofMeans

Valley, Mojave Desert, California. Geology, 12, 346, 1983.
Born, G., J. A. Dunne, and D. B. Lowe. SEASAT mission overview. Science, 204, 1405–1406, 1979.
Bracalante, E. M., et al., The SASS scattering coefficient algorithm. IEEE Journal of Oceanic Engineering,

OE-5, 166–156, 1980.
Brown, G. S. The average impulse response of a rough surface and its applications. IEEE Transactions on

Antennas and Propagation, AP-25, 67–74, 1977.
Brown, W. E., Jr., C. Elachi, and T. W. Thompson. Radar imaging of ocean surface patterns. Journal of

Geophysical Research, 31, 2657–2667, 1976.
Brown, W. M., G. G. Houser, and R. G. Jenkins. Synthetic aperture processing with limited storage and

presuming. IEEE Transactions on Aerospace and Electronic Systems, AES-9, 166–176, 1973.
Brown, W. M., and L. J. Porcello. An introduction to synthetic aperture radar. IEEE Spectrum, 6, 52–

62, 1969.
Carande, R. E. Estimating ocean coherence time using dual-baseline Interferometric synthetic aperture

radar. IEEE Transactions on Geoscience and Remote Sensing, 32, 846–854, 1994.
Chauhan, N., and R. Lang. Radar modeling of a boreal forest. IEEE Transactions on Geoscience and

Remote Sensing, 29, 627–638, 1991.

References and Further Reading 323



Chelton, D. B., E. J. Walsh, and J. L. MacArthur. Pulse compression and sea level tracking in satellite
altimetry. Journal of Atmospheric and Oceanic Technology, 6, 407–438, 1989.

Chi, C. Y., and F. K. Li. A comparative study of several wind estimation algorithms for spaceborne
scatterometers. IEEE Transactions on Geoscience and Remote Sensing, 26, 115–121, 1988.

Chuah, T. S. Design and development of a coherent radar depth sounder for measurement of Greenland
ice sheet thickness. Radar Systems and Remote Sensing Laboratory RSL Technical Report 10470-5,
University of Kansas Center for Research, INC, 1997.

Cloude, S. R., and K. P. Papathanassiou. Polarimetric SAR interferometry. IEEE Transactions on
Geoscience and Remote Sensing, 36, 1551–1565, 1998.

Colwell, R. N. (Ed). Manual of Remote Sensing, Chapters 9, 10 and 13. American Society of
Photogrammetry, Falls Church, VA, 1983.

Cook, C., and M. Bernfeld. Radar Signals: An Introduction to Theory and Application. Academic Press,
New York, 1967.

Curlander, J. C. Location of spaceborne SAR imagery. IEEE Transactions on Geoscience and Remote

Sensing, 20, 359–364, 1982.
Curlander, J. C., and R. N. McDonough. Synthetic Aperture Radar Systems & Signal Processing. Wiley &

Sons, New York, 1991.
Cutrona, L. J. Synthetic aperture radar. In Radar Handbook, M. I. Skolnik (Ed.), McGraw-Hill, New

York, 1970.
Daniels, D. J., D. J. Gunton, and H. F. Scott. Introduction to subsurface radar. IEE Proceedings

F (Communications, Radar and Signal Processing), 135 F, 278–320, 1988.
Davidson, M. et al., Sentinel 1 Mission Overview, EUSAR Conference, 2010.
Dobson, M. C., F. T. Ulaby, M. T. Hallikainen, and M. A. El-Rayes. Microwave dielectric behavior of wet

soil – part II: Dielectric mixing models. IEEE Transactions on Geoscience and Remote Sensing, 23, 35–
46, 1985.

Dobson, M. C., F. T. Ulaby, T. LeToan, A. Beaudoin, E. S. Kasischke, and N. Christensen. Dependence of
radar backscatter on conifer forest biomass. IEEE Transactions on Geoscience and Remote Sensing, 30,
412–415, 1992.

Dobson,M. C., F. T. Ulaby, L. E. Pierce, T. L. Sharik, K.M. Bergen, J. Kellndorfer, J. R. Kendra, E. Li, Y. C.
Lin, A. Nashashibi, K. Sarabandi, and P. Siqueira. Estimation of forest biophysical characteristics in
NorthernMichigan with SIR-C/X-SAR. IEEE Transactions on Geoscience and Remote Sensing, 33, 877–
895, 1995.

Donelan, M. A., and W. J. Pierson. Radar scattering and equilibrium ranges in wind-generated waves
with application to scatterometry. Journal of Geophysical Research, 92, 4971–5029, 1987.

Dubois, P. C., J. J. van Zyl, and T. Engman. Measuring soil moisture with imaging radars. IEEE
Transactions on Geoscience and Remote Sensing, 33, 915–926, 1995.

Durden, S. L., J. J. van Zyl, and H. A. Zebker. Modeling and observation of the radar polarization
signature of forested areas. IEEE Transactions on Geoscience and Remote Sensing, 27, 290–301, 1989.

Durden, S. L., J. J. van Zyl, and H. A. Zebker. The unpolarized component in polarimetric radar
observations of forested areas. IEEE Transactions on Geoscience and Remote Sensing, 28, 268–271, 1990.

Elachi, C. Wave patterns across the North Atlantic on September 28, 1974 from airborne radar imagery.
Journal of Geophysical Research, 81, 2655–2656, 1976.

Elachi, C. Radar imaging of the ocean surface. Boundary-Layer Meteorology, 13, 154–173, 1977.
Elachi, C. Spaceborne imaging radar: Geologic and oceanographic applications. Science, 209, 1073–

1082, 1980.
Elachi, C. Radar Images of the Earth from Space. Scientific American, 1982.
Elachi, C., and J. Apel. Internal wave observations made with an airborne synthetic aperture imaging

radar. Geophysical Research Letters, 3, 647–650, 1976.

324 6 Solid-Surface Sensing



Elachi, C., and W. E. Brown. Models of radar imaging of the ocean surface waves. IEEE Transactions on

Antennas and Propagation, AP-25, 84–95, 1977; also IEEE J. Oceanic Eng., OE-2, 84–95, 1977.
Elachi, C., and N. Engheta. Radar scattering from a diffuse vegetation layer. IEEE Transactions on

Geoscience and Remote Sensing, 20, 212, 1982.
Elachi, C., T. Bicknell, R. L. Jordan, and C. Wu. Spaceborne imaging synthetic aperture radars:

Technique, technology and applications. Proceedings of the IEEE, 70, 1174–1209, 1982a.
Elachi, C., L. Roth, and G. Schaber. Spaceborne radar subsurface imaging in hyperarid regions. IEEE

Transactions on Geoscience and Remote Sensing, 22, 383, 1984 (Note: In this article, the SIR-A and
Landsat images in Fig. 2 were mistakenly interchanged.).

Elachi, C., et al., Shuttle imaging radar experiment. Science, 218, 996, 1982b.
Elachi, C. Spaceborne Radar Remote Sensing: Applications and Techniques. IEEE Press,

New York, 1988.
Elachi, C., E. Im, L. E. Roth, and C. L. Werner. Cassini Titan radar mapper. Proceedings of the IEEE, 79,

867–880, 1991.
Enderlin E., S. O’Neel, T. Bartholomous, and I. Joughin. Evolving environmental and geometric controls

on Columbus glacier continuous retreat. JGR: Earth Science 10.1029, 2017.
Faller, N. P., and E. H. Meier. First results with the airboren single-pass DO-SAR interferoemeter. IEEE

Transactions on Geoscience and Remote Sensing, 33, 1230–1237, 1995.
Farr, T. G. Microtopographic evolution of lava flows at Cima volcanic field, Mojave Desert, California.

Journal of Geophysical Research, 97, 15171–15179, 1992.
Farr, T. G., and M. Kobrick. Shuttle radar topography mission produces a wealth of data. Eos, 81, 583–

585, 2000.
Ford, J. Seasat orbital radar imagery for geologic mapping: Tennessee-Kentucky-Virginia. American

Association of Petroleum Geologists Bulletin, 66, 2064–2070, 1981.
Ford, J. P. Resolution versus speckle relative to geologic interpretability of spaceborne radar

images: A survey of user preferences. IEEE Transactions on Geoscience and Remote Sensing, 20,
434–444, 1982.

Freeman, A. SAR calibration: An overview. IEEE Transactions on Geoscience and Remote Sensing, 30,
1107–1121, 1992.

Freeman, A., Y. Shen, and C. L. Werner. Polarimetric SAR calibration experiment using active radar
calibrators. IEEE Transactions on Geoscience and Remote Sensing, 28, 224–240, 1990.

Freeman, A., J. J. van Zyl, J. D. Klein, H. A. Zebker, and Y. Shen. Calibration of stokes and scattering
matrix format polarimetric SAR data. IEEE Transactions on Geoscience and Remote Sensing, 30, 531–
539, 1992.

Freeman, A., M. Alves, B. Chapman, J. Cruz, Y. Kim, S. Shaffer, J. Sun, E. Turner, and K. Sarabandi.
SIR-C data quality and calibration results. IEEE Transactions on Geoscience and Remote Sensing, 33,
848–857, 1995.

Freeman, A., W. T. K. Johnson, B. Huneycutt, R. Jordan, S. Hensley, P. Siqueira, and J. Curlander. The
“myth” of the minimum SAR antenna area constraint. IEEE Transactions on Geoscience and Remote
Sensing, 38, 320–324, 2000.

Fujiwara, S., Rosen, P., Tobita, M., and Murakami, M. Crustal Deformation Using Repeat Pass JERS-1
SAR Interferometry near Izu Peninsula, Japan. JGR Solid Earth, 103, B2, 1998.

Fu, L.-L., and A. Cazenave. Satellite Altimetry and Earth Sciences: A Handbook of Techniques and
Applications. Academic Press, San Diego, 2001.

Fung, A. K., Z. Li, and K. S. Chen. Backscattering from a randomly rough dielectric surface. IEEE
Transactions on Geoscience and Remote Sensing, 30, 356–369, 1992.

Gabriel, A. K., and R. M. Goldstein. Crossed orbit interferometry: Theory and experimental results from
SIR-B. International Journal of Remote Sensing, 9, 857–872, 1988.

References and Further Reading 325



Gabriel, A. K., R. M. Goldstein, and H. A. Zebker. Mapping small elevation changes over large areas:
Differential radar interferometry. Journal of Geophysical Research, 94, 9183–9191, 1989.

Gatelli, F., A. Monti-Guarnieri, F. Parizzi, P. Pasquali, C. Prati, and F. Rocca. The wavenumber shift in
SAR interferometry. IEEE Transactions on Geoscience and Remote Sensing, 32, 855–865, 1994.

Ghiglia, D. C., and L. A. Romero. Direct phase estimation from phase differences using fast elliptic partial
differential equation solvers. Optics Letters, 15, 1107–1109, 1989.

Goldstein, R. M. Atmospheric limitations to repeat-track radar interferometry. Geophysical Research
Letters, 22, 2517–1520, 1995.

Goldstein, R. M., and H. A. Zebker. Interferometric radar measurements of ocean surface currents.
Nature, 328, 707–709, 1987.

Goldstein, R. M., H. A. Zebker, and C. Werner. Satellite radar interferometry: Two-dimensional phase
unwrapping. Radio Science, 23, 713–720, 1988.

Goldstein, R. M., T. P. Barnett, and H. A. Zebker. Remote sensing of ocean currents. Science, 246, 1282–
1285, 1989.

Goldstein, R. M., H. Englehardt, B. Kamb, and R. M. Frolich. Satellite radar interferometry for
monitoring ice sheet motion: Application to an Antarctic ice stream. Science, 262, 1525–1530, 1993.

Graham, L. C. Synthetic interferometer radar for topographic mapping. Proceedings of the IEEE, 62, 763–
768, 1974.

Gray, A. L., and P. J. Farris-Manning. Repeat-pass interferometry with airborne synthetic aperture radar.
IEEE Transactions on Geoscience and Remote Sensing, 31, 180–191, 1993.

Gray, A. L., P. W. Vachon, C. E. Livingstone, and T. I. Lukowski. Synthetic aperture radar
calibration using reference reflectors. IEEE Transactions on Geoscience and Remote Sensing, 28, 374–
383, 1990.

Harger, R. O. Synthetic Aperture Radar Systems: Theory and Design. Academic Press, New York, 1970.
Hauser, D., et al., Overview of the CFOSAT mission, IGARSS ‘2016, Beijing (China), July 2016.
Hauser, D., C. Tison, T. Amiot, L. Delaye, N. Corcoral et al., SWIM: The first spaceborne wave

scatterometer. IEEE Transactions on Geoscience and Remote Sensing, 55, 5, 2017.
Hess, L. L., J. M. Melack, S. Filoso, and Y. Wang. Delineation of inundated area and vegetation along the

Amazon floodplain with the SIR-C synthetic aperture radar. IEEE Transactions on Geoscience and
Remote Sensing, 33, 896–904, 1995.

Hibbs, A. R., and W. S. Wilson. Satellites map the oceans. IEEE Spectrum, 20, 46–53, 1983.
Hsu, C. C., H. C. Han, R. T. Shin, J. A. Kong, A. Beaudoin, and T. LeToan. Radiative transfer theory for

polarimetric remote sensing of pine forest at P-band. International Journal of Remote Sensing, 14, 2943–
2954, 1994.

Imhoff, M. L. Radar backscatter and biomass saturation: Ramifications for global biomass inventory.
IEEE Transactions on Geoscience and Remote Sensing, 33, 511–518, 1995.

Johnson, W. T. K. Magellan imaging radar mission to Venus. Proceedings of the IEEE, 79, 777–790, 1991.
Johnson, J. W., et al., Seasat-A satellite scatterometer instrument evaluation. IEEE Journal of Oceanic

Engineering, OE-5, 138–144, 1980.
Jones, L., et al., Aircraft measurements of the microwave scattering signature of the ocean. IEEE

Transactions on Antennas and Propagation, AP-25, 52–60, 1977.
Jordan, R. L. The Seasat—A synthetic aperture radar. IEEE Journal of Oceanic Engineering, OE-5, 154–

163, 1980.
Jordan, R. L., B. L. Huneycutt, and M. Werner. The SIR-C/X-SAR synthetic aperture radar system. IEEE

Transactions on Geoscience and Remote Sensing, 33, 829–839, 1995.
Joughin et al., Ice Flow in the Humboldt Peterman and Ryder Glaciers North Greenland. Research

Gate, 1998.

326 6 Solid-Surface Sensing



Joughin, I. R. Estimation of ice-sheet topography and motion using interferometric synthetic aperture
radar. Ph.D. Thesis, University of Washington, Seattle, 1995.

Joughin, I. R., D. P. Winebrenner, and M. A. Fahnestock. Observations of ice-sheet motion in Greenland
using satellite radar interferometry. Geophysical Research Letters, 22, 571–574, 1995.

Joughin, I., Smith, B. E., Howat, I. M., Scambos, T., and Moon, T. Greenland flow variability from ice-
sheet-wide velocity mapping. Journal of Glaciology, 56(197), 415–430, 2010.

Joughin, I., Smith, B. E., Howat, I. A complete map of Greenland ice velocity derived from satelite data
collected over 20 years. Journal of Glaciology, 65(243), 1–11, 2018.

Kasischke, E. S., N. L. Christensen, and L. L. Bourgeau-Chavez. Correlating radar backscatter with
components of biomass in loblolly pine forests. IEEE Transactions on Geoscience and Remote Sensing,
33, 643–659, 1995.

Khazendar, A., C. P. Borstad, B. Scheuchl, E. Rignot, and H. Seroussi. The evolving instability of the
remnant Larsen B ice shelf and its tributary glaciers. Earth and Planetary Science Letters, 419, 199–
210, 2015.

Kirk, J. C. A discussion of digital processing for synthetic aperture radar. IEEE Transactions on Aerospace
and Electronic Systems, AES-11, 326–337, 1975.

Klein, J. D., and A. Freeman. Quadpolarisation SAR calibration using target reciprocity. Journal of
Electromagnetic Waves and Applications, 5, 735–751, 1991.

Kong, J. A., A. A. Swartz, H. A. Yueh, L. M. Novak, and R. T. Shin. Identification of earth terrain cover
using the optimum polarimetric classifier. Journal of Electromagnetic Waves and Applications, 2, 171–
194, 1988.

Kovaly, J. J. Synthetic Aperture Radar. Artech House, Dedham, MA, 1976.
Kozma, A., E. M. Leith, and N. G. Massey. Tilted plane optical processor. Applied Optics, 11, 1766–

1777, 1972.
Krieger, G., et al., TanDEM-X: A radar interferometer with two formation-flying satellites. Acta

Astronautica, 89, 83–98, 2013.
Lang, R. H., and J. S. Sidhu. Electromagnetic backscattering from a layer of vegetation. IEEE Transactions

on Geoscience and Remote Sensing, 21, 62–71, 1983.
Lang, R. H., N. S. Chauhan, J. K. Ranson, and O. Kilic. Modeling P-band SAR returns from a red pine

stand. Remote Sensing of Environment, 47, 132–141, 1994.
Larson, T. R., L. I. Moskowitz, and J. W. Wright. A note on SAR imagery of the ocean. IEEE Transactions

on Antennas and Propagation, AP-24, 393–394, 1976.
Leberl, F., M. L. Bryan, C. Elachi, T. Farr, and W. Campbell. Mapping of sea ice measurement of its drift

using aircraft synthetic aperture radar images. Journal of Geophysical Research, 84, 1827–1835, 1979.
Lee, J.-S., M. R. Grunes, E. Pottier, and L. Ferro-Famil. Unsupervised terrain classification preserving

polarimetric scattering characteristics. IEEE Transactions on Geoscience and Remote Sensing, 42, 722–
731, 2004.

Lei, Y., P. Siqueira, N. Torbick, M. Ducey, D. Chowdhury, and W. Salas. Generation of large-scale
moderate-resolution forest height mosaic with spaceborne repeat-pass SAR interferometry and Lidar.
IEEE Transactions on Geoscience and Remote Sensing, 57(2), 770–787, 2018.

Leith, E. N. Quasi-holographic techniques in the microwave region. Proceedings of the IEEE, 59, 1305–
1318, 1971.

Leith, E. N. Complex spatial filters for image deconvolution. Proceedings of the IEEE, 65, 18–28, 1977.
LeToan, T., A. Beaudoin, J. Riom, and D. Guyon. Relating forest biomass to SAR data. IEEE Transactions

on Geoscience and Remote Sensing, 30, 403–411, 1992.
Li, F. K., and R. M. Goldstein. Studies of multibaseline spaceborne interferometric synthetic aperture

radars. IEEE Transactions on Geoscience and Remote Sensing, 28, 88–97, 1990.

References and Further Reading 327



Lim,H. H., A. A. Swartz, H. A. Yueh, J. A. Kong, R. T. Shin, and J. J. van Zyl. Classification of earth terrain
using polarimetric synthetic aperture radar images. Journal of Geophysical Research, 94, 7049–
7057, 1989.

Long, D. G., P. J. Hardin, and P. T. Whiting. Resolution enhancement of spaceborne scatterometer data.
IEEE Transactions on Geoscience and Remote Sensing, 31, 700–715, 1993.

Lundgren, P. R., M. Bagnardi, and H. Dietterich. Topographic changes during the 2018 Kīlauea eruption
from single-pass airborne InSAR. Geophysical Research Letters, 101029, 2019.

MacDonald, H. C. Geologic evaluation of radar imagery fromDarien Province, Panama.Modern Geology,
1, 1–63, 1969.

Madsen, S. N., H. A. Zebker, and J. Martin. Topographic mapping using radar Intereferometry:
Processing techniques. IEEE Transactions on Geoscience and Remote Sensing, 31, 246–256, 1993.

Marom, M., R. M. Goldstein, E. B. Thronton, and L. Shemer. Remote sensing of ocean wave spectra by
interferometric synthetic aperture radar. Nature, 345, 793–795, 1990.

Marom, M., L. Shemer, and E. B. Thronton. Energy density directional spectra of nearshore wave field
measured by interferometric synthetic aperture radar. Journal of Geophysical Research, 96, 22125–
22134, 1991.

Massonnet, D., and K. Freigl. Satellite radar interferometric map of the coseismic deformation field of the
M = 6.1 Eureka Valley, California earthquake of May 17,1993. Geophysical Research Letters, 22, 1541–
1544, 1995.

Massonnet, D., M. Rossi, C. Carmona, F. Adragna, G. Peltzer, K. Freigl, and T. Rabaute. The displacement
field of the landers earthquake mapped by radar interferometry. Nature, 364, 138–142, 1993.

Massonnet, D., K. Freigl, M. Rossi, and F. Adragna. Radar interferometric mapping of deformation in the
year after the landers earthquake. Nature, 369, 227–230, 1994.

Massonnet, D., P. Briole, and A. Arnaud. Deflation of Mount Etna monitored by spaceborne radar
interferometry. Nature, 375, 567–570, 1995.

Mastrogiuseppe,M., V. Poggiali, A. Hayes, R. Lorenz, J. Lunine, G. Picardi, R. Seu, E. Flamini, G.Mitri, C.
Notarnicola, and P. Paillou. The bathymetry of a Titan Sea. Geophysical Research Letters, 41(5), 1432–
1437, 2014.

Masursky, H., et al., Pioneer Venus radar results. JGR, 85, 8232–8260, 1980.
McCauley, J., et al., Subsurface valleys and geoarcheology of the eastern Sahara revealed by shuttle radar.

Science, 218, 1004, 1982.
Moccia, A., and S. Vetrella. A tethered interferometric synthetic aperture radar (SAR) for a topographic

mission. IEEE Transactions on Geoscience and Remote Sensing, 31, 103–109, 1992.
Moreira, J., M. Schwabish, G. Fornaro, R. Lanari, R. Bamler, D. Just, U. Steinbrecher, H. Breit, M.

Eineder, G. Franceschetti, D. Guedtner, and H. Rinkel. X-SAR interferometry: First results. IEEE
Transactions on Geoscience and Remote Sensing, 33, 950–956, 1995.

Morlighen, M., et al., BedMachine v3: Complete bed topography and ocean bathymetry mapping of
Greenland from multibeam echo sounding combined with mass conservation. Geophysical Research
Letters, 44, 11051–11061, 2017.

Naderi, F. M., M. H. Freilich, and D. G. Long. Spaceborne radar measurement of wind velocity
over the ocean–An overview of the NSCAT scatterometer system. Proceedings of the IEEE, 79,
850–866, 1991.

Oh, Y., K. Sarabandi, and F. T. Ulaby. An empirical model and an inversion technique for radar
scattering from bare soil surfaces. IEEE Transactions on Geoscience and Remote Sensing, 30,
370–381, 1992.

Okada, Y. Surface Deformation due to Shear and Tensile Faults in a Half-Space. Bulletin of Seismological
Society of America, 75, 1135–1154, 1985.

328 6 Solid-Surface Sensing



Oliver, C., and S. Quegan. Understanding Synthetic Aperture Radar Images, Artech House. Norwood,
MA, 1998.

Peake, W. H. Interaction of electromagnetic waves with some natural surfaces. IRE Transactions on

Antennas and Propagation, AP-7, 5324–329, 1959.
Peake, W. H., and T. L. Oliver. The response of terrestrial surfaces at microwave frequencies. Columbus,

Ohio: Ohio State University, Electroscience Laboratory, 2440-7, Technical Report AFAL-TR-
70301, 1971.

Peltzer, G., and P. Rosen. Surface displacement of the 17May 1993 Eureka Valley, California, earthquake
observed by SAR interferometry. Science, 268, 1333–1336, 1995.

Peltzer, G., K. Hudnut, and K. Feigl. Analysis of coseismic displacemnt gradients using radar
interferometry: New insights into the landers earthquake. Journal of Geophysical Research, 99, 21971–
21981, 1994.

Peltzer, G., F. Crampé, and G. King. Evidence of nonlinear elasticity of the crust from the Mw7.6 Manyi
(Tibet) earthquake. Science, 286, 272–276, 1999.

Peplinski, N. R., F. T. Ulaby, and M. C. Dobson. Dielectric properties of soils in the 0.3–1.3-GHz range.
IEEE Transactions on Geoscience and Remote Sensing, GE-33, 803–807, 1995.

Pettengill, G., et al., Pioneer Venus radar results: Altimetry and surface properties. Journal of Geophysical
Research, 85, 8261, 1980.

Pierce, L. E., F. T. Ulaby, K. Sarabandi, andM. C. Dobson. Knowledge-based classification of polarimetric
SAR images. IEEE Transactions on Geoscience and Remote Sensing, 32, 1081–1086, 1994.

Plant, W. J. The variance of the normalized radar cross section of the sea. Journal of Geophysical Research,
96, 20643–20654, 1991.

Porcello, L. J., R. L. Jordan, J. S. Zelenka, G. F. Adams, R. J. Phillips, W. E. Brown, S. H. Ward, and P. L.
Jackson. The Apollo lunar sounder radar system. Proceedings of the IEEE, 62, 769–783, 1974.

Prati, C., and F. Rocca. Limits to the resolution of elevation maps from stereo SAR images. International
Journal of Remote Sensing, 11, 2215–2235, 1990.

Prati, C., and F. Rocca. Improving slant range resolution with multiple SAR surveys. IEEE Transactions
on Aerospace and Electronic Systems, 29, 135–144, 1993.

Prati, C., F. Rocca, A. Moni Guarnieri, and E. Damonti. Seismic migration for SAR focussing:
Interferometrical applications. IEEE Transactions on Geoscience and Remote Sensing, 28, 627–
640, 1990.

Raney, R. K. Synthetic aperture imaging radar and moving targets. IEEE Transactions on Aerospace and

Electronic Systems, AES-7(3), 499–505, 1971.
Raney, R. K., and D. L. Porter. WITTEX: An innovative three-satellite radar altimeter concept. IEEE

Transactions on Geoscience and Remote Sensing, 39, 2387–2391, 2001.
Ranson, K. J., and G. Sun. Mapping biomass of a northern forest using multifrequency SAR data. IEEE

Transactions on Geoscience and Remote Sensing, 32, 388–396, 1994.
Ranson, K. J., S. Saatchi, and G. Sun. Boreal forest ecosystem characterization with SIR-C/XSAR. IEEE

Transactions on Geoscience and Remote Sensing, 33, 867–876, 1995.
Reigber, A., and A. Moreira. First demonstration of airborne SAR tomography using multibaseline L-

band data. IEEE Transactions on Geoscience and Remote Sensing, 38(5), 2142–2152, 2000.
Rice, S. O. Reflection of Electromagnetic waves from slightly rough surfaces. Symposium on Theory of

Electromagnetic Waves, New York, June 1951.
Richards, J. A., G. Sun, and D. S. Simonett. L-band radar backscatter modeling of forest stands. IEEE

Transactions on Geoscience and Remote Sensing, 25, 487–498, 1987.
Rignot, E. Tidal Motion Ice Velocity and Melt Rate of Peterman Glacier, Greenland, Measured by Radar

Interferometry. J. of Glaciology, 42, 476–485, 1996.

References and Further Reading 329



Rignot, E. Fast Recession of a West Antarctic Glacier. Science, 549–551, 1998.
Rignot, E., et al. Ice flow dynamic on the Greenland ice sheet from SAR interferometry. Geophysical

Research Letters, 22, 575–578, 1995.
Rignot, E., and R. Chellappa. Segmentation of polarimetric synthetic aperture radar data. IEEE

Transactions on Image Processing, 1, 281–300, 1992.
Rignot, E., and R. Chellappa. Maximum a-posteriori classification ofmultifrequency, multilook, synthetic

aperture radar intensity data. Journal of the Optical Society of America A, 10, 573–582, 1993.
Rignot, E. J. M., C. L. Williams, J. Way, and L. Viereck. Mapping of forest types in Alaskan boreal

forests using SAR imagery. IEEE Transactions on Geoscience and Remote Sensing, 32, 1051–
1059, 1994a.

Rignot, E., J. Way, C. Williams, and L. Viereck. Radar estimates of aboveground biomass in boreal forests
of interior Alaska. IEEE Transactions on Geoscience and Remote Sensing, 32, 1117–1124, 1994b.

Rignot, E. J., R. Zimmerman, and J. van Zyl. Spaceborne Application of P-band Imaging Radars for
Measurement of Biomass. IEEE Trans. GRS, 33, 1162–1169, 1995.

Rignot, E., K. Jezek, and H.G. Sohn. Ice flow dynamics of the GreenlandIce sheet from SAR
interferometry. Geophysical Research Letters, 22, 575–578, 1995b.

Rignot, E. J., et al., North and North East Greenland Ice Discharge from Satellite Radar Interferometry.
Science, 276, 943–937, 1997.

Rignot, E. J. Fast recession of a West Antarctic Glacier. Science, 281, 594–551, 1998.
Rignot, E., J. Mouginot, and B. Scheuchl. Ice flow of the Antarctic ice sheet. Science, 333(6048), 1427–

1430, 2011.
Rihaczek, A. W. Principles of High-Resolution Radar. McGraw-Hill, New York, 1969.
Rodriguez E., D. E. Fernandez, E. Petal, C. W. Chen, J. DeBlazer, B. A. Williams, Wide swath altimeter: a

review, Chapter 2. In Satellite Altimetry over oceans and land surfaces. pp 71–112, Ed. D. Stammer and
A. Cazenave. CRC Press, 2017.

Rosen, P. A., S. Hensley, H. A. Zebker, F. H.Webb, and E. J. Fielding. Surface deformation and coherence
measurements of Kilauea Volcano, Hawaii, from SIR-C radar interferometry. Journal of Geophysical
Research, Planets, 101(E10), 23109–23125, 1996.

Rosen, P., C. Werner, E. Fielding, S. Hensley, S. Buckley, and P. Vincent. Aseismic creep along the San
Andreas fault at Parkfield, CA measured by radar interferometry. Geophysical Research Letters, 25,
825–828, 1997.

Rosen, P. A., S. Hensley, I. R. Joughin, F. K. Li, S. N.Madsen, E. Rodríguez, and R.M. Goldstein. Synthetic
aperture radar interferometry. Proceedings of the IEEE, 88, 333–382, 2000.

Rosen, P. A., S. Hensley, G. Peltzer, and M. Simons. Updated repeat orbit interferometry package
released. Eos, Transactions American Geophysical Union, 85(5), 47–47, 2004.

Rosen, P. A., S. Hensley, K. Wheeler, G. Sadowy, T. Miller, S. Shaffer, and H. Zebker. UAVSAR: New
NASA airborne SAR system for research. IEEE Aerospace and Electronic SystemsMagazine, 22(11), 21–
28, 2007.

Rufenach, C. L. ERS-1 scatterometer measurements – part I: An algorithm for ocean-surface wind
retrieval including light winds. IEEE Transactions on Geoscience and Remote Sensing, 36, 623–
635, 1998.

Rufenach, C. L., and W. R. Alpers. Imaging Ocean waves by SAR with long integration times. IEEE
Transactions on Antennas and Propagation, AP-29, 422–428, 1981.

Rufenach, C. L., J. J. Bates, and S. Tosini. ERS-1 scatterometer measurements – part I: The relationship
between radar cross section and buoy wind in two oceanic regions. IEEE Transactions on Geoscience

and Remote Sensing, 36, 603–622, 1998.
Sabins, F. F. Remote Sensing: Principles and Interpretation. Freeman, San Francisco, 1978.

330 6 Solid-Surface Sensing



Sabins, F. F., R. Blom, and E. Elachi. Seasat radar image of the San Andreas fault, California. American

Association of Petroleum Geologists, 64, 614, 1980.
Saunders, R. S. Questions for the geologic exploration of Venus. Journal of the British Interplanetary

Society, 37, 435, 1984.
Schaber, G. G., C. Elachi, and T. Farr. Remote sensing data of SP lava flow and vicinity in North Central

Arizona. Remote Sensing of Environment, 9, 169, 1980.
Shanmugan, K. S., V. Narayanan, V. S. Frost, J. A. Stiles, and J. C. Holtzman. Textural features for radar

image analysis. IEEE Transactions on Geoscience and Remote Sensing, GE-19, 153–156, 1981.
Shemer, L., and M. Marom. Estimates of ocean coherence time by interferometric SAR. International

Journal of Remote Sensing, 14, 3021–3029, 1993.
Shepherd, A., et al., A reconciled estimate of ice-sheet mass balance. Science, 338, 1183–1189, 2012.

doi:10.1126/science.1208336 pmid:21852457.
Shi, J., and J. Dozier. Inferring snow wetness using C-band data from SIR-C’s Polarimetric synthetic

aperture radar. IEEE Transactions on Geoscience and Remote Sensing, 33, 905–914, 1995.
Shi, J., J.Wang, A. Hsu, P. O’Neill, and E. T. Engman. Estimation of bare surface soil moisture and surface

roughness parameters using L-band SAR image data. IEEE Transactions on Geoscience and Remote

Sensing, 35, 1254–1266, 1997.
Siqueira, P., S. Hensley, S. Shaffer, L. Hess, G. McGarragh, B. Chapman, and A. Freeman. A continental-

scale mosaic of the Amazon Basin using JERS-1 SAR. IEEE Transactions on Geoscience and Remote
Sensing, 38 2638–2644, 2000.

Spencer, M. W., W. Tsai, and D. G. Long. High resolution measurements with a spaceborne pencil-beam
scatterometer using combined range/Doppler discrimination techniques. IEEE Transactions on

Geoscience and Remote Sensing, 41, 567–581, 2003.
Stiles, W. H., and F. T. Ulaby. The active and passive microwave response to snow parameters, part I:

Wetness. Journal of Geophysical Research, 85, 1037–1044, 1980.
Stimson, G. W. Introduction to Airborne Radar. Hughes Aircraft, El Segundo, CA, 1983.
Stofan, E. R., D. L. Evans, C. Schmullius, B. Holt, J. J. Plaut, J. van Zyl, S. D.Wall, and J. Way. Overview of

results of spaceborne imaging radar-C, X-band synthetic aperture radar (SIR-C/X-SAR). IEEE
Transactions on Geoscience and Remote Sensing, 23, 817–828, 1995.

Sun, G., D. S. Simonett, and A. H. Strahler. A radar backscatter model for discontinuous coniferous forest
canopies. IEEE Transactions on Geoscience and Remote Sensing, 29, 639–650, 1991.

Thompson, D. R., and J. R. Jensen. Synthetic aperture radar interferometry applied to ship-generated
internal waves in the 1989 Loch Linnhe experiment. Journal of Geophysical Research, 98, 10259–
10269, 1993.

Tomiyasu, K. Tutorial review of synthetic aperture radar with application to imaging of the ocean surface.
Proceedings of the IEEE, 66, 563–583, 1978.

Tomiyasu, K. Conceptual performance of a satellite borne, wide swath SAR. IEEE Transactions on
Geoscience and Remote Sensing, 19, 108–116, 1981.

Townsend,W. F. An initial assessment of the performance achieved with the Seasat radar altimeter. IEEE
Journal of Oceanic Engineering, OE-5, 80–92, 1980.

Ulaby, F. T., and C. Elachi. Radar Polarimetry for Geoscience Applications. Artech House, Boston, 1990.
Ulaby, F. T. Radar signatures of terrain: Useful monitors of renewable resources. Proceedings of the IEEE,

70(12), 1410–1428, 1982.
Ulaby, F. T., and K. R. Carver. Passive microwave remote sensing. In Manual of Remote Sensing, Vol. 1,

pp. 475–516, American Society of Photogrammetry, Falls Church, VA, 1983, ch. 11.
Ulaby, F. T., and W. H. Stiles. The active and passive microwave response to snow parameters, part II:

Water equivalent of dry snow. Journal of Geophysical Research, 85, 1045–1049, 1980.

References and Further Reading 331



Ulaby, F. T., R. K. Moore and A. K. Fung.Microwave Remote Sensing: Active and Passive, Volume II: Radar

Remote Sensing and Surface Scattering and Emission Theory. Artech House, Dedham, MA, 1982.
Ulaby, F. T., R. K. Moore and A. K. Fung. Microwave Remote Sensing, Vol. 3. Artech House, Dedham,

MA, 1985.
Ulaby, F. T., K. Sarabandi, K. McDonald, M. Whitt, and M. C. Dobson. Michigan microwave canopy

sacttering model. International Journal of Remote Sensing, 11, 1223–1253, 1990.
Valenzuela, G. R. Depolarization of EMwaves by slightly rough surfaces. IEEE Transactions on Antennas

and Propagation, AP-15, 552–557, 1967.
van den Broeke, M., et al., Partitioning recent Greenland mass loss. Science, 326, 984–986, 2009.

doi:10.1126/science.1178176.
Van de Lindt, W. J. Digital technique for generating synthetic aperture radar image. IBM Journal of

Research and Development, 21 415–432, 1977.
Vant, M. R., R. W. Herring, and E. Shaw. Digital processing techniques for satellite borne synthetic

aperture radars. Canadian Journal of Remote Sensing, 5 (1), 67–73, 1979.
Wang, Y., J. Day, and G. Sun. Santa Barbara microwave backscattering model for woodlands.

International Journal of Remote Sensing, 14, 1146–1154, 1993.
Wentz, F. J., S. Peteherych, and L. A. Thomas. A model function for ocean radar cross sections at 14.6

GHz. Journal of Geophysical Research, 89, 3689–3704, 1984.
Wentz, F. J., L. A. Mattox, and S. Peteherych. New algorithms for microwave measurements of ocean

winds: Applications to SEASAT and the special sensor microwave imager. Journal of Geophysical
Research, 91, 2289–2307, 1986.

Whelen, T., and Siqueira, P. Use of time-series L-band UAVSAR data for the classification of agricultural
fields in the San Joaquin Valley. Remote Sensing of Environment, 193, 216–224, 2017.

Wright, T. J., B. Parsons, P. C. England, and E. J. Fielding. InSAR observations of low slip rates on the
major faults of Western Tibet. Science, 305, 236–239, 2004.

Wu, C., B. Barkan,W. Karplus, andD. Caswell. Seasat SAR data reduction using parallel array processors.
IEEE Transactions on Geoscience and Remote Sensing, GE-20, 352–358, 1982.

Wurtele, M. G., P. M. Woiceshyn, S. Peteherych, M. Borowski, and W. S. Appleby. Wind direction alias
removal studies of SEASAT scatterometer-derived wind fields. Journal of Geophysical Research, 87,
3365–3377, 1982.

Yueh, S. H., J. A. Kong, J. K. Rao, R. T. Shin, and T. LeToan. Branching model for vegetation. IEEE
Transactions on Geoscience and Remote Sensing, 30, 390–402, 1992.

Zebker, H., and R. Goldstein. Topographic mapping from interferometric SAR observations. Journal of
Goephysical Research, 91, 4993–4999, 1986.

Zebker, H. A., and Y. L. Lou. Phase calibration of imaging radar polarimeter stokes matrices. IEEE
Transactions on Geoscience and Remote Sensing, 28, 246–252, 1990.

Zebker, H. A., and J. Villasenor. Decorrelation in interferometric radar echoes. IEEE Transactions on
Geoscience and Remote Sensing, 30, 950–959, 1992.

Zebker, H. A., J. J. van Zyl, and D. N. Held. Imaging radar polarimetry from wave synthesis. Journal of
Geophysical Research, 92, 683–701, 1987.

Zebker, H. A., J. J. van Zyl, S. L. Durden, and L. Norikane. Calibrated imaging radar polarimetry:
Technique, examples, and applications. IEEE Transactions on Geoscience and Remote Sensing, 29, 942–
961, 1991.

Zebker, H. A., S. N. Madsen, J. Martin, K. B. Wheeler, T. Miller, Y. Lou, G. Alberti, S. Vetrella, and A.
Cucci. The TOPSAR interferometric radar topographic mapping instrument. IEEE Transactions on

Geoscience and Remote Sensing, 30, 933–940, 1992.

332 6 Solid-Surface Sensing



Zebker, H. A., C. L. Werner, P. A. Rosen, and S. Hensley. Accuracy of topographic maps derived from
ERS-1 interferometric radar. IEEE Transactions on Geoscience and Remote Sensing, 32, 823–836, 1994a.

Zebker, H. A., P. A. Rosen, R. M. Goldstein, A. Gabriel, and C. L. Werner. On the derivation of coseismic
displacement fields using differential radar interferometry: The landers earthquake. Journal of
Geophysical Research, 99, 19617–19634, 1994b.

Zebker, H. A., F. Amelung, and S. Jonsson. Remote sensing of volcano surface and internal processes
using radar interferometry. AGU Geophysical Monograph, 116, 179–205, 2000.

Zhang, Z., Hayes, A. G., Janssen, M. A., Nicholson, P. D., Cuzzi, J. N., de Pater, I., and Hedman, M. M.
Cassini microwave observations provide clues to the origin of Saturn’s C ring. Icarus, 281, 297–
321, 2017.

Zieger, A. R., D. W. Hancock, G. S. Hayne, and C. L. Purdy. NASA radar altimeter for the TOPEX/
POSEIDON project. Proceedings of the IEEE, 79, 810–826, 1991.

Zink, M., et al., TanDEM-X: The new global DEM takes shape. IEEE Geoscience and Remote Sensing
Magazine, 42(2), 8–23, 2014.

van Zyl, J. J. Unsupervised classification of scattering behavior using radar polarimetry data. IEEE
Transactions on Geoscience and Remote Sensing, 27, 36–45, 1989.

van Zyl, J. J. A technique to calibrate polarimetric radar images using only image parameters and
trihedral corner reflectors. IEEE Transactions on Geoscience and Remote Sensing, 28, 337–348, 1990.

van Zyl, J.J. The effects of topography on the radar scattering from vegetated areas. IEEE Transactions on
Geoscience and Remote Sensing, 31, 153–160, 1993a.

van Zyl, J. J. Application of Cloude’s target decomposition theorem to polarimetric imaging radar data. In
Radar Polarimetry, H. Mott, W.-M. Boerner (Ed.), Proc. SPIE 1748, pp. 184–191, 1993b.

van Zyl, J. J., and C. F. Burnette. Bayesian classification of polarimetric SAR images using adaptive
a-priori probabilities. International Journal of Remote Sensing, 13, 835–840, 1992.

van Zyl, J.J., and J. Hjelmstadt. Interferometric techniques in remote sensing. In The Review of Radio
Science 1996–1999, W. R. Stone (Ed.), Oxford University Press, 1999.

References and Further Reading 333



7

Ocean Surface Sensing

The oceans cover three quarters of our planet, and the study of their properties is of major impor-
tance in understanding our environment. Even though the ocean surface is generally quasi-
homogeneous in composition, its dynamic nature makes global remote sensing a critical tool in
understanding and monitoring its behavior.
Electromagnetic waves sensing of the ocean is limited to the ocean surface and the immediate

subsurface because of the high absorption and scattering losses encountered by these waves. Ocean
surface features such as surface waves, solitary (internal) waves, currents, fronts, and eddies, as well
as the near surface wind, modulate the intensity and structure of the surface capillary and short
gravity waves. These in turn strongly affect the scattering of incident electromagnetic waves, thus
allowing the remote sensing of these surface features. The surface temperature affects the micro-
wave and thermal emission, thus allowing a mechanism to remotely map the surface temperature.
Biological materials near the surface affect the surface reflectivity in the visible and near IR, thus
allowing the possibility of detecting their presence, identifying their composition, mapping their
extent, and monitoring their dynamic behavior.
Microwave sensors have been the main tools for remotely sensing the ocean surface. Altimeters

on the GEOS and SEASAT satellites were used to map ocean topography and root mean square
(rms) wave heights. The scatterometer on SEASAT proved that the surface wind field could be
measured; a measurement that is now routinely done from space. The SARs on SEASAT, SIR-
A, SIR-B Sentinel, RadarSat, ALOS, Tandem X, and SkyMed allowed imaging of ocean features
and, in some cases, polar ice features. The operational SAR satellites RadarSat and Sentinel now
acquire these types of images on a regular basis. The imaging microwave radiometers on the Nim-
bus satellites provided images of polar ice distribution. Imaging infrared radiometers are used to
observe sea surface temperature. Visible and near-IR imagers are also used to image surface fea-
tures, plankton distribution, and sediment plumes.

7.1 Physical Properties of the Ocean Surface

The ocean surface is a fluid interface subject to the Earth’s gravitational and rotational forces that is
modified by currents, tides, and atmospheric forcing. In the absence of any atmospheric and tidal
effect and assuming that the ocean water moves at the same angular speed as the solid Earth, the
ocean surface will follow an equipotential surface. The geoid is the equipotential surface that cor-
responds to the mean sea level. The geoid corresponds to a biaxial rotational ellipsoid determined
by the mass and rotation of the Earth plus undulations which result from inhomogeneities in the
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Earth’s volumetric and surficial mass distribution (Fig. 7.1). These undulations are of the order of
+60 to −100 m.

7.1.1 Tides and Currents

Tides affect both the solid land surface and the ocean surface. Land tides can be accurately com-
puted and have an amplitude of about 20 cm. Ocean tides are more complicated to determine as
they correspond to nearly resonant fluid motion in the ocean basins, thus leading to an instanta-
neous surface significantly different than the tidal equipotential. Prior to the launch of TOPEX/
POSEIDON, tides were most accurately known in the deep ocean. The knowledge was based pri-
marily on hydrodynamic models that were constrained with measurements from a worldwide net-
work of tide gauges and ocean bottom pressure sensors. Since these sensors are not distributed
uniformly globally, the quality of the tide models varied geographically. As a result, tide errors
exceeded 10 cm in many areas. The problem was most severe in shallow basins, where the tide
amplitude can reach many meters.
As mentioned in Chapter 6, the TOPEX/POSEIDON orbit was chosen carefully including con-

siderations of how the tidal signal would alias with the desired oceanography signal. The orbit was
selected such that these alias frequencies would be high enough for the six dominant tidal model
constituents so that they could be reliably estimated from the TOPEX/POSEIDON data over a
period of about a year. Chapter 1 of Fu and Casenave (2001) provides a detailed discussion and
references to how the orbit parameters were chosen, and how the various tidal components alias
with for different altimeter missions. Chapter 6 in the same reference discusses in detail the differ-
ent approaches used to estimate and improve tide models. The conclusion is that in the post
TOPEX/POSEIDON era, tides can be estimated globally with an accuracy of 2–3 cm. As a result,
tidal aliasing is now a less stringent requirement on the orbit selection for altimeter missions than
what it was before the TOPEX/POSEIDON launch.
The ocean surface is further displaced from the geoid by ocean circulation and atmospheric

effects (wind and pressure). The ocean circulation can be divided into two principal geostrophic
components: a large-scale component associated with the quasi-permanent mean circulation,
which changes on a scale of many months, and a mesoscale component (100–1000 km) associated

Geoid

Topography

Geoid
undulation Earth center

of mass

Reference

ellipsoid
Sea surface

Figure 7.1 Sketch illustrating the geoid, the reference ellipsoid, the geoid undulations (due to variations in
the gravity), and the ocean topography (due to currents).
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with eddies, which is time-dependent. Strong currents can produce height changes of about 1 m
over a distance of 100 km.
Due to Earth’s rotation, a moving water volume in the northern hemisphere is forced by the Cor-

iolis force off to the right of its initial trajectory. In the southern hemisphere, the water is forced off
to the left. If we require that the Coriolis force balance the gravity force, then we have a special kind
of motion called geostrophic. In this situation, the water tends to flow around areas of high or low
water level instead of flowing from highs to lows. Geostrophic motion is characteristic of geophys-
ical fluids on the large scale. It means that fluids tend to move along lines of constant pressure
instead of from high to low pressure.
Winds blowing across shallow areas push the water and tend to pile it against the coast, leading to

a height change of fewmeters. In addition, winds generate waves which undulate the mean surface
on a horizontal scale of up to a few hundred meters. Pressure changes cause the sea surface to react
like an inverted barometer, leading to changes of few centimeters.
All the above effects lead to surface undulation, which is superimposed on the time-independent

geoid. The magnitude of this undulation ranges from a few centimeters to many meters (see
Table 7.1). Thus, accurate measurement of the ocean topography requires a sensor capable of range
accuracy of a few centimeters.

7.1.2 Surface Waves

Ocean surface waves are governed by the Navier–Stokes nonlinear differential equations for incom-
pressible fluids, which express the balance between inertial, convective, and restoring forces of the
wave motion.
The main restoring force for surface waves longer than 1.7 cm (called gravity waves) is Earth’s

gravity. For waves shorter than 1.7 cm (called capillary waves), the restoring force is surface
tension.
In the linear approximation for small slopes, the surface displacement H(x, t) of the wave is

sinusoidal:

H x, t = H cos Kx−Ωt 7 1

where K = 2π/Λ = wave number and Ω is the angular frequency. Ω and K are related by the dis-
persion relation of water waves:

Ω = gK tan h KD 1 2 7 2

for gravity waves, and

Ω = B K3 2 7 3

Table 7.1 Magnitude of ocean surface perturbations.

Source Height perturbation Time scale

Tides 1 m in deep ocean, many meters in shallow ocean Hours

Large-scale currents 1 m Months

Mesoscale currents 1 m Days

Wind meters near coast Hours

Pressure field centimeters Hours
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for capillary waves, where D is the water depth and B is the surface tension to water density ratio
(B = 73 cm3/sec2). In the case of the deep ocean (KD 1), the dispersion relation for the gravity
waves becomes:

Ω = gK 1 2 7 4

Figure 7.2 shows the phase velocity Vp = Ω/K as a function of the wavelength Λ, with the longer
wavelength waves traveling fastest. The minimum speed of water waves is about 23 cm/sec for 1.7
cm waves.
If we follow themotion of a fluid particle, it describes a closed circular orbit with a radius equal to

the wave amplitude H. The orbital velocity is:

V 0 =
2πH
T

= ΩH 7 5

In the presence of a mean current of velocity U, the angular frequency becomes:

Ω = Ω0 + K U 7 6

On the ocean, the surface waves are characterized by an infinite spectrum of waves. The Fourier
transforms of the spatial and temporal correlation functions of the surface displacement H(x, t)
yield the wave number spectrum F(K) and the frequency spectrum S(Ω), which are interrelated by

F K dK = S Ω dΩ 7 7

where

Ω = gK + BK3 1 2
+ K U

The mean square height of the ocean is then obtained by integrating over K or Ω:

H2 =
∞

− ∞

∞

− ∞
F K dK =

∞

0
S Ω dΩ 7 8
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Figure 7.2 Phase velocity of ocean surface waves as a function of their wavelength. The water depth D is
assumed to be much larger than Λ.
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Ocean waves are generated through linear resonant coupling of turbulent pressure fluctuations
in the air with the water. As the wind increases, the first waves that are generated by this mech-
anism are 1.7 cm waves, which have the minimum phase speed and travel in the direction of the
wind. For higher winds, waves of phase speed Vp are generated at an angle ψ with respect to the
wind where

cos ψ =
Vp

Vw
7 9

Vw is the convection velocity of the air pressure fluctuations near the water surface. Thus, a whole
spectrum of waves will be generated in different directions (see Fig. 7.3). As the wind blows, energy
is transferred to the waves leading to their growth. On the other hand, damping results from viscous
losses and wave breaking. In addition, nonlinear resonant interactions lead to energy transfer
between different parts of the spectrum.
For fully developed seas (i.e., the wind field blows over a sufficiently long fetch and for a suffi-

ciently long time), it has been found that the Pierson–Morkowitz spectrum gives a good description
of the surface:

S Ω 0 1 g2Ω− 5 exp −
3
4

Ωm

Ω

4

7 10

where Ωm = g/W and W is the wind speed at a height of 19.5 m.
A number of surface and near-surface phenomena, in addition to the surface wind, affect the

amplitude of the capillary and small gravity waves. Large surface waves (swells) and internal waves
modulate the amplitude of the capillary waves. Surface films and suspended sediments tend to
dampen them. Currents affect the growth and damping of small waves depending on their relative
velocity vector. Thus, numerous ocean phenomena can be sensed remotely in an indirect way by
observing the spatial distribution and temporal dynamics of the capillary and small gravity waves.
This is usually done by microwave scatterometers and imaging radars.

Vp

Vw

ψ

Figure 7.3 A wave with phase speed Vp and direction ψ
will be in resonance with wind turbulence moving at
speed Vw.
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7.2 Mapping of the Ocean Topography

High-accuracy global measurement of the ocean surface topography can be accomplished using a
spaceborne radar altimeter. This type of sensor provides a measure of the distance between the sen-
sor and the surface area reflecting the signal. Range accuracy of few centimeters is possible using
very broad band sensors, as discussed in Chapter 6.

7.2.1 Geoid Measurement

The geoid is the static component of the ocean surface topography. One of the ways it is derived is by
averaging repetitive measurements over long time periods (Tapley and Kim, 2001). This tends to
average out the effects due to temporal phenomena such as tides, currents, and waves. Some of
the earliest maps of the geoid have been derived from the GEOS-3 and Seasat altimeters
(Fig. 7.4). They clearly mimic the major ocean bottom features such as the mid-Atlantic ridge
and the Pacific trenches. On a regional basis, altimetric geoid measurements are used to locate
and characterize sea mounts and localized density inhomogeneities.
Improved determinations of the geoid were obtained with data from the Geosat mission during

its exact repeat mission phase that started in 1986, and again when the data from the ERS
1 mission became available. The accuracy and the resolution of these estimates were limited
at the long-wavelength scales by uncertainties in the radial component of the spacecraft orbit.
At the short wavelengths, the limitation was primarily the spacing between adjacent satellite
tracks. This, in turn, is a function of the orbit altitude and repeat period. The TOPEX/POSEIDON
mission, launched in 1992, was designed specifically to help address some of the issues associated
with estimating the geoid, and included specific measurements for precision determination of the
satellite orbit. As a result, various different analyses suggest that the radial orbit of this satellite is

Topographic relief from seasat altimeter mean sea surface
july 7 – october 10, 1978

NW – se gradient, meters/degreePARKE, STAVERT
AND HUSSEY (1982)

–5 +50

Figure 7.4 Global ocean surface average topography derived from the Seasat altimeter.
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known to an accuracy of 3–4 cm, nearly an order of magnitude better than previous altimeter
satellites.
If the orbit of an altimeter satellite is accurately known and repeats a specific ground track

exactly, the altimeter measurements are basically a measurement of the time-varying ocean surface
elevation. If a series of such collinear altimetric profiles are acquired over a long period of time (few
months), then the mean topography (i.e., geoid and large-scale, semipermanent current compo-
nent) and the time-variable perturbations (from mesoscale eddy circulation) can be separated.
The mean topography is equal to

H x =
1
N

N

i

Hi x 7 11

and the circulation component is

Hc x = H x −Hg 7 12

where Hg is the geoid. If the geoid is well known, then Hc(x) can be derived. Figure 7.5 illustrates
the effect of the Gulf Stream and its eddies as derived from the Seasat altimeter. It also illustrates the
short-term topography variations derived from:

ΔH = Hi x −H x 7 13

After observations over neighboring tracks, the eddy circulation velocity ΔVy in the cross-track
direction can then be derived from

ΔVy =
g

2Ω sin θ

∂ΔH
∂x

7 14

where 2Ω sin θ is the Coriolis parameter, Ω is the rotation rate of the Earth (Ω = 7.2710−5 rad/sec),
θ is the latitude, and g is the local gravitational acceleration.
Estimating themean sea surface from themeasurements of a single altimetermission is basically a

trade-off between temporal and spatial sampling of the sea surface heights. If the orbit has a short
repeat period,many individual samples are acquired during a given period of time, and the estimates
at those places where measurements are made are improved as a result. A short repeat period, how-
ever, means fewer orbits during the repeat cycle, which translates into large spatial gaps between
measurements, reducing the spatial resolution of the resulting geoid. The earth’s geoid is typically
described in a spherical harmonic expansion. Short repeat cycles therefore will limit the maximum
harmonic degree that can be estimated reliably to a low value. This situation can be improved by
combining the data from several altimeter missions. There were several periods where as many
as three different altimeter missions were flying simultaneously. The combination of the data from
all of thesemissions increases the spatial resolution of the geoid that can be derived. Figure 7.6, from
Tapley and Kim (2001), shows the improvement in the spatial resolution of the mean surface height
that was achieved over the past two decades and using data from multiple satellites. This figure
shows two geoidmodels for a portion of the southernMid-Atlantic ridge system. The spreading cen-
ter segments are clearly visible in the improved resolution of the geoid shown on the right. By com-
bining data from many satellites, the ocean gravity field has been reconstructed to spatial scales
better than 10 km (Tapley and Kim, 2001). Even so, the relatively large errors in the knowledge
of the geoid limit the ability of satellite altimeters to improve themodels of general ocean circulation.
It is widely recognized that the geoid is not static. Some of the dynamic forces, such as tidal

forces, are well known. Not so well known are the driving forces of plate tectonics and the
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Figure 7.5 Successive Seasat altimetric profiles (left) along the tracks shown on the right, which show the
evolution over 21 days of the Gulf Stream and a large strong cold ring. Source: Cheney and Marsh (1981). ©
1981, John Wiley & Sons.
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three-dimensional structure of the earth’s interior.Most of themass redistribution on earth is due to
movement of water between the liquid water in the oceans, the atmospheric water vapor, and the
land hydrology in the form of soil moisture, snow cover, and polar ice sheets. Several missions have
been launched or under development to help increase our understanding of these issues. Many of
these include advanced altimeter missions, both for study of the ocean (Jason series and the NASA/
CNES Ocean Surface Topography Mission [OSTM]) and ice sheets (ICESAT). ICESAT 2 (Ice,
Cloud, and Land Elevation Satellite), launched in 2003 and 2018, respectively, and carrying a laser
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Figure 7.6 Comparison showing the advances in the estimates of the mean sea surface. The result on the left
is based on GEOS 3 and Seasat data and is from a model reported by the Goddard Space Flight Center in 1985.
The result on the right incorporates data from Geosat, ERS 1, ERS 2, and TOPEX/POSEIDON data, and was
reported by the University of Texas Center for Space Research in 1998. Source: From Tapley and Kim (2001) –
Get permission from Academic Press.
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altimeter, will extend altimeter measurements north and south to 86 latitudes to the ice-covered
regions that still are among the most poorly understood areas of geodesy. Figure 7.8a shows long-
term trend of the sea height change over more than two decades.
Oceanography also benefits from satellite missions dedicated to gravity recovery studies. Two

examples are the CHAMP (A Challenging Micro-Satellite Payload for Geophysical Research and
Applications) and the GRACE (Gravity Recovery and Climate Experiment) missions, launched
in 2000 and 2002, respectively. GRACE Follow-On was launched in 2018. CHAMP is a single sat-
ellite mission, while the GRACE missions consist of two spacecraft that are flying about 220 km
apart on the same orbit. The distance between the two satellites is measured continuously to high
accuracy using a microwave link between the two satellites. If the leading satellite approaches an
area of increased mass on earth, the locally increased gravity will speed the satellite up, increasing
the distance between the two satellites. As the leading satellite leaves the area of increased mass, it
slows down again, while the trailing satellite, now approaching the area of increased mass, will
speed up, decreasing the distance between the satellites. By accurately measuring these changes
in distance between the satellites, as well as accurately measuring the relative acceleration of each
satellite in the vertical direction using some of the world’s most sensitive accelerometers, and track-
ing the satellite positions accurately using GPS satellites, accurate measurements of the earth’s
gravity field are made. Figure 7.7 shows two gravity anomaly maps. The one on the left is the best
model available prior to the launch of the GRACE satellites, while the one on the right shows the
newmodel derived from 363 days of GRACE data. The increased resolution in the GRACE data can
be seen clearly in these images. Figure 7.8b showsmeasurement of the ice loss in Greenland derived
from the GRACE gravity measurements.

7.2.2 Surface Wave Effects

Surface wave heights can be several meters. This introduces a potential significant error in the alti-
metric measurement that must be corrected for.

–60 –40 –20 0 20 40 60

Gravity anomaly (mGal)

Figure 7.7 Comparison of gravity anomaly models before the GRACE mission (left) and after 363 days of
GRACE data (right). The increase in resolution is clearly seen in the image on the right. The unit mGal
corresponds to 0.00001 m/sec2. Source: Image provided by the University of Texas at Austin’s Center for Space
Research in collaboration with the National Aeronautics and Space Administration.
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When the altimeter pulse interacts with the surface, the shape of the reflected echo depends
strongly on the surface local topographic variations. In the case of a perfectly smooth surface,
the echo is a mirror image of the incident pulse (Fig. 7.9b). If the surface has a slight roughness,
some return occurs in the backscatter direction, at slight off-vertical angles, as the pulse foot print
spreads over the surface (Fig. 7.9a). This results in a slow drop-off of the echo (Fig. 7.9c). If the sur-
face is very rough, then some of the energy is returned when the pulse intercepts the peaks of the
ocean waves, and more energy is returned as the pulse intercepts areas across the height distribu-
tion of the ocean waves. This leads to a gradual rise in the echo leading edge (Fig. 7.9d). The rise
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Figure 7.8 (a) Ocean height change derived from Topex and Jason series missions. Source: New Global Sea
Level Change Animation at NASA’s PO.DAAC, NASA. (b) Loss of Greenland ice derived from GRACE
measurements. Source: NASA.
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time tr depends on the rms height of the waves. Thus, tr can be used to measure the waves’ rms
height and then to correct for the mean surface topography. Figure 7.10 shows examples of echo
shapes for different cases of wave heights. Figure 6.93 shows an example of standard wave height
(SWH) measurements derived from the echo shapes of the Seasat altimeter as it crossed hurricane
Fico. Figure 7.11 shows an example of the global measurement of surface wave height derived from
the echo shapes of the TOPEX/POSEIDON altimeter.

7.2.3 Surface Wind Effects

As the surface wind increases, the ocean surface becomes rougher, leading to fewer areas where
there is specular return at nadir and a decrease in the amplitude of the echo. Thus, the altimeter
echo amplitude can be used as a measure of the surface wind. Figure 7.12 shows the comparison
between wind measurements derived from the altimeter return on GEOS and Seasat and the sur-
face measurement made by ships and buoys. It shows an accuracy of about ±2m/sec. Figure 6.93
illustrates how the backscatter return changed as the Seasat altimeter passed over hurricane Fico.
Figure 7.13 shows the global distribution of surface wind speed derived from TOPEX/POSEIDON
data for the same period as the measurement of wave height shown in Fig. 7.11. Note the strong
correlation between wave height and surface wind speed exhibited by these images.

7.2.4 Dynamic Ocean Topography

The real power of operational radar altimeter measurements lies in the derivation of the dynamic
topography of the ocean surface. This dynamic component of the ocean topography is basically the

(a)

(b)

(c)

(d)

Figure 7.9 (a) Geometry showing the pulse footprint spread on
the surface. (b, c, and d) show the shape of the return echo from a
perfectly smooth surface, a slightly rough surface, and a very rough
surface, respectively.
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Figure 7.10 Examples of echo shapes from the ocean surface with different wave heights. Source: Townsend
(1980). © 1980, IEEE.
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Figure 7.11 Global measurement of surface wave height derived from the echo shape of the TOPEX/
POSEIDON altimeter. Source: Image from Topex website. Image courtesy of the Jet Propulsion Laboratory.
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14 Observations of surface wing speed
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Figure 7.12 Wind speedmeasurement derived from satellite altimeter compared to wind speedmeasurement
at 10 m above the surface made by buoys. Source: Modified from Fedor and Brown (1982).
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Figure 7.13 Global wind speed measurement derived from the TOPEX/POSEIDON altimeter measurements.
Source: Image from Topex website. Image courtesy of the Jet Propulsion Laboratory.
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deviation of the ocean surface from its mean value, and is sometimes described as the sea surface
height anomaly. As mentioned before, the dynamic component of the ocean topography is the
result of complex interactions between the ocean surface and the atmosphere. Here we shall illus-
trate the measurement of dynamic ocean topography through the well-known El Niño phenome-
non that occurs in the Pacific Ocean.
The El Niño phenomenon was named by fishermen that lived on the west coast of Central Amer-

ica to describe the periodic invasion of warmer ocean water into this part of the Pacific, usually
around Christmas. During a “normal” year, the trade winds blow from east to west over the Pacific.
This causes warmer ocean water to build up in the western Pacific near Australia and the Philip-
pines, causing a local increase in both sea surface temperature and ocean height. As the winds cross
the ocean, they pick up moisture, which is released in the form of rain in the western Pacific. At the
same time, cold nutrient-rich water wells up on the eastern part of the Pacific basin. This increase in
nutrients fosters the growth of the fish population, particularly anchovy, in the eastern Pacific lead-
ing to excellent fishing off the coast of Central America the and northern part of South America.
The left panel in Fig. 7.14 shows the dynamic component of the ocean topography for such a “nor-
mal” year in December 1996.
The onset of an El Niño event is signaled by weakening trade winds and an eastward spread of the

pool of warm water normally associated with the western Pacific basin. The eastward spread of the
warm water is accompanied by increased rainfall in the eastern part of the Pacific basin, and an
accompanying decrease in precipitation in the western Pacific, leading to severe droughts in Aus-
tralia and Indonesia. The eastward spreading warm water reduces the upwelling of the nutrient-
rich cold water along the coast of South America, causing fish populations to dwindle, and leading
to poor catches for the fishermen. The middle image in Fig. 7.14 clearly shows the increased sea
surface height in the eastern Pacific in December 1997, and the accompanying decrease in sea sur-
face height near Australia. Figure 4.21 shows the increase in sea surface temperature for the same
period in the eastern part of the Pacific.

–18 –14 –10 –6 –2

Sea Surface Height Anomaly in cm

DEC 14 1998DEC 16 1997DEC 15 1996

+2 +6 +10 +14

Figure 7.14 This figure shows sea surface height anomalies measured by the TOPEX/POSEIDON mission in
December 1996 (left), December 1997 (middle), and December 1998 (right). Sea surface height anomalies are
the difference between the dynamic and static ocean topography. The left image shows a “normal” year, the
middle an El Niño event, and the image on the right a La Niña pattern. Source: Data From PO.Daac site. Image
courtesy of the Jet Propulsion Laboratory.
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The opposite of the El Niño weather pattern is the La Niña. In this case, the trade winds blow
stronger than usual, so the effect of piling up of the warmer water in the western Pacific is
enhanced. At the same time, the upwelling of nutrient-rich cold water in the eastern Pacific is
also enhanced, and spreads to most of the tropical Pacific. The increase in sea surface tempera-
tures and sea surface height in the western Pacific causes increased precipitation in this part of the
world. At the same time, the climate is colder and drier off the coast of South America. The right-
hand panel in Fig. 7.14 shows what is believed to be a La Niña pattern with higher than usual sea
surface height north of Australia, and lower than normal sea surface height in the central and
western Pacific.

7.2.5 Ancillary Measurements

Altimeter missions such as TOPEX/POSEIDON and the Jason series make additional measure-
ments that are used to correct the pulse travel time to increase the accuracy of the ocean topography
measurement. The index of refraction of the ionosphere for high frequencies varies as the square of
the ratio of the electromagnetic wave frequency to the plasma frequency of the ionosphere. The
plasma frequency of the ionosphere, in turn, is a function of the density of free electrons in the
ionosphere. Given that the ionospheric index of refraction varies as the frequency squared, pulses
transmitted with different carrier frequencies will be delayed differentially as they propagate
through the atmosphere. This differential delay is directly proportional to the integral of the elec-
tron density along the propagation path.
The TOPEX/POSEIDON and Jason missions use dual-frequency Ku-band and C-band alti-

meters to measure this variable delay due to the variations in the electron content of the iono-
sphere. This differential delay is then used to infer the total electron content of the
ionosphere, fromwhich the correction to the altimeter rangemeasurement can be inferred.While
this quantity is used primarily to correct the delay of the pulses, it is an important measurement in
its own right. The highest concentration of charged particles in the earth’s atmosphere is found
between 250 km and 400 km altitude. In this region, ionization is believed to be mostly the result
of extreme ultra-violet radiation from the sun. Electron density varies by as much as an order of
magnitude diurnally, with peak values occurring typically around 3:00 p.m. local time. Electron
densities also vary with latitude, with minimum values typically observed at approximately
15 degrees north and south of the equator. This variation can be as much as a factor two.
Figure 7.15 shows an example of the total electron content inferred from the dual-frequency
TOPEX/POSEIDON measurement. Note that strong change with latitude evident in these
measurements.
The propagation speed of the altimeter pulse is also influenced by the atmospheric water vapor.

Both the TOPEX/POSEIDON and the Jason Missions include a three-frequency microwave radi-
ometer operating at frequencies of 18.7, 23.8, and 34 GHz. Three frequencies are used to reduce
the effects of clouds and the ocean surface itself on the water vapor estimate. The measurements
at 23.8 GHz are used to measure atmospheric water vapor emission. The measurements in the 18.7
GHz channel are used to correct for ocean surface effects, while the 34 GHz channel measurements
are used to correct for the effects of clouds. Figure 7.16 shows an example of the TOPEX/POSEI-
DON-derived water vapor abundance.
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Figure 7.15 Global ionospheric total electron content measurement derived from the TOPEX/POSEIDON
altimeter measurements. Source: Image from Topex website. Image courtesy of the Jet Propulsion Laboratory.
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Figure 7.16 Global atmospheric water vapor distribution derived from the TOPEX/POSEIDON radiometer
measurements. Source: Image from Topex website. Image courtesy of the Jet Propulsion Laboratory.
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7.3 Surface Wind Mapping

Based on a number of experimental investigations, an empirical relationship has been derived that
relates the radar backscatter, the wind velocity Umeasured at a reference altitude usually selected
to be 19.5 m above the surface, and the angle α between the plane of the incident wave and the wind
direction. This relationship is given by:

σ = AUγ 1 + a cos α + b cos 2α 7 15

where A, a, b, and γ are determined empirically and depend on the incidence angle θ. Figure 7.17
shows the backscatter cross section measured as a function of the wind for a set of fixed incidence
angles θ. These curves show that γ varies as a function of θ. Figure 7.18 shows the measured back-
scatter as a function of α. It is observed that: (1) σVV is always larger than σHH; (2) there is a sym-
metry for ±α as expected; (3) there is a well-defined 180 periodicity (b cos 2α term); and (4) there is
a slight asymmetry between the upwind and downwind observation (a cos α term). The a and b
parameters can be derived from three sets of measurements at different values of α such as:

σ 0 = AUγ 1 + a + b 7 16

σ 90 = AUγ 1− b 7 17

σ 180 = AUγ 1− a + b 7 18

Once the parametersA, γ, a, and b are known from detailedmeasurements over a calibration site,
Equation (7.15) will then provide the algorithm that could be used to derive the wind velocity vector
from σ on a global basis.
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Figure 7.17 Variation of σ as a function of wind
speed for different values of θ. These curves
correspond to VV polarization and a signal
frequency of 14 GHz. (© IEEE.)
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7.3.1 Observations Required

Because σ is a function of U and α, a single measurement of σ will not allow the derivation of the
wind speed and direction. More than one measurement is necessary. To illustrate in a simple fash-
ion, let us neglect the a cos α term, which is usually small. Let σ1 and σ2 be two measurements of σ
acquired in two orthogonal directions, then:

σ1 = AUγ 1 + b cos 2α 7 19

σ2 = AUγ 1 + b cos 2 α +
π

2
= AUγ 1− b cos 2α 7 20

Then:

σ1 + σ2 = 2AUγ 7 21

and

σ1 − σ2
σ1 + σ2

= b cos 2α 7 22

This allows the derivation of the wind speed U and the wind direction with a fourfold ambiguity
(i.e., +α, −α, 180 − α, −180 + α). In order to reduce the ambiguity, a third measurement is
required. If the third measurement is taken at 45 relative to the first two, then:

σ3 = AUγ 1 + b cos 2 α +
π

4
= AUγ 1 + b sin 2α 7 23

This will allow us to resolve the ambiguity between α and −α or 180 − α and −180 + α, thus
leaving only an ambiguity of 180 , which can be resolved by meteorological considerations.
Figure 7.19 illustrates the global wind field derived from the Seasat scatterometer. In this case,

only two orthogonal observations were acquired, and the fourfold ambiguity had to be resolved by
using an interactive algorithm.
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SEASAT SCATTEROMETER MARINE WIND FIELD
3–DAY MEAN: SEPTEMBER 6 – 8, 1978
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Figure 7.19 Average global winds derived from the Seasat scatterometer for September 6–8, 1978. See color
section. Source: Courtesy of P. Woceishyn, Jet Propulsion Laboratory.
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Pencil-beam scatterometers, such as the SeaWinds instrument on the QuikScat satellite, simplify
the measurement of global winds. The main advantage of these systems (see Chapter 6) in terms of
the measurement inversion is that they acquire data at a constant incidence angle. This means that
the parametersA, a, b, and γ only have to be determined for this one incidence angle and then apply
across the entire swath. In addition, conically scanning systems do not suffer from the measure-
ment gap near the nadir line, so that a wider swath is covered. A dual-beam system such as Sea-
Winds actually makes four measurements of each pixel everywhere in the inner swath; twice by the
inner beam looking forward and aft, and again twice by the outer beam looking forward and aft.
The accuracy with which the wind direction can be estimated, however, decreases toward the outer
edges of the swath. This is because the relative azimuth angle between the forward-looking and aft-
looking measurements reduces toward the edge of the swath. These four measurements at a con-
stant incidence angle means that pencil-beam scatterometers typically make more accurate mea-
surements of wind speed and direction than their fan beam counterparts. These measurements,
however, still suffer from the 180 ambiguity discussed earlier. To resolve this ambiguity, the output
from numerical weather prediction models is used to “nudge” the solution in the right direction.
The SeaWinds instrument covers more than 90% of the world’s oceans in a day. Figure 6.74 illus-
trates this by showing the swaths for the SeaWinds instrument for a 24 hour period. QuikScat global
measurements of wind speed and direction are shown in Fig. 6.77. The relatively high resolution
capability of the SeaWinds instrument is illustrated by the measurement of the wind field associ-
ated with Hurricane Frances shown in Figure 7.20. This image shows the winds measured on Sep-
tember 4, 2004, as Frances was approaching the east coast of Florida. Frances was responsible for
seven deaths, disrupted power to more than 6 million people, and caused damages estimated at
several billions of dollars.
Wind stress is the primary driving mechanism for upwelling circulations in many coastal ocean

regions. To understand coastal ocean circulation, it is therefore important to accurately character-
ize and understand the coastal ocean wind field. The relationship between the wind stress and the
wind vector was reported by Large and Pond (1981) as

τ = ρa CD υ10 7 24

where ρa is the density of the air, CD is the drag coefficient, and υ10 is the wind velocity vector refer-
enced to 10 m above the sea surface. The drag coefficient is generally a function of the wind speed.
The availability of vector wind fields from scatterometers thereforemakes it possible to estimate the
wind stress field. The QuikScat implementation of the Large and Pond algorithm assumes a con-
stant air density at ρa = 1.223 kg/m3 and a polynomial parameterization of the wind speed-
dependent drag coefficient for the magnitude of the wind stress as

τ = 0 00270 υ10 + 0 000142 υ210 + 0 0000764 υ310 7 25

with υ10 the magnitude of the wind speed at 10 m above sea level. Figure 7.21 shows the global wind
stress field for September 3, 2004. Hurricane Frances is visible near Florida, and Typhoon Songda is
the large storm in the Pacific approaching Japan. Songda hit Japan on September 7 and 8, and killed
31 people.
Polarimetric scatterometers have been proposed (Tsai et al., 2000) to eliminate the need for exter-

nal information to resolve the ambiguity in wind directionmeasurement. A polarimetric scatterom-
eter measures the traditional co-polarized returns, and also measures the cross-correlation between
the co-polarized returns and the cross-polarized returns. Models of ocean scattering predict the co-
polarized returns to be symmetrical with respect to the wind direction, while the cross-correlation
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between the co- and cross-polarized returns is an odd function of the wind direction. This difference
in symmetry properties can, in principle, be used to resolve the wind direction ambiguity. This
polarimetric principle is also applicable to passive microwave measurements of ocean winds.
WINDSAT is a demonstration project that carries a polarimetric conically scanning radiometer
operating at frequencies of 6.8, 10.7, 18.7, 23.8, and 37 GHz. Three of the channels, (10.7, 18.7,
and 37.0 GHz) measure all four Stokes parameters to derive the wind speed and direction. WIND-
SATwas launched on January 6, 2003, and is expected to operate for three years. Cross-comparisons
between the radiometer and scatterometer-derived wind fields are planned.

7.3.2 Nadir Observations

From Fig. 7.16, it is apparent that the nadir backscatter is a function of the wind velocity

σ 0
1
Ux 7 26

This inverse behavior is to be expected. As the surface roughness increases with the wind, there
will be fewer and fewer specular areas which will reflect the signal back to the sensor, thus leading
to a weaker echo.
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Figure 7.20 SeaWinds measurements of the winds associated with Hurricane Frances approaching the coast
of Florida on September 4, 2004. Source: Image from QuikScat web page.
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Nadir and near-nadir measurements have the limitation that only a narrow strip below the space-
craft is observed. However, if long-term averages are desired, a large number of nadir tracks could
be used to develop a global windmap, as was done with Seasat altimetry data. Figure 7.22 shows the
near-nadir backscatter return observed across typhoon Carmen. As the wind increases near the
center of the typhoon, the backscatter at nadir decreases rapidly below the return from larger angles
in accordance with the specular scattering theory discussed above.

7.4 Ocean Surface Imaging

Surface imaging is required to observe and monitor features of scales from few tens of meters to a
few kilometers. This includes surface waves, internal waves, current boundaries, plankton density
contours, and eddies. Radar and visible sensors are used for high-resolution imaging. Infrared sen-
sors are used for surface temperature mapping, and passive microwave imagers are used for large-
scale mapping, particularly ice covers.

7.4.1 Radar Imaging Mechanisms

The tone in a radar image is a direct representation of the backscatter return, which in turn is
mainly proportional to the surface roughness at the scale of the radar wavelength. Most imaging
radars operate in the spectral region from 1 GHz (30 cm wavelength) to 15 GHz (2 cm wavelength).
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Figure 7.21 SeaWinds measurements of the global wind stress for September 2, 2004. Hurricane Frances is
visible near Florida, while Typhoon Songda is approaching Japan. Source: QuickSCAT.
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Thus, the resulting images represent the surficial variation in the intensity of the ocean short gravity
waves and capillary waves.
Two additional mechanisms play a role in radar imaging of the ocean surface. The first one is

related to the change of the backscatter associated with the change of surface slope. This mechan-
ism is of importance in imaging ocean swell. The second one is related to the Doppler shift due to
the surface motion. This has an important effect in the case of synthetic aperture imaging radars
where the Doppler history is used for image generation.
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Figure 7.22 Nadir backscatter return measured with the Seasat scatterometer as it flew over typhoon Carmen
on August 14, 1978. Source: Bracalante et al. (1980). © 1980, IEEE.
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Surface straining, local wind, surface motion, surface films, nonlinear coupling, and a number of
other effects would lead to a variation of the population of the short gravity waves. This leads to a
modulation of the population of these waves across a swell, over an internal wave train, or across
the boundary of a current or a weather front. From Equation (6.2), it is clearly apparent that the
backscatter cross section σ is directly proportional to the surface roughness spectrum W(K).
The surface slope mechanism plays a role in the imaging of swells. To illustrate, let us consider

the two-dimensional case in the plane of observation. A small, rough ocean patch is characterized
by its energy spectrumW(Kx). Let ψ be the tilt angle of the patch due to the presence of large waves.
Thus, the backscatter σ from the patch should be calculated at the local incidence angle θi = θ + ψ .
The tilt angle ψ can be written as:

ψ = ψ1 + ψ2 7 27

where ψ1 is the tilt from all waves of wavelengths less than the resolution of the radar image, and ψ2

is the tilt due to longer ocean waves. Thus, in computing the backscatter from one resolution ele-
ment, we have to integrate over ψ1:

σ θ,ψ2 = σ θi p tan ψ1 d tanψ1 7 28

where p (tan ψ1) is the probability density of slopes for water waves. This can be approximated by a
Gaussian distribution:

p tan ψ1 =
1

2πm2
exp −

tan 2 ψ1

2m2
7 29

This allows us then to calculate σ(θ) as a function of θ,m, and S = tan ψ2. Figure 7.23 shows the
change of σ from one side of a swell to the other as a function of S for θ= 30 andm= 0.1. For a slope
change of about ±3 (tan ψ2 = 0.1), the backscatter cross section can change by 5–10 dB.
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Figure 7.23 Changes of σ from one side of a swell to the other as a function of the maximum swell slope S for
θ = 30 and m = 0.1. ϕ is the angle between the observation plane and the swell direction.
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The surfacemotion effect is a result of themechanism used by synthetic aperture radars for image
generation. Referring to the simplified case illustrated in Fig. 7.24, where the surface element veloc-
ity Vp V, the phase history of the echo is given by (see also Equations 6.105–6.107)

Φ t =
4π
λ
D t

4πR
λ

+
2πV 2t2

λR
−

4π
λ
VVpt

2 7 30

Thus, if the surface velocity Vp varies across a scene, it leads to amodulation of the phaseΦ(t) and
of the corresponding image brightness even if the surface has a uniform scatterers distribution.

7.4.2 Examples of Ocean Features on Radar Images

A wide range of ocean surface phenomena have been imaged with spaceborne imaging radars.
Figure 7.25 shows surface swells of a wavelength of about 350m refracting and defracting around
the Shetland Islands as a result of change in the shallow bottom topography. Figure 7.26 shows
large internal waves in the Gulf of California generated by the interaction of the strong tide with
submerged topographic features. Bottom features are visible in Fig. 7.27 as a result of the modula-
tion of surface current by the varying shallow bathymetry. Figure 7.28 shows the surface expression
of a tropical rain storms near the mouth of the Gulf of California and in the western Pacific.
The image on the right in Fig. 7.28 combines data from C-band (HH polarization) in red, L-band

(HV polarization) in green, and L-band (HH polarization) in blue. The white, curved area at the top
of the image is a portion of the Ontong Java Atoll, which form part of the Solomon Islands group. It
is believed that the small red cells may be caused by reflection from ice particles in the colder, upper
portion of the storm cell. The dark hole in the middle of the large rain cell is the result of very heavy
rainfall which actually smooths out the ocean surface and results in lower radar returns. Also vis-
ible in this image are long, thin, dark lines extending across the ocean. These are surface currents.
These currents accumulate natural oils caused by small marine biological organisms. The oils cause
the small, wind-generated waves to be damped, which produces a smooth, dark zone on the radar
image. Figure 7.29 shows the effect of suspended sediment on the radar backscatter return.
Global wind measurements such as those provided by scatterometry or radiometry are limited in

their resolution to tens of kilometers. In coastal regions, however, wind patterns can change

V

R
D(t)

Vp

Figure 7.24 The phase history of a point target is determined by the instantaneous distance D(t) between the
radar and the target during the formation of the synthetic aperture.
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drastically over areas much smaller than these resolutions. Synthetic aperture radars, with their
much higher resolution, may provide the solution to measuring wind speed and direction in coastal
areas. The problem with using SAR images to estimate wind speed and direction, however, is that
these images are taken with a single-look direction. As discussed before, several measurements are
needed to decouple the wind speed and direction. Monaldo et al. (2004) proposed a way to get
around this limitation. Their solution involves using the wind direction predicted by numerical
weather forecast model together with the measured SAR cross sections in a standard geophysical

Figure 7.25 Surface waves refracting and defracting around Shetland Island (England). Ocean swell
wavelength is about 350m. Area size is 90 × 90 km. Source: Courtesy of JPL.

Figure 7.26 Internal waves in the Gulf of Baja near the island of Angel de la Guarda. Area size is 90 × 90 km.
Source: Courtesy of JPL.
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model of the form given in Equation (7.15) to estimate the wind speed. They demonstrated that by
using the Naval Operational Global Atmospheric Prediction System (NOGAPS) model direction to
retrieve wind speeds from the RADARSAT-1 SAR, the resulting wind speeds agreed with buoymea-
surements to a standard deviation of 1.76 m/sec. Figure 7.30 shows an example of their results of
retrieving wind speed from RADARSAT data, compared to the wind speed and direction measured
with the QuikScat scatterometer over part of the Aleutian Islands. The SAR-derived wind fields
show much more detail in the coastal wind patterns. Note, for example, the von Karman vortices
in the wake of the Pogromni Volcano that are clearly visible in the SAR-derived wind fields.

7.4.3 Imaging of Sea Ice

The Arctic and Antarctic oceans are partially covered with floating ice, the extent of which varies
significantly through the year. The extent of the ice cover and its seasonal variation has a strong
impact on Earth’s climate because the heat flux between the polar oceans and the atmosphere,
as well as the mean albedo, are strongly dependent on the ice cover extent. In addition, observation
of the ice cover at the onset of local fall gives the extent of the ice that has survived the summermelt.
In the winter, this ice will becomemassive thick ice, called multiyear ice, which is the greatest envi-
ronmental hazard for navigation and coastal installations.

Illumination
direction

N 0 20km

Figure 7.27 Nantucket Shoals are shallow-water areas to the south and east of Nantucket Island, south of
Cape Cod, and are characterized by ridges and shoals separated by deeper channels. The surface expressions on
this image reflect closely the bathymetric patterns shown on bottom maps, with the more intense and distinct
patterns occurring over areas shallower than 10 fathoms (18 m). Source: Courtesy of JPL.
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Ice cover and dynamics have been monitored with active and passive microwave sensors. Micro-
wave sensors are of particular interest because they show little sensitivity to cloud cover and can
operate day and night. Imaging radars are used to acquire high-resolution surface images which
delineate ice shape and areal extent. Periodic observations allow accurate determination of the
ice motion (Figs. 7.31 and 7.32). Passive microwave imaging radiometers are used to measure,
at a lower resolution, ice extent and to separate different ice ages. At 1.55 cm, multiyear ice has
emissivity m = 0.84, first-year ice has f = 0.92, and open water has emissivity w = 0.5. Thus,
if the surface thermodynamic temperature is T= 273 K, the surface effective emission temperature
Te = T is 229, 251, and 137 K for multiyear ice, first-year ice, and open water, respectively. The
observed microwave temperature is then given by

Tm = T + 1− Ts 7 31

10 kmN

Figure 7.28 Shown on the left image is a small-scale, well-organized tropical storm near the mouth of the
Gulf of California. Except for its small size, the storm has all the characteristics of a hurricane, e.g., the cyclonic
spiral arms and a well-defined center of low winds. The image on the right shows an intense rain storm in the
western Pacific imaged by the SIR-C radar. The storm is the yellowish area near the bottom of the image. See
text for more discussion. Source: Courtesy of JPL.
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where Ts is the sky temperature. Figure 7.33 shows an example of passive microwave radiometer
images of polar sea ice. See also Figs. 5.18 and 5.19 for examples of passive microwave images of sea
ice concentration.

7.4.4 Ocean Color Mapping

Suspended sediments and phytoplankton change the color of the ocean. Surface radiance measure-
ment in several narrow bands in the visible region of the spectrum can be used to calculate the
concentration of chlorophyll-like pigments and suspended sediments in the upper layers of the
sea. Phytoplankton photosynthetic pigments are the single-most important contributor to ocean
color. Chlorophyll “a” is the primary photosynthetic pigment found in all plants and is also highly
fluorescent. Thus, precise measurement of ocean color and chlorophyll fluorescence will give a
good estimate of chlorophyll concentration and phytoplankton abundance.
Chlorophyll a absorbs more blue and red light than green; hence the green color of plants. As a

consequence, the ocean color as viewed from space changes from deep blue to greenwith increasing
phytoplankton concentration. An intuitive measure of the chlorophyll concentration in ocean
water would therefore be to compare the ratio of reflected light in the green part of the spectrum
to that in the blue part of the spectrum.
A large percentage of the upwelling radiance observed from space in the visible spectrum comes

from the atmosphere and must be removed in order to determine the ocean surface spectral reflect-
ance. This is usually done by assuming that the ocean does not emit in the red. Thus, all the

Figure 7.29 The Kuskokwim River in Alaska flows into the southeastern Bering Sea, where it forms large
sediment deposits in the Kuskokwim Bay. As this image shows, many of the sediment deposits (dark areas) are
exposed throughout the bay and are separated by channels (bright areas) from 7 to 14 m deep. The river flow
should be substantial due to the runoff from the seasonal snow melt at this time of year and the additional
component from the ebb tidal current of 0.8 m/sec. The linear variations within the channels themselves may
be a result of the shear and strain of the current as it is deflected around the sediment deposits. Area size is 90 ×
90 km. Source: Courtesy of JPL.
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reflectivity in the red is used as a benchmark for atmospheric contribution. The measured red radi-
ance is then extrapolated to shorter wavelengths using known spectral properties of aerosols and
Rayleigh scattering of light. The extrapolated radiance is subtracted from the observed radiances,
thus providing surface radiance. The surface spectral radiance is then used to determine the con-
centration of chlorophyll-like pigments. This correction technique must be used with care when
observing turbid waters where suspended sediments might have some reddish hue.
An ocean color sensor has been flown on Nimbus 7 in 1978 (Coastal Zone Color Scanner, CZCS).

Landsat multispectral data have also been used to study the ocean color. Figure 7.34a illustrates the
chlorophyll concentration measured by CZCS off the western coast of the United States. A number
of empirical algorithms are used to relate chlorophyll concentration to ocean reflectivity at a mul-
tiplicity of wavelengths in the 0.43–0.8 μm region (see Stewart, 1985, for a detailed discussion).
O’Reilly et al. (1998) gives a summary of more recent algorithms, and a comparison of their per-
formance. Ocean color is now monitored routinely from space with various instruments, including
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Figure 7.30 Combined QuikSCAT scatterometer and RADARSAT SAR wind speed products reported by
Monaldo et al. (2004). The small arrows represent the color-coded scatterometer wind vectors. The background
image is the SAR-retrieved wind speed field. The large arrows represent the NOGAPS model wind directions
used to initialize the SAR wind speed retrievals. When the QuikSCAT arrows blend into the SAR image, the wind
speeds agree. This wind field covers a portion of the Aleutian Islands. Source: Monaldo et al. (2004).
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the Sea-viewing Wide Field-of-view Sensor (SeaWiFS), Medium Resolution Imaging Spectrometer
(MERIS), Moderate Resolution Imaging Spectroradiometer (MODIS), Ocean Colour and Temper-
ature Scanner (OCTS), and POLarization and Directionality of the Earth’s Reflectances (POLDER).
The characteristics of these sensors are compared in O’Reilly et al. (1998). Figure 7.35 shows two
measurements of chlorophyll concentrations near the Galapagos Islands with the SeaWiFS sensor.
The top image was taken toward the end of an El Niño event on May 9, 1998, and shows little chlo-
rophyll concentration. This is a consequence of the warm water associated with the El Niño chok-
ing off the normal upwelling of nutrient-rich cold water in the western Pacific. The bottom image,
taken on May 24, 1998, shows a dramatic increase in chlorophyll once the El Niño conditions sub-
side and the upwelling of the nutrient-rich cold water resumes.

7.4.5 Ocean Surface Temperature Mapping

Thermal emission from the ocean surface covers the whole spectrum from the near infrared to the
microwave and peaks near 10 μm. Both infrared and passive microwave sensors have been used to
measure and map the ocean surface temperature.
In the infrared region, the most appropriate spectral regions correspond to the 3–4 and 10–12 μm

atmospheric windows. Even though the emitted radiation at 10 μm is stronger than at 3 μm, the

Illumination
direction

N 0 20km

Figure 7.31 Pack ice within the central Beaufort Sea consists primarily of an aggregate of both multiyear and
first-year ice floes, some as large as 10 km in diameter. Multiyear floes (3–5m thick) are rounded from
extensive grinding, while first-year floes (1–1.5 m thick) tend to be more angular. Ridging and rafting of floes
caused by compressive forces results in bright, linear features that often border the floes. The leads between
floes appear as dark linear bands, indicating either a calm ocean surface or recently frozen ice. Of special
interest is the bright, anomalous feature entrapped within the ice pack. This feature, with small ice floes
cemented to it, is probably an ice island calved from the ice shelf on Ellesmere Island in the Arctic Ocean.
Source: Courtesy of JPL.
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sensitivity to surface temperature variation is significantly larger at the shorter wavelength. The
relative sensitivity is given by the ratio of the derivative of Planck’s spectral brightness relative
to temperature (∂S/∂T from Equation 4.1) over S:

1
S
∂S
∂T

=
c2
λT2

exp c2 λT
exp c2 λT − 1

In most of the near-infrared region c2 λT; then,

1
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Figure 7.32 The bright feature in Figure 7.31 was imaged by the Seasat SAR on 20 separate passes, many of
these over three-day repeat sequences, providing a unique opportunity for the study of the drift of an ice island
within pack ice. During the 80-day period from July 19 to October 7, it traveled circuitously approximately 435
k, an average of 5.4 k per day, as shown on the map. The greatest drift velocity was found to be between
September 28 and October 1, when it averaged 12.2 k per day. The crosses indicate the position and orientation
of the ice island plus the revolution number and date. The dashed lines indicate a significant gap in the SAR
coverage of this feature. Source: Courtesy of B. Holt, Jet Propulsion Laboratory.
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Figure 7.33 Passive microwave imagery of floating ice acquired by a spaceborne sensor. The 12 images show
the thermally emitted radiance temperature (color code on the right) at a microwave frequency of 19.35 GHz.
The images show the change of sea ice coverage from a minimum extent in January/February to a maximum
extent in September. See color section.
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This shows that the relative sensitivity at 3 μm is about 3.3 times higher than the sensitivity at 10 μ
m. In addition, the error due to water vapor in the 3–4 μm region is significantly lower than in the
10 μm region. On the other hand, the error due to aerosol scattering is significantly higher at the
shorter wavelengths (Rayleigh scattering). The above has led to the use of multispectral observa-
tions to correct for humidity and aerosol effects. Usually observations are made at a minimum of
three wavelengths (3.7, 10.5, and 11 μm) and sometimes at up to 24 bands to measure ocean tem-
perature in the presence of clouds to an accuracy of 1 C.

Pigment Temperature

Figure 7.34 Chlorophyll concentration (left) and sea surface temperature (right) derived from Nimbus 7 CZCS
along the US west coast acquired July 7, 1981. The correlation between the parameters of the two images is
clearly apparent.
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High-resolution infrared radiometers have been flown on a number of NOAA satellites in polar
orbits since 1966. Some of them are summarized in Table 7.2. They usually operate in the visible
( 0.65 μm), near infrared ( 3.5 μm), and thermal infrared ( 10.5 μm), with spatial resolutions of
one to a few kilometers and noise equivalent ΔT of down to 0.1 K. Figure 7.34b shows an example
of the data acquired with the AVHRR.
In themicrowave region, the effect of clouds is usually negligible. However, the surface emissivity

is only 0.4, leading to an effective temperature of about 120 K and a corresponding reduction in the
contrast due to temperature variation. The surface effective emissivity is influenced by the surface
roughness (varies with wind), foam cover, and salinity (affects the dielectric constant). This leads to
the need for multifrequency observations in order to separate the effect due to the surface temper-
ature. Additional channels are also used to separate atmospheric effects.

Figure 7.35 Two measurements of chlorophyll concentration near the Galapagos Islands with the SeaWiFS
sensor. The image on the top was taken on May 9, 1998, and the one on the bottomwas taken on May 24, 1998.
High concentrations of chlorophyll are shown in red. Source: Get permission from Orbview to use the images.
From SeaWiFS website http://svs.gsfc.nasa.gov/vis/a000000/a000200/a000205/.

7.4 Ocean Surface Imaging 369



A Scanning Multichannel Microwave Radiometer was flown on Seasat and Nimbus 7 in 1978. It
operated at five frequencies (wavelengths 0.8, 1.4, 1.7, 2.8, and 4.5 cm) and two polarizations.
Themeasurements were used to derive surface temperature, wind speed, and vertical columnwater
vapor. The accuracy achieved was better than 1.2 C, 2 m/sec, and 0.4 g/cm2, respectively. Table 7.2
lists the characteristics of some microwave radiometers used for surface temperature mapping. See
also Chapter 5 for a discussion of some of these sensors.

7.4.6 Ocean Salinity Mapping

In 2011, a joint NASA/Argentina mission (Aquarius/SAC-D) was launched to map ocean salinity
and provide insight into how the natural exchange of freshwater between the ocean, atmosphere,
and sea ice influences ocean circulation, weather, and climate.

Table 7.2 Characteristics of some of the spaceborne infrared and microwave radiometers used for surface
temperature mapping.

Satellite Instrument Wavelength
Resolution
(km)

Swath
(km)

Sensitivity
(K)

Nimbus 1, 2,
3 (1966–1972)

High Resolution
Infrared Radiometer
(HRIR)

3.4–4.2 μm 8 2700 1–4

NOAA 2, 3, 4,
5 (1972–1979)

Very High Resolution
Radiometer (VHRR)

0.6–0.7 μm 1 2900 1–4
10.5–12.5 μm

NOAA 7, 8
(1981)

Advanced Very High
Resolution Radiometer
(AVHRR)

0.58–0.68 μm;
0.7–21.1 μm;
3.55–3.93 μm;
10.3–11.3 μm;
11.5–12.5 μm

1 and 4 2700 0.12

GOES-5
(1981)

Visible Infrared Spin
Scan Radiometer/
Atmospheric Sounder
(VAS)

0.55–0.7 μm 1 13,000 0.3

3.2–4.2 μm 8 (full disc)

9–13 μm
10.5–12.6 μm

Nimbus 6
(1975)

Electronic Scanning
Microwave Radiometer
(ESMR)

0.8 cm 20 1270 1.5

Nimbus 7,
Seasat (1978)

Scanning Multichannel
Microwave Radiometer
(SMMR)

0.8 cm 21 600 0.9–1.5
1.4 cm 38

1.7 cm 44

3 cm 74

4.5 cm 121

DMSP (1987) Special Sensor
Microwave Imager
(SSM/I)

0.35 16 × 14 1392 0.3–0.7
0.81 38 × 30

1.36 60 × 40

MODIS
(1999–2002)

Moderate Resolution
Imaging

1.58 70 × 45

Spectrometer 36 spectral bands
(0.4–14.4 μm)

0.25–1 2330 0.05–0.07
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The Aquarius instrument was able to detect changes in salinity as small as 0.2 psu (practical salin-
ity unit) over the range of 32–37 psu in the open ocean. This corresponds to about 1/8 of a teaspoon
of salt in one gallon of water. This was achieved by using a 1.413 GHz polarimetric radiometer. The
ocean surface reflectivity and emissivity depend on the surface salinity which affect the water die-
lectric count and conductivity (other things being equal, salty water appear cooler in the microwave
than fresh water). Figure 7.36 shows an example of the resulting data.

Exercises

7.1 The backscatter cross section of the ocean surface in the K-band frequency region as a func-
tion of wind velocity is given by

σ = C Uγ 1 + a cos 2α

where C, γ, and a are constants, and α is the angle between the observation plane and the
wind vector. In order to measure the wind velocity and direction unambiguously, measure-
ments in more than two directions are required. Let us assume that the first two measure-
ments are taken in orthogonal directions:
(a) Show that if a third measurement is taken, the best observation direction will be at 45

relative to the first two directions.
(b) If we take more than three measurements, can we eliminate the α, α + π ambiguity?

7.2 The Pierson–Moskowitz frequency spectrum for deep ocean waves is given by

S Ω =
0 0081g2

Ω5 exp −
3
4

Ωm

Ω

4

30 32 34 36
Sea Surface Salinity (PSU)

38

Figure 7.36 Ocean salinity map derived from Aquarius measurements. Source: NASA.
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where Ωm = g/W, with W being the wind speed at a height of 19.5 m above the sea surface
(which was the height of the anemometers on the weather ships used by Pierson and Mos-
kowitz in their research).
(a) Derive the corresponding wave number spectrum where Ω = gK. Write it in the form

F K = f K exp −
Km

K

2

and give the expression for Km.
(b) Derive the expression for the radar backscatter cross section using the small perturbation

model expressions fur this spectrum.
(c) Assuming that = 81, plot the behavior of the backscattering cross section as a function

of the angle of incidence for two different radar wavelengths (λ= 1m and λ= 0.25 m) for a
wind speed of W = 5m/sec.
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8

Basic Principles of Atmospheric Sensing and Radiative Transfer

The interactions of electromagnetic waves with planetary atmospheres are governed by the char-
acteristics of the propagating wave (mainly its wavelength), the physical characteristics of the
atmosphere (pressure, temperature, and suspended particulates), and its constituents. These inter-
action mechanisms are relatively complex to model because of the three-dimensional nature of the
propagation medium and the multiplicity of the interaction mechanisms: scattering, absorption,
emission, and refraction.
In this chapter, we give a brief overview of the physical and chemical properties of planetary

atmospheres that are relevant to remote sensing. The basic concepts of temperature, composition,
pressure, density, and wind sensing will be established as an introduction to the more detailed anal-
ysis in the following chapters.

8.1 Physical Properties of the Atmosphere

The atmospheric density falls with altitude. In the case of hydrostatic equilibrium, the pressure p(z)
and density ρ(z) are related by the following relationship:

dp z = − gρ z dz 8 1

where g is the planet’s gravity, assumed to be constant through the thin atmospheric layer, and p is
measured vertically upward from the surface. The above expression basically states that the differ-
ence of pressure between levels z and z+ dz is equal to the weight of the atmosphere between these
two levels.
The equation of state for a perfect gas relates the pressure and density by:

ρ z = MM0
p z
kT z

or

N z =
p z
kT z

8 2

whereM is the averagemolecular weight of the atmosphere (M= 28.97 for the Earth’s atmosphere),
M0 is the atomic mass unit (M0 = 1.66 × 10−27 kg), k is Boltzmann’s constant (k = 1.38 × 10−23 J
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K−1),N is the number density (molecules/m3), and T is the temperature. Combining Equations (8.1)
and (8.2), we get:

dp
p

= − g
MM0

kT z
dz = −

dz
H z

8 3

where

H z =
kT z
gMM0

8 4

H is known as the scale height. The solution for Equation (8.3) is simply

p z = p 0 exp −
z

0

dζ
H ζ

8 5

where p(0) is the surface pressure. In the case of an isothermal atmosphere (T = constant), then:

p z = p 0 exp
− z
H

8 6

which shows that the pressure decreases exponentially with altitude. The same is true for the
density

ρ z = ρ 0 exp
− z
H

8 7

where

ρ 0 =
MM0p 0

kT
=

p 0
gH

8 8

Similarly, the number density N (molecules/m3) is given by

N z = N 0 exp
− z
H

8 9

By integrating Equation (8.7), we get the total atmospheric mass MT in a column of unit area:

MT =
∞

0
ρ z dz = ρ 0 H =

p 0
g

8 10

This shows that the scale height corresponds to the thickness of a homogeneous atmospheric
layer of density ρ(0) and mass equal to the atmospheric mass.
To illustrate, in the case of the Earth’s atmosphere, we haveM= 28.97, p(0) = 1 atmosphere = 105

Newton/m2, g = 9.81 m/sec2 and T 288 K. This gives:

H = 8 4 km from 8 4

ρ 0 = 1 21 kg m3 from 8 8

MT = 10, 200 kg m2 from 8 10

Table 8.1 gives some of the parameters for the atmosphere of Venus, Mars, and Titan.
Most of the atmospheric mass is in a very thin layer above the surface relative to the planet’s

radius. In the case of the Earth, 99% of the atmospheric mass is below 32 km. Thus, in most models,
the atmosphere is considered as a locally plane parallel slab, and the planetary curvature is
neglected except in the case of limb sounding and occultation experiments.
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The above illustrations assumed an isothermal atmosphere. Usually this is not exactly true. In the
case of the Earth, the temperature near the surface decreases as a function of altitude up to an alti-
tude of 11 km, then remains constant up to the 25 km level. The change of the atmospheric tem-
perature can be derived for a simplified case where it is assumed that the atmosphere is transparent
to all radiation and that it contains no liquid particles. If we assume a unit mass moving upward in
an atmosphere in hydrostatic equilibrium, the first law of thermodynamics gives

Cv dT + p dV = dq = 0 8 11

where Cv is the specific heat at constant volume, dV is the change in volume, dT is the change in
temperature, and dq is the heat input, which is equal to zero. Differentiating the equation of state
(Equations 8.2) and remembering that ρ = 1/V, we get

p dV + V dp =
k

MM0
dT 8 12

For a perfect gas, we have k/MM0 = Cp − Cv, where Cp is the specific heat at constant pressure.
Combining (8.11) and (8.12), we get:

V dp = Cp dT

Replacing dp by its value from 8-1, we get

dT
dz

= −
g
Cp

= −Γa 8 13

where Γa is known as the adiabatic lapse rate. For the Earth’s atmosphere, Cp 1000 J/kg K.
This gives

Γa = 9 81 K km

If the temperature at the bottom of the atmosphere is equal to T(0), then the solution for Equa-
tion (8.12) gives the temperature profile as:

T z = T 0 −Γaz 8 14

In reality, the temperature in the Earth’s lower atmosphere does decrease linearly with altitude
but at a rate of 6.5 K/km, somewhat lower than Γa. At higher altitudes the temperature profile is
significantly more complex, as shown in Figure 8.1.

Table 8.1 Some properties of planetary atmospheres.

Venus Earth Mars Titan

Surface pressure (bar) 90 1 0.02 1–3
Surface temperature (K) 880 290 250 94

Scale height (km) 15 8.4 10 20

Main constituents 97 % CO2 78 %N2 CO2 CH4

N2 21 %O2 N2

1% Ar Ar

H2O, CO2, O3
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8.2 Atmospheric Composition

The composition of the atmosphere varies significantly among planets, as shown in Table 8.1. In the
case of the Earth, carbon dioxide, water vapor, and ozone dominate the interaction with electro-
magnetic radiation. Carbon dioxide is substantially uniformlymixed up to about 100 km. The inter-
action of the CO2molecule with electromagnetic waves is strongest in the infrared, near 4.3 μm and
15 μm. It plays a dominant role in the energy budget of the mesosphere (50–90 km), which is cooled
as a result of CO2 radiative emission in the 15 μm band.
Water vapor plays an important role in the energy budget of the troposphere (below about 15 km)

because of its role in cloud formation, precipitation, and energy transfer in the form of latent heat.
Water vapor concentration is highly variable in space and time. At sea level, it varies from 10−2 g/
m3 in a very cold, dry climate up to 30 g/m3 in hot, humid regions. The density decreases exponen-
tially as a function of altitude with a scale height of about 2.5 km. For an average surface density of
10 g/m3, the total columnar mass per unit area is 25 kg/m2, which is about 0.25% of the total atmos-
pheric mass. However, it is particularly important in remote sensing because of the strong water
vapor absorption lines in the infrared (Fig. 8.2) and microwave regions.
Ozone strongly absorbs ultraviolet radiation and causes a shortwave cutoff of the Earth’s trans-

mission at 0.3 μm and shorter. It is mostly concentrated between 20 and 50 km altitude, and its dis-
tribution is also highly variable. The formation and dissociation of ozone involves a series of
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complex chemical catalytic reactions among nitrogen, hydrogen, and chlorine compounds, some of
which arise from human activities.
In addition to CO2, H2O, and O3, a number of other minor constituents play a role in the Earth’s

upper atmosphere chemistry. The distribution of some of these constituents is shown in Figure 8.3.

8.3 Particulates and Clouds

Particulates are atmospheric dust particles of radii between 0.1 and 10 μm. Clouds of liquid and
solid water have particles of size varying between 1 and 100 μm. Particulates are usually concen-
trated in the lowest few kilometers and tend to scatter radiation in the visible and near to mid-IR.
Particulates can be ejected directly in the atmosphere or formed in the visible atmosphere from
trace gases.
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The height distribution of the number density of large particles can also be approximated by an
exponential decay similar to Equation (8.9):

N z = N 0 exp
− z
Hp

8 15

whereHp is the particles’ scale height. In the case of large particles in the Earth’s atmosphere,Hp is
about 1 km. The other important factor is the size distribution of the particles. A number of models
have been proposed to describe this distribution, and different ones are used to describe clouds,
haze, or continental particulates.
Clouds completely obscure the surface in the visible and near IR up to 3 μm because of scattering

and, to some extent, absorption. At longer wavelengths, their effect is considerable up to the mil-
limeter region; then they become gradually more transparent.
Cloud coverage varies considerably as a function of location and season. On the average, 40% of

the Earth is cloud covered at any time. It is appreciably higher than this value in the tropical regions
and appreciably lower over desert regions at midlatitude. In contrast, Venus is completely cloud
covered all the time. The Venusian clouds are thought to consist of sulfuric acid droplets. They com-
pletely eliminate the use of visible or infrared sensors for imaging the surface. The same is true in
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the case of Titan, where a global layer of methane clouds/haze covers the surface and blocks its
visibility in the visible and infrared.

8.4 Wave Interaction Mechanisms in Planetary Atmospheres

The interaction of electromagnetic waves with planetary atmospheres involves resonant interac-
tions corresponding to molecular and atomic energy levels, nonresonant interactions, and refrac-
tion. In addition, suspended particles scatter the light waves and have their own radiative
properties. These different interaction mechanisms are discussed in this section.

8.4.1 Resonant Interactions

When an electromagnetic wave interacts with a gaseous molecule, it may excite the molecule to a
higher energy level and in the process transfer all or part of its energy to themolecule. Amolecule in
an excited state may drop to a state with a lower energy level and in the process emit energy in the
form of an electromagnetic wave. The energy levels of gaseous molecules are well defined and dis-
crete. Thus, the related interaction occurs at a very specific frequency leading to spectral lines. The
environmental factors, specifically temperature and pressure, lead to the broadening of these lines
to narrow bands.
The basic mechanisms behind the energy states of gaseous molecules are similar to what was

discussed in the case of solids (Chapters 2 and 3). Electronic energy levels result from the transfer
of electrons between different orbits. Vibrational energy levels result from the different vibrational
modes of the molecule. In addition, gaseous molecules have rotational energy states which corre-
spond to rotation of themolecule around different axes. On the other hand, the interactionmechan-
isms which were related to the crystalline structure in solids, such as crystal field effects,
semiconducting bands, and color centers, do not exist in the case of gases.
The lowest energy levels correspond to the rotational states. These levels depend on the three

principal moments of inertia of the molecule. Four types of rotating molecules exist, some of which
are shown in Figure 8.4:

1) All three principal moments of inertia are different. This is the case of H2O. The molecule is
called asymmetric top.

2) Two of the moments are equal. This is a symmetric top molecule.
3) All three moments are equal. This is the case of CH4. The molecule is called spherical top.
4) Two of the moments are equal and the third one is negligible. This is the case of a linear mol-

ecule such as CO2.

No energy transitions are allowed in the pure rotation spectrum for a molecule which possesses
no permanent dipole moment. The symmetric linear CO2 molecule is such an example.
To illustrate, let us consider the case of the water molecule and oxygen molecule; Figure 8.5

shows their rotational modes. The lowest spectral line for water vapor occurs at 22.2 GHz, the next
lowest one is at 183.3 GHz. Figure 8.6 shows the absorption spectrum of water vapor from 3 to 300
GHz at two pressure levels. An interesting observation is that as the pressure decreases, the absorp-
tion at the center of the line increases because the absorption from the same amount of water vapor
is now limited to a narrower band.
The oxygen molecule has no permanent electrical dipole moment but has a permanent magnetic

dipole moment resulting from the fact that two of the orbital electrons are unpaired. The two lowest
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spectral lines occur at 60 GHz (which is a band consisting of multiple lines) and 118.75
GHz (Fig. 8.7).
The absorption due to atmospheric oxygen andwater vapor dominates the resonant interaction of

waves in the Earth’s lower atmosphere across the microwave spectrum from 20 to 180 GHz.
In the upper atmosphere, the trace molecules play a more tangible role, and their spectral sig-

nature is usually very rich in spectral lines as shown in Figure 8.8.
In the more simple model of a diatomic molecule and elementary calculation of the energy levels,

the molecule can be regarded as a dumbbell consisting of twomasses at a fixed distance. Let I be the
moment of inertia relative to the axis perpendicular to the line connecting the two masses and
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Figure 8.6 Absorption spectrum of water vapor at two pressures: 1 bar and 0.1 bar, at temperature 273 K and
for a water vapor density of 1 g/m3. Source: Chahine et al. (1983). © 1983, American Society of Photogrammetry.
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intersecting it at the center of mass. In quantummechanics, it can be shown that the corresponding
rotational energy levels are given by

E =
h

8π2I
j j + 1 8 16

where j is the rotational quantum number (j= 0, 1, 2,…). The selection rule requires that transitions
can occur only between adjacent energy levels (i.e.,Δj=±1). Thus, the energy transfer for the tran-
sition from level j to j − 1 is:

ΔE j =
h

8π2I
j j + 1 − j− 1 j =

h
4π2I

j 8 17

which indicate that the spectrum consists of a series of equidistant lines.
The vibrational transitions correspond to significantly higher energy than the rotational transi-

tions. Thus, the corresponding spectral lines appear mainly in the infrared region. One of the most
important transitions used in atmospheric remote sensing is the 15 μm line of CO2, which corre-
sponds to the bending of the linear molecule.
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As amolecule vibrates, its effective moment of inertia varies. Thus, we would expect the presence
of a family of spectral lines around a vibrational line which corresponds to rotation–vibration inter-
actions. The rotational transitions appear as fine structure near the vibrational lines. This is clearly
seen in the spectrum of the CO2 molecule near the 15 μm band (wave number of 667 cm−1).
The electronic transitions correspond to the highest energies, and the corresponding spectral

lines are usually in the visible and ultraviolet part of the spectrum.

8.4.2 Spectral Line Shape

The spectral lines are not infinitely narrow. Line broadening results mainly from three factors:
excited state lifetime, pressure-induced collisions, and thermal motion.
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If an excited state has a lifetime τ, the spectral line will have a frequency width Δν at least
equal to:

Δν
1
2πτ

8 18

This can be derived by assuming the emission from an excited state to be a pulse with exponen-
tially decaying amplitude as a function of time. The Fourier transform of such a pulse will have a
spectral width given by (8.18).
The thermal motion of a molecule during emission or absorption of radiation gives rise to a Dop-

pler shift. Considering that the thermalmotion is random and themolecules’ velocity distribution is
related to the temperature, it is normal to expect that the thermal motion induces a broadening of
the spectral line. The resultant shape is given by:

k ν =
S

νD π
exp −

ν− ν0
νD

2

8 19

where S is a constant representing the total strength of the line S = ∞
0 k ν dν , ν0 is the center

frequency, and νD is the Doppler line width. νD is related to the gas temperature by:

νD =
ν0
c

2πRT
M

8 20

where

R = universal gas constant = k/M0 = 8314 JK−1 kg−1

M = molecular weight of the gas
T = temperature of the gas

The Doppler broadening dominates at high altitudes.
Another mechanism of line broadening results from pressure-induced collisions. This is given by

a Lorentz shape function:

k ν =
S
π

νL

ν− ν0
2 + ν2L

8 21

where νL is the Lorentz width. It is related to the mean time between collisions tc by

νL =
1

2πtc
8 22

The collision time in turn is inversely proportional to the pressure. Thus, νL is linearly propor-
tional to the pressure:

νL
P

=
νL P0

P0
= constant 8 23

The Lorentz broadening dominates at high pressure and thus is particularly important at low
altitudes. As shown in Figure 8.9a, the Lorentz broadening is slowly decaying and tends to have
broad wings in comparison to Doppler broadening.
To illustrate the relative variation of the Doppler broadening and the pressure broadening, let us

consider the lower 50 km of the Earth’s atmosphere. In this layer, the pressure varies by three orders
of magnitude, from 1 bar to 1 millibar, leading to a three orders of magnitude variation in the line
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broadening due to pressure. In comparison, the temperature varies by only 30%, between 300 K and
210 K. This leads to a change in the line broadening due to temperature of only about 14%. The
drastic change in the pressure broadening of spectral lines allows the use of this effect for sounding
of the atmospheric properties as a function of height.
It should be noted that the Doppler broadening is proportional to ν0. Thus, the Doppler effect will

become particularly significant in the visible and infrared region of the spectrum (Fig. 8.9b).

8.4.3 Nonresonant Absorption

As seen in Figure 8.6, there is significant absorption which still occurs between spectral bands. The
most common cause of absorption is a result of the slowly decaying wings of distant spectral lines.
The wings of the absorption lines, far away from the line center, fall off even slower than the Lor-
entz profile. However, the absorption does decrease significantly with pressure.

Doppler(a)

(b)
vL,D

vO

vL

h

Lorentz

3 2 1 0

Infrared

Submillimeter

Microwave

v – vO

vL

1 2 3

Figure 8.9 (a) Relative line shapes corresponding to Doppler broadening and Lorentz broadening. Both lines
have the same strength and νL = νD. (b) The behavior of νL and νD as a function of altitude.
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The two most used atmospheric transparent windows in the infrared are at 3.5–4.1 μm and
10.5–12.5 μm. The latter one is particularly important because it is centered near the peak emission
of a blackbody at typical Earth surface temperature. The main sources of absorption in the 11 μm
window are the wings of the CO2 lines at 15, 10.4, and 9.4 μm, and the wings of the neighboring
water vapor lines. The effect of the CO2 gas can be accuratelymodeled because it is uniformlymixed
and has a relatively constant distribution. The water vapor contribution is hard to model because of
its variability in space and time.
In the microwave region, continuous absorption is a result mainly of the water vapor (Fig. 8.6)

and to a lesser extent oxygen (Fig. 8.7). It is clearly apparent that most of the absorption occurs in
the lower atmosphere as a result of the high pressure and corresponding increase in the absorption
coefficient.
In the case of Venus, the continuous absorption in the microwave region is mainly due to carbon

dioxide and nitrogen (nitrogen absorption is also dominant for the Titan atmosphere), for which the
absorption coefficient is given by (Ho et al. 1966)

αa = 2 6107 f 2co2 + 0 25 f co2 fN2
+ 0 005 f 2N2

ν2P2

T2 8 24

where αa is in km−1, f is the volume mixing ratio, P is in atmosphere, ν in GHz, and T in K.
Figure 8.10 shows the total microwave absorption in the atmospheres of Venus and Titan.
If we consider a layer of gas of thickness dz and density ρ, the absorption through this layer is

αa dz = ρα dz 8 25

and the amount of intensity reduction encountered by an electromagnetic wave of intensity I is

dI = − αa dz I = − ρα dz I 8 26

αa is called the absorption extinction coefficient and α is called the absorption coefficient.
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Figure 8.10 Total microwave absorption in the atmospheres of (a) Venus and (b) Titan over the frequency
range from 1 to 30 GHz.
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8.4.4 Nonresonant Emission

If we consider an atmospheric layer of thickness dz and temperature T, thermal radiation will be
generated following Planck’s law:

dI = ψ t dz = αaB ν,T dz 8 27

where B(ν, T) is the Planck function:

B ν,T =
2hν3

c2
1

exp hν kT − 1
8 28

ψ t is called the thermal source term. The reader should be careful when comparing the above equa-
tion to the expressions of the Planck function in Equations (2.30) and (4.1), where it is expressed as a
function of wavelength λ. The transformation is given by

B ν dν = B λ dλ B ν =
λ2

c
B λ

and the spectral radiance B is related to the spectral emittance S by:

S = πB

In the case of planetary atmospheres, the temperature and constituent density are a function of
the altitude z. Thus, the thermal source term is expressed as

ψ t z = αa z B ν,T z 8 29

8.4.5 Wave Particle Interaction, Scattering

In the most simple case, atmospheric particles can be considered as small spheres. The rigorous
solution for the scattering of a plane monochromatic wave by a spherical dielectric particle with
a complex index of refraction n was derived by Mie. The expressions for the scattering cross
section and total extinction cross section are given by

σs =
λ2

2π

∞

m = 1

2m + 1 am n, q 2 + bm n, q 2 8 30

σE =
λ2

2π

∞

m = 1

2m + 1 Re am n, q + bm n, q 8 31

where am and bm are coefficients in the scattered field representing contributions from the induced
magnetic and electric dipoles, quadrupoles, and so on. These coefficients can be expressed in terms
of spherical Bessel functions with arguments q = πD/λ. D is the diameter of the sphere.
In the case of a small particle relative to the wavelength (q 1), the above scattering cross sec-

tions reduce to:

σs =
2
3
π5D6

λ4
K 2 8 32

σE =
π2D3

λ
Im −K +

2
3
π5D6

λ4
K 2 8 33

where K = (n2 − 1)/(n2 + 2). The absorption cross section σa is given by

σa = σE − σs 8 34
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If the atmospheric unit volume contains N particles of equal size, the medium is then character-
ized by a particles’ extinction coefficient αE given by:

αE = σEN 8 35

If the scattering particles have a size distribution given by N (r), then

αE = σE r N r dr 8 36

Similar expressions can be written for the scattering coefficient αs and the absorption coefficient
αa. In the above expressions, multiple scattering has been neglected.
When the wave scatters from a particle, the scattered intensity has an angular pattern called the

phase function p(θi, θs, ϕi, ϕs) where θi, ϕi are the angles of the incident wave and θs, ϕs are the
angles of the scattered wave. In simple terms, the phase function can be thought of as (1) the per-
centage of energy scattered per unit solid angle in a certain direction, (2) an angular weighting func-
tion for the scattered radiation, or (3) the equivalent of an antenna radiation pattern.

8.4.6 Wave Refraction

As a wave propagates in a medium, its speed differs from the wave speed in a vacuum due to inter-
action with the medium constituents. This is characterized by the medium index of refraction n,
which equals the ratio of the wave speed in a vacuum to the wave speed in the medium. Thus,
n is always greater than unity.
In the case of a gas mixture of oxygen, water vapor, and carbon dioxide similar to the Earth’s

atmosphere, the index of refraction for frequencies less than 200 GHz is given by

N = n− 1 106 = 0 0776
P
T

+ 373
e

T2 8 37

where e is the partial pressure of water vapor in bar, P is the total pressure in bar, andN is called the
refractivity. Under mean conditions P, e, and T decrease with height such that N decreases roughly
exponentially with height. Thus, the atmosphere can be considered as a spherically inhomogeneous
shell. A wave incident obliquely on the top of the atmosphere will refract and therefore has a curved
trajectory as it propagates through the atmosphere. This effect is used in occultation experiments to
derive information about planetary atmospheres.

8.5 Optical Thickness

Let us consider an atmospheric thin slab of thickness D. An incident monochromatic wave will be
partially scattered and absorbed as it propagates through the slab. If α is the total extinction coef-
ficient (including absorption and scattering), the intensity loss is

dI = − αI dz I z = I0e
− αz 8 38

At the output of the slab, the intensity is

I D = I0e
− αD 8 39

The slab is thus characterized by a transmission coefficient

T = e− αD 8 40
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The term αD is usually called the slab optical thickness τ. If the slab is inhomogeneous
(i.e., α varies with altitude z) and covers the altitudes from z1 to z2, then the slab optical thickness
is:

τ ν, z1, z2 =
z2

z1

α ν, z dz 8 41

and the slab transmission coefficient is given by

T ν = e− τ 8 42

The total normal optical thickness of a planet’s atmosphere is given by

τ ν =
∞

0
α ν, z dz 8 43

The optical thickness at an altitude z is defined as

τ ν, z =
∞

z
α ν, ζ dζ 8 44

In the case where the wave is oblique, at an incidence angle θ, then

τ θ, ν, z =
τ ν, z
cos θ

8 45

If the extinction coefficient α decreases exponentially with altitude:

α ν, z = α ν, 0 exp
− z
H

8 46

The optical thickness is then

τ ν, z =
∞

z
α ν, 0 exp

− ζ

H
dζ = Hα ν, 0 exp

− z
H

8 47

and

τ ν, 0 = Hα ν, 0 8 48

If an atmosphere consists of a mixture of gases and particles, the total optical thickness is equal to
the sum of the individual optical thicknesses

τ =
g
τg +

p
τp 8 49

The “optical thickness” is a parameter that is very widely used to characterize atmospheres.

8.6 Radiative Transfer Equation

The radiative transfer equation is the fundamental equation describing the propagation of electro-
magnetic radiation in a scattering and absorbing medium. At a given point in the medium, the
change in the intensity I(z, θ, ϕ) as the wave traverses a distance dz in the direction (θ, ϕ) consists
of the following elements (see Fig. 8.11):

8.6 Radiative Transfer Equation 393



Thewave is attenuated due to absorption in the gas and the suspended particles. This corresponds
to change of the wave energy to heat. The corresponding intensity loss is given by

dI
dz

= − αaI 8 50

where αa is the sum of the absorption coefficient of all the gases and particles in the medium.
Some of the wave energy is scattered by the particles, which results in a loss of intensity in the (θ,

ϕ) direction even though the total wave energy is conserved. The corresponding intensity loss is
given by:

dI
dz

= − αsI 8 51

Some energy is added to the wave as a result of thermal emission from the medium. This source
term is given by

dI
dz

= ψ t z = + αaB ν,T 8 52

Some energy is added to the wave in the (θ, ϕ) direction as a result of scattering of waves incident
from other directions. This source term is given by

dI
dz

= ψ s = αs z J θ,ϕ 8 53

Absorption

Scattering

Scattering source

Emission source

dz

Figure 8.11 The different elements that contribute to the radiation transfer equation.
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where

J θ,ϕ =
1
4π

4π

0
I θ ,ϕ p θ , θ,ϕ ,ϕ dΩ

In the above expression, p is the scattering phase function which describes the angular distribu-
tion of the scattered field.
Therefore, the radiative transfer equation can be written as

dI
dz

= − αaI − αsI + αaB + αsJ 8 54

or, in a more simplified form,

dI
dz

= − α z I + ψ z, θ,ϕ 8 55

where the loss terms and the source terms are combined.
The radiative equation is often written using themedium elementary optical thickness dτ=−α dz

as a variable. From Equation (8.54), we can write:

dI
dτ

= + I −
αa
α
B−

αs
α
J 8 56

or

dI
dτ

= + I − 1−ω B−ωJ 8 57

where

ω =
αs
α

The solution of the radiative transfer equation is very involved in the general case, and usually
simplifying assumptions and numerical methods are used. The reader is referred to the book by
Chandrasekhar, Radiative Transfer, for a good study of the solution methods.
The radiative equation solutions become evenmore involved when the polarization of the wave is

also included. In this case, three additional parameters have to be accounted for in addition to the
wave intensity. These are degree of polarization, polarization plane, and ellipticity.
Most of the techniques used in practical remote sensing situations use numerical methods. One

such technique is the Monte Carlo technique, in which photons are followed through the atmos-
phere as they get absorbed and scattered in a probabilistic sense. This method can be used with
homogeneous as well as inhomogeneous atmospheres.

8.7 Case of a Nonscattering Plane Parallel Atmosphere

To illustrate, let us consider the case of a nonscattering atmosphere where the geometry is plane
parallel (see Fig. 8.12). Let us consider the case of a wave propagating at an angle θ relative to the
vertical. We assume that the semi-infinite atmosphere is bounded at z = 0, which is also the origin
for the optical thickness variable (τ = 0). The radiative transfer equation can be written as

cos θ
dI
dτ

= I τ, θ −B
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or

μ
dI
dτ

= I τ, μ −ψ τ, μ 8 58

where μ= cos θ and ψ is the source term (ψ = ψτ/αa). The solution of the above equation is given by:

I τ, μ = Aeτ μ +
1
μ

τ0

τ
ψ η, μ e τ− η μ dη 8 59

where A and τ0 are constants. τ varies from τ = 0 to τ = τm, where τm is the optical thickness of the
total atmospheric layer.
In the case of inward radiation from the atmosphere toward the surface, the total intensity at level

τ is

I τ, μ =
1
μ

∞

τ
ψ η, μ e τ− η μ dη 8 60

In the case of outward radiation toward space, then

I τ, − μ = I 0, − μ e− τ μ +
1
μ

τ

0
ψ η, − μ e− τ− η μ dη 8 61

and if the observing point is above the atmosphere, then

I τm, − μ = I 0, − μ e− τm μ +
1
μ

τm

0
ψ η, − μ e− τ− η μ dμ 8 62

where I(0,−μ) is the intensity of the upward radiation in the direction μ at the surface, and τm is the
total optical thickness of the atmosphere.

8.8 Basic Concepts of Atmospheric Remote Sounding

The techniques of atmospheric sounding can be divided into three general categories: occultation,
scattering, and emission.

Top of atmosphere

Z

Z → ∞

Z

τ = τm

τ = 0
Z = 0

τ

Figure 8.12 Geometry for the case of a plane parallel atmosphere.
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In the case of occultation techniques, the approach is tomeasure the changes that the atmosphere
impinges on a signal of known characteristics as this signal propagates through a portion of the
atmosphere. The signal source can be the sun, a star, or a man-made source such as a radio or radar
transmitter. The geometry corresponds usually to limb sounding. Figure 8.13a shows the case in
which the sun is used as a source, whereas Figure 8.13b shows the case in which a spacecraft radio
transmitter is the source. This latter case is commonly used in planetary occultation. A special con-
figuration is shown in Figure 8.13c in which the surface is used as a mirror to allow the signal to
pass through the total atmosphere twice.
In the case of scattering, the approach is to measure the characteristics of the scattered waves in a

direction or directions away from the incident wave direction. The source can be the sun, as in
Figure 8.13d, or man-made, as in Figure 8.13e.
In the case of emission, the radiation source is the atmosphere itself (Fig. 8.13f and g), and the

sensor measures the spectral characteristics and intensity of the emitted radiation.
The different atmospheric sounding techniques aim at measuring the spatial and temporal var-

iations of the atmospheric properties, specifically temperature profile, constituents nature and con-
centration, pressure, wind, and density profile. In the rest of this section, the techniques used for
measuring these properties are briefly described in order to give an overview of the following three
chapters.

8.8.1 Basic Concept of Temperature Sounding

If a sensor measures the radiation emitted from gases whose distribution is well known, such as
carbon dioxide or molecular oxygen in the Earth’s atmosphere, then the radiance can be used
to derive the temperature (Equation 8.29). At first glance, it seems that only the mean temperature
can be derived because the radiation detected at any instant of time is a composite of waves emitted
from all the different layers in the atmospheres. However, if we can measure the radiance variation
as a function of frequency near a spectral line, the temperature vertical profile can be derived. This
can be explained as follows:
The contribution from the layers at the top of the atmosphere is very small because the density

(i.e., number of radiating molecules) is low. As we go deeper in the atmosphere, the contribution
increases because of the higher atmospheric density. However, for the deep layers which are near
the surface, even though the radiation source is the largest, the emitted radiation has to traverse the
whole atmosphere, where it gets absorbed. Thus, its net contribution to the total radiance is small.
This implies that, for a certain atmospheric optical thickness, there is an optimum altitude layer for
which the combination of gas density (i.e., source strength) and attenuation above it are such that
this layer contributesmost to the total radiance. If the optical thickness changes, then the altitude of
the peak contribution changes. Thus, if we observe the radiance at a number of neighboring fre-
quencies for which the optical thickness varies over a wide range (this occurs when we look around
an absorption spectral band), the altitude of the contribution peak will vary, thus allowing temper-
ature measurement at different altitudes. This technique will be formulated quantitatively and dis-
cussed in detail in Chapter 9.
In order to get an accurate temperature profile, the absorption band used should have the follow-

ing properties:

The emitting constituent should have a known mixing ratio and preferably be uniformly
mixed in the atmosphere. This is the case for molecular oxygen and carbon dioxide in
the Earth’s atmosphere up to 100 km. The most commonly used bands are the 60 GHz band
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for oxygen and the 15 and 3.4 μm infrared bands for carbon dioxide. In the case of the Mar-
tian and Venusian atmospheres, CO2 infrared bands can be used. In the case of Jupiter,
methane is uniformly mixed and its 7.7 μm infrared line can be used.

The absorption band involved should not be overlapped by bands from other atmospheric
constituents. The 60 GHz oxygen line in the Earth’s atmosphere, the 15 μmCO2 line in the
Earth, Mars, and Venus atmospheres, and the 7.7 μmCH4 line in the Jovian atmosphere sat-
isfy this requirement.

Local thermodynamic equilibrium should apply so that the Planck emission law is appro-
priate. This is usually the case in the lower 80 km of the Earth’s atmosphere.

The wavelength should be long enough such that the scattered solar radiation is insignificant
compared to the thermal emission. This is always the case in the microwave, millimeter, and
thermal infrared part of the spectrum.

Sensor

Sun

Sun

(a) (b)

(c)

(f) (g)

(d) (e)

Spacecraft

Figure 8.13 Different configurations for atmospheric sounding (see text for explanation).
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8.8.2 Basic Concept for Composition Sounding

The identification of atmospheric constituents is usually based on detecting the presence of a spec-
tral line or lines associated with a certain molecule. The spectral signature is in effect the “finger-
print” of a gaseous constituent.
In order to determine the abundance of a constituent, a more detailed analysis of the spectral

signature is required. The line strength is usually related to the number density of molecules. This
usually requires knowledge of the local pressure and temperature. Once the temperature is derived
using the radiance from a homogeneously mixed constituent as discussed earlier, then by measur-
ing the spectral radiance around other spectral lines, the corresponding abundance profiles can be
derived. The “sounding” spectral lines should satisfy the same properties discussed in the previous
section except for the first one, which is relevant only to temperature sounding.

8.8.3 Basic Concept for Pressure Sounding

The total columnar absorption is strongly related to the columnar mass of a constituent in the
atmosphere, particularly near a resonant line of the constituent. If the constituent is homogene-
ously mixed in the atmosphere, its total mass is then directly proportional to the surface pressure.
Thus, surface pressure sounding can be achieved by devising a technique to measure the total
columnar absorption of a homogeneously mixed gas such as oxygen in the Earth’s atmosphere.

8.8.4 Basic Concept of Density Measurement

The atmospheric refractivity N is directly proportional to the atmospheric density. Thus, one
approach is to derive the refractivity profile as a function of altitude. This is done to derive the den-
sity profile of planetary atmospheres using the refraction of the radio communication signal as
orbiting or flyby spacecrafts are occulted by the atmosphere. The radio occultation technique is dis-
cussed in more detail in Chapter 9.

8.8.5 Basic Concept of Wind Measurement

The simplest technique for wind measurement is to take a time series of cloud photographs, which
would allow derivation of the wind field at cloud level. In order to get the wind field at any other
altitudes, the Doppler effect is used. The Multi-angle Imaging SpectroRadiometer (MISR) instru-
ment that flies on the Terra spacecraft uses a series of images taken forward and aft of the spacecraft
at different look angles and image-matching algorithms tomeasure vector winds at the cloud levels.
Any molecule in motion will have its spectral line shifted by the Doppler effect. The Doppler shift

is equal to

Δν =
V
λ
cos θ

where λ is the line wavelength and V cos θ is the molecule velocity along the line of observation.
Thus, by accurately measuring the line center for a known atmospheric constituent and comparing
it to the frequency of the line for the same constituent in a static case, one of the velocity compo-
nents can be derived. To illustrate, if a carbon dioxide molecule is moving at a line of sight velocity
of 1 m/sec, the 15 μm line will have a frequency shift of

Δν =
1

15 × 10− 6 66 7 kHz
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which is small but measurable. If we use the oxygen line at 60 GHz, then

Δν =
1

5 × 10− 3 = 200 Hz

Another technique for wind measurement, also based on the Doppler effect, uses the scattered
wave from an illuminating laser or radar beam. The incident wave is scattered by moving particles
and the returned signal is shifted by a frequency Δν given by:

Δν =
2V
λ

cos θ

The returned signal is thenmixedwith a reference identical to the transmitted signal to derive the
Doppler shift.

Exercises

8.1 A planetary atmosphere is composed of two gases, G1 and G2. The molecular weight of gas G2

is half that of gas G1. At a height of 10 km the number densities of the two gases were meas-
ured to be equal. Assuming that the scale height of gasG1 is 15 km and that the temperature is
constant in altitude, then:
a) Calculate the scale height of gas G2.
b) Calculate the ratio of number densities of gas G1–G2 at the surface.
c) Calculate the ratio at altitude of 30 km.
d) Calculate the ratio of the total number of atoms of gas G1 above 30 km to the total number

of atoms of gas G2 above 30 km.
e) Calculate the ratio of the total mass of the two gases.
f) Calculate the altitude at which the total mass is 1% of the mass at the surface.

8.2 A planetary atmosphere is characterized with a scale heightH and a surface number densityN
(0). A photon flux F0 at a certain wavelength strikes the top of the atmosphere. If σ is the
absorption cross section in m2 of the atmospheric gas, calculate:
a) The flux at altitudes 2H, H, H/2 and the surface.
b) The ratio of the flux at a certain height h to the flux at height h + H.

8.3 Let us assume that the scale height is a linear function of altitude:

H = H0 + ah

whereH0 and a are constants. Give the expression of the number density and the pressure as
a function of altitude. Compare the two cases where H0 = 10 km, a = 0.5, and H0 = 1
km, a = 0.

8.4 Derive the analytical expression, then calculate the ratio of σs/σa over the wavelength region
0.1 μm ≤ λ ≤ 10 μm for the case of particles characterized by the following radius and index of
refraction:
a) r = 0.5 μm, n = 1.5 + i0.001
b) r = 0.5 μm, n = 1.5 + i0.01
c) r = 2.0 μm, n = 1.5 + i0.001
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d) r = 2.0 μm, n = 1.5 + i0.01
Assume that the imaginary part of the index of refraction is much smaller than the real part.

8.5 Repeat the previous exercise for the wavelength region 1 cm ≤ λ ≤ 10 cm and for
a) r = 1mm, n = 7 + i1
b) r = 1mm, n = 2 + i0.01

8.6 Using expressions (8.19) and (8.21) for the Doppler and Lorentz line shape broadening, cal-
culate the pressure in the atmosphere at which the half amplitude width due to collision
broadening is equal to that due to Doppler broadening for the following spectral lines:
a) Carbon dioxide line at 15 μm.
b) Water vapor line at 6.25 μm.
c) Water vapor line at 0.1 mm.
Assume that all lines have collision broadening half width of Δν = 3GHz at the surface

pressure of 1 bar. Also, assume that M = 29 and T = 273 K.
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9

Atmospheric Remote Sensing in the Microwave Region

Microwave sensors are used in a wide variety of configurations to sound atmospheric properties.
Passive microwave sensors are used to measure the emitted thermal radiation and derive from
it the atmospheric temperature profile and the distribution of some atmospheric constituents such
as water vapor. Active microwave sensors are used to map precipitation and to measure surface
pressure. Occultation techniques are used to derive the density profile of planetary atmospheres.
One of the key advantages of using the microwave part of the spectrum is the fact that it is usually
insensitive to the presence of clouds, particularly at the lower part of the spectral region, thus allow-
ing the sounding of cloudy atmospheres. In the upper part of the microwave spectral region, the
effect of the clouds becomes significant.

9.1 Microwave Interactions with Atmospheric Gases

The interaction ofmicrowave radiation with atmospheric gases can be divided into twomajor types:
(1) resonant interactions which are spectrally localized to narrow frequency bands that correspond
mainly to the rotational energy levels, and in some cases vibrational levels, of the constituent mole-
cules; and (2) nonresonant interactions which depend on the bulk properties of the gas and result in
the wave propagating at a speed less than in a vacuum. This, in turn, results in wave refraction. In
addition, continuous absorption takes place.
A number of atmospheric molecules have microwave spectral lines, the most prominent ones

being water vapor (H2O) and oxygen (O2). Water vapor has rotational spectral lines at 22.235
and 183.3 GHz (see Fig. 8.6). Oxygen has a series of rotational spectral lines which combine into
a band with a peak near 60 GHz and a single line at 118.75 GHz (see Fig. 8.7). Because oxygen
is homogeneously mixed in the Earth’s atmosphere, the emission near its spectral lines is used
to sound the temperature profile. In addition, ozone has a number of absorption lines below
100 GHz, but they are weak compared to the H2O and O2 lines.
In the regions between the spectral lines, absorption of microwave radiation results from the far

wings of the water vapor and oxygen spectral lines as well as nonresonant interactions which trans-
fer wave energy to heat as a result of collisions. Figure 9.1 shows the opacity for a “standard” Earth
atmosphere in the tropics (300 K surface temperature and 4 g/cm2 of precipitable water) and the
arctic (249 K surface temperature and 0.2 g/cm2 of precipitable water). It is apparent that even
far away from the spectral lines, significant absorption still takes place. In the case of planetary
atmospheres, the continuum absorption plays a significant role. This is shown in Fig. 8.10 for Venus
and Titan, where nitrogen is the main absorbing molecule.
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The microwave emission from the atmospheric gases follows the Rayleigh–Jeans approximation
of Planck’s law (hν kT). This implies that the spectral radiance for a blackbody can be written as:

B ν,T =
2kTν2

c2
9 1

9.2 Basic Concept of Downlooking Sensors

Let us consider a sensor downlooking on a scatter-free plane parallel atmosphere (see Fig. 9.2). An
elementary layer of thickness dz at altitude z will have its spectral radiance given by

ΔB = α ν, z B ν,T dz 9 2

As the emitted wave propagates upward toward the sensor, it gets partially absorbed by
the atmospheric layers at higher altitude. Thus, the effective spectral radiance observed by the sen-
sor is

ΔBe = ΔB e− τ ν,z 9 3

where τ(ν, z) is the optical thickness of the atmosphere above z and is given by

τ ν, z =
∞

z
α ν, ζ dζ 9 4
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Thus, the total spectral radiance of the atmosphere is given by

Ba ν =
∞

0
α ν, z B ν,T z e− τ ν,z dz 9 5

The sensor observes a spectral radiance Bt (ν) equal to

Bt ν = Ba ν + Bs ν e− τm ν 9 6

where Bs(ν) is the surface radiance and τm is the total atmosphere optical thickness at the frequency
of observation.
In the case of the Rayleigh–Jeans approximation, which is valid across the microwave spectrum,

Equations (9.5) and (9.6) can be expressed in terms of the effective brightness temperature Tt (ν)
observed by the sensor, which is defined as

Bt ν =
2kν2

c2
Tt ν 9 7

Replacing B[ν, T(z)] in (9.5) by its expression from (9.1), we get

Tt ν = Ta ν + Ts ν e− τm ν

and

Ta ν =
∞

0
α ν, z T z exp −

∞

z
α ν, ζ dζ dz 9 8

which can be written as:

Ta ν =
∞

0
W ν, z T z dz 9 9

Top of atmosphere

dz

T(z)

TS

z

Surface

Figure 9.2 Geometry for calculating the observed microwave brightness temperature.
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where Ts(ν) is the surface brightness temperature (i.e., physical temperature multiplied by the sur-
face emissivity), T(z) is the atmosphere temperature profile, and W(ν, z) is a weighting function
given by:

W ν, z = α ν, z exp −
∞

z
α ν, ζ dζ

The sensor measures Tt(ν) as a function of frequency. The objective is to derive from these mea-
surements’ information about the atmosphere temperature profile T(z) and the constituents’ den-
sity profile, which is directly related to α(ν, z).

9.2.1 Temperature Sounding

In order to be able to derive the temperature profile in the lower atmosphere, the brightness tem-
perature is observed around the emission line or band of an atmospheric constituent, which is
homogeneously mixed in the atmosphere. Oxygen is such a constituent in the Earth’s atmosphere.
The absorption coefficient for a pressure-broadened line is related to the constituent density ρc

and the observation frequency in a nonstraightforward manner. It is proportional to the product of
the density and the line shape (Equation 8.21), which, in turn, is a function of the atmospheric den-
sity ρa (because the Lorentz line width νL is related to the pressure). Near the line center (ν ν0),
we have:

α
ρc
νL

ρc
ρa

For a homogeneously mixed constituent such as oxygen, this ratio is independent of height. Far
away from the line center (ν − ν0 νL), we have:

α ρcνL ρcρa

For a homogeneously mixed constituent, this product is proportional to ρ2c or ρ
2
a.

To illustrate the basic principle of atmospheric temperature sounding in a simple analytical fash-
ion, let us consider the simplified case where α is proportional to ρa. Let us first take the case of an
exponentially decaying atmospheric density as a function of altitude. Then:

α ν, z = α0 ν e− z H 9 10

Thus, from Equation (9.9), we have

Ta ν = α0 ν
∞

0
T z e− z H exp − α0 ν

∞

z
e− ζ H dζ dz

Ta ν = α0 ν
∞

0
T z exp −

z
H

− α0 ν He− z H dz
9 11

which can be written as

Ta ν =
∞

0
W ν, z T z dz 9 12

where

W ν, z = α0 ν exp −
z
H

− τm ν e− z H 9 13
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and

τm ν = α0 ν H

Equation (9.12) shows that the observed temperature is equal to the integral of the atmospheric
temperature multiplied by a weighting function W(ν, z), which is a function of the observing fre-
quency. Figures 9.3 and 9.4 show the general behavior ofW(ν, z), which is discussed in more detail
in Appendix C. The following observations can be made:
Most of the contribution is from a limited altitude region. This effect is to be expected, as

explained in Section 8.1 of Chapter 8.
The altitude location of the region of maximum contribution varies with τm(ν) and is given by

zM ν = H log τm 9 14

Thus, by measuring the observed brightness at a wide range of τms, the peaks of the correspond-
ing weighting functions will cover a wide range of altitudes, allowing one to retrieve the temper-
ature profile with altitude. The τms can be changed by using different observing frequencies on the
wings of a spectral line. Since we are operating on the wings of the line, changing the frequency
changes the amount of absorption, and therefore changes τm.
In the case of oxygen, the 60 GHz band is commonly used. This band extends over about a 10

GHz region. At high altitudes (>50 km), Zeeman splitting of the O2 lines becomes dominant,

W
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α0e– τm

eτm
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Figure 9.3 Behavior of the weighting functionW(ν, z) corresponding to an exponentially decaying atmosphere
for different values of the τm for a downlooking sensor.
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complicating matters significantly. At low altitudes and for observation frequencies far on the
wings of the band, the absorption coefficient is proportional to the square of the atmospheric den-
sity, as discussed earlier. In the case of the exponential atmosphere, α is thus proportional to
exp (−2z/H) and the above derivation is still valid with H replaced by H/2.
If we assume a linearly decaying atmosphere and an absorption coefficient proportional to the

density such that:

α ν, z = α0 ν 1−
z
H

for z < H

α ν, z = 0 for z > H
9 15

the weighting function will have the same general behavior as illustrated in Fig. 9.4. By using the
actual profile of the Earth’s atmosphere, and the correct expression for the absorption coefficient
including the line shape, the weighting function corresponding to oxygen emission is illustrated in
Fig. 9.5, which shows a similar bell-shaped behavior.

9.2.2 Constituent Density Profile: Case of Water Vapor

Let us consider the situation where the temperature profile is known and the variable looked for is
the density profile of one of the atmospheric constituents. This is usually the case for water vapor
measurement in the Earth’s atmosphere. In this case, brightness temperature measurements are
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Figure 9.4 Behavior ofW(ν, z) corresponding to a linearly decaying atmosphere for different values of τm for a
downlooking sensor.
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acquired near the water vapor line at 22 GHz and in neighboring spectral regions where the atmos-
phere is semitransparent.
The absorption coefficient of water vapor near the 22 GHz line is given by (Waters, 1976):

α = ρf T,P, ν 9 16

where

f
ν2Δν
T3 2

718 e− 644 T

T
1

ν− ν0
2 + 4ν2Δν2

+ 2 7 × 10− 6

ρ = water vapor density in g m3

ν0 = 22 235 GHz

P = total pressure in bar

T = temperature in K

ν = frequency in GHz

Δν 2 6P 318 T 0 6 in GHz

α = absorption coefficient in m− 1
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Figure 9.5 Temperature weighting functions as a function of altitude above the surface for observations from
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Temperature weighting functions as a function of altitude above the surface for observations from space which
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The total atmospheric opacity or optical thickness is given by

τ ν =
∞

0
ρ z f T z ,P z , ν dz 9 17

Thus, f(z, ν) acts like a weighting function, which applies for both uplooking and downlooking
sensors. The total opacity can be determined by measuring the attenuation from a known source
such as the sun or looking at the emission from a surface with known or easily measurable tem-
perature such as the ocean. Figure 9.6 shows the weighting functions for water vapor. Their general
behavior can be derived by looking at the variation in the shape of pressure-broadened spectral
lines as a function of pressure (e.g., altitude).
Figure 9.7 shows in a simplified form the shape of the spectral line as a function of pressure. The

following can be observed:
Very close to the center of the line (location A), the absorption coefficient increases as the pres-

sure decreases for the same concentration of water vapor. Thus, the weighting function increases as
a function of altitude. This is consistent with the 22.23 GHz curve in Fig. 9.6.
Far out on the line wing (location C), the absorption coefficient decreases with the pressure, lead-

ing to a decreasing weighting function as a function of altitude. This is consistent with the 19 GHz
curve in Fig. 9.6.
At the intermediate location (B), the absorption coefficient first increases and then decreases as

the pressure (altitude) decreases. This corresponds to the 21.9 GHz line in Fig. 9.6.
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This behavior can be visualized quantitatively by considering the change of the absorption coef-
ficient as a function of the Lorentz width νL. From Equation (8.21), we have:

k =
S
π

νL

ν− ν0
2 + ν2L

9 18

For a fixed observing frequency ν, the behavior of k as a function of νL (i.e., pressure or altitude) is
shown in Fig. 9.8. The three curves correspond to the three frequency lines shown in Fig. 9.7 and the
three brightness weighting functions in Fig. 9.6. An important fact is that, for ν− ν0 at intermediate
values, the absorption function has a bell-shaped curve, indicating that most of the absorption (or
emission) at a certain frequency is localized in a well-defined atmospheric layer centered around
the altitude where

νL = ν− ν0 P = P0
ν− ν0
νL P0

9 19

9.3 Basic Concept for Uplooking Sensors

Considering the geometry shown in Fig. 9.2, the spectral emittance observed by an uplooking sen-
sor will have the same expression as in (9.5), except in this case

τ ν, z =
z

0
α ν, ζ dζ 9 20

v3 v2 v1

v3 v2 v1
v

ρ ρ ρ

C

B A

Figure 9.7 Behavior of a pressure-broadened spectral line as the pressure changes. The upper curves show
the change of the absorption as a function of pressure for three different frequencies.
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because the emitted wave is absorbed by the layers below the elementary source layer. Thus, the
expression for the brightness temperature becomes (from 9.4)

Ta ν =
∞

0
α ν, z T z exp −

z

0
α ν, ζ dζ dz 9 21

Taking again the simple case of an exponentially decaying atmosphere and an absorption coef-
ficient proportional to the density, the temperature weighting function is given by:

W ν, z = α0 ν exp − τm ν − z H + τm ν e− z H 9 22

Figure 9.9 shows the behavior ofW(ν, z). It is consistent with the fact that the lower layers provide
the strongest emission, which is also the least attenuated, while the higher layers provide low emis-
sion, which in addition is highly attenuated by the lower layers before it reaches the sensor. Similar
behavior for W(ν, z) is derived in the case of a linear atmosphere.
Figure 9.10 shows the uplooking weighting functions of oxygen emission near the 60 GHz band

using the correct dependence of α on the density.

9.4 Basic Concept for Limblooking Sensors

Limblooking geometry is used in sensing the tenuous upper atmosphere. In this geometry, the sen-
sor is looking through a large volume extending many hundreds of kilometers horizontally
(Fig. 9.11), and the total mass of the upper atmosphere within the observation field of view is sig-
nificantly larger than in the case of the downlooking sensor. This allows much better sensitivity to
the emission from trace constituents such as CO, NO, N2O, and ClO.
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Figure 9.8 Behavior of k as a function of νL for fixed value of ν − ν0.
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The weighting functions for a limblooking sensor are derived in a similar fashion as a downlook-
ing sensor taking into account the different geometry. Assuming a spherical geometry, if we con-
sider a spherical layer (shell) of thickness dz, its elementary spectral emittance is given by (see
Fig. 9.11):

ΔB = α ν, z B ν,T dx 9 23
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Figure 9.9 Behavior of the weighting function for an upward-looking sensor.
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and

dx = z + R z + R 2
− h + R 2 dz = g z, h dz 9 24

ΔB = α ν, z B ν,T g z, h dz 9 25

h is called the tangent altitude, and R is the planet radius. The effective spectral emittance observed
by the sensor is

ΔBe = ΔB e− τ1 ν,z + e− τ2 ν,z 9 26

where

τ1 ν, z =
∞

z
α ν, ζ g ζ,h dζ 9 27

τ2 ν, z =
z

h
α ν, ζ g ζ, h dζ +

∞

h
α ν, ζ g ζ, h dζ 9 28

The first term corresponds to the emission from the layer section nearer to the sensor while the
second term corresponds to the layer section away from the sensor (see Fig. 9.11), which is seen
through a much thicker atmosphere. The total spectral radiance is then given by (see 9.5)

Ba ν =
∞

h
α ν, z B ν,T z g z, h e− τ1 ν,z + e− τ2 ν,z dz 9 29

and the corresponding brightness temperature is

Ta ν, h =
∞

h
α ν, z T z g z, h e− τ1 ν,z + e− τ2 ν,z dz 9 30

Toward
sensor

dz
dx

x
zh

R

Figure 9.11 Geometry for a limb sounder.
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which can be written as

Ta ν,h =
∞

0
W ν, h, z T z dz 9 31

where the weighting function is given by

W ν, h, z = α ν, z g z,h e− τ1 ν,z + e− τ2 ν, z for z > h

W ν, h, z = 0 for z < h
9 32

Figure 9.12a shows the temperature weighting functions for an infinitesimal pencil-beam sensor
looking at a tangent altitude of 12 km for the emission near the 118 GHz oxygen line. Very close to
the center of the line, it is apparent that most of the contribution comes from the upper layers. The
contribution from the deep layers is minimal because of the absorption in the higher ones. As the
observation frequency moves away from the line center, the main contribution comes from deeper
and deeper layers, similar to the case of downlooking sensors. In actuality, observations are con-
ducted by operating in the optically thin region and scanning the sensor field of view. This allows a
good height resolution. Figure 9.12b compares the downlooking and limblooking weighting func-
tions for a specie with constant volume mixing ratio.
The two Microwave Limb Sounding (MLS) instruments flown on the Upper Atmosphere

Research Satellite (UARS) and the Aura Satellite are examples of limb sounders that operate in
the microwave region. The UARS was launched in 1991, and Aura was launched in 2004. The
UARS MLS instrument was the first application of the microwave limb sounding technique from
a long-term satellite in space. This instrument uses double-sideband heterodyne radiometers that
operate near 63 GHz (measures stratospheric pressure, but also provide stratospheric temperature),
205 GHz (measures stratospheric ClO, O3, and H2O2), and 183 GHz (measures stratospheric and
mesospheric H2O and O3). Limb scans are performed every 65 seconds along track. Figure 9.13
shows examples of ClO and O3 measurements from the UARS MLS instrument.
Advances in microwave technology, as well as the experience gained from the UARS MLS mea-

surements, allowed several improvements to be incorporated into the MLS instrument on the
AURA satellite. This instrument operates at frequencies near 118, 190, 240, 640, and 2500 GHz,
and provides more measurements at better precision than the UARS MLS. The improved technol-
ogy that allows measurements at the higher frequencies is particularly important because more
molecules have spectral lines at these frequencies, and spectral lines are stronger and provide
greater instantaneous spectral bandwidth for measurements at lower altitudes. In addition, the
polar orbit of the Aura satellite allows near-global coverage of these measurements. The vertical
resolution of the EOSMLS instrument is generally in the 2–3 km range. Limb scans are taken every
approximately 165 km along track, which is about three times more often than in the case of the
UARS MLS instrument. The nominal scan range is expected to be from about 2 to 60 km above the
surface.

9.5 Inversion Concepts

A passive microwave sensor measures the total emission radiated by the different atmospheric
layers with a certain weighting function. This leads to the integral equations in (9.5), (9.9), and
(9.12). Thus, in order to derive vertical profiles of temperature or constituents’ density from the
sensor spectral measurements, inversion techniques (also called retrieval techniques) have to be
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used. The detailed study of these techniques is beyond the scope of this text. Only the basic concept
is discussed here in its most simple form. The reader is referred to the books by Houghton et al.
(1984) and Ulaby et al. (1986) for a comprehensive discussion of retrieval theory.
Let us use the case of Equation (9.12) for illustration. Let us divide the atmosphere into N layers

each of constant temperature and of equal thickness Δz. The nth layer is centered at zn and has a
temperature Tn. In this case, Equation (9.12) becomes

Ta ν =
N

n = 1

W ν, zn TnΔz 9 33

If the brightness temperature is measured at M different frequencies νm, then we can write

Tam =
N

n = 1

WnmTn 9 34

C1O and O3 (column abundances) from UARS MLS

C1O O3

O3

15 Sep 1992

C1O 15 Sep 1993

Figure 9.13 Examples of ClO and O3 measurements made with the MLS instrument on the UARS satellite.
Source: UARS MLS. © Caltech/JPL.
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where Tam = Ta(νm) and Wnm = W(νm, zn)Δz. The above equation can be written in a matrix
form as:

Ta = WT 9 35

where Ta is a column vector ofM elements containing theMmeasured brightness temperatures,W
is a matrix of M × N elements containing the weighting function values for frequency νm and alti-

tude zn, and T is an unknown N elements vector. In order not to have an underdefined situation,M
must be equal to or larger than N, thus implying that the “granularity” of the temperature profile is

driven by the number of measurement frequencies. The solution for T is:

T = WtW − 1 WtTa 9 36

where Wt is the transpose of W (Franklin, 1968).
More generally, the temperature profile can be written as a series expansion

T z =
J

j = 1

a jF j z 9 37

where Fj’s are known polynomials or sines and cosines, and the aj’s are the unknown coefficients.
Equation (9.12) can then be written as

Ta ν =
J

j = 1

a j

∞

0
W ν, z F j z dz =

J

j = 1

a jH j ν 9 38

Again, by making measurements at a number of frequencies and using the same matrix formu-
lation as above, the aj’s can be derived.
Unfortunately, the above simple methods are not fully satisfactory in actual situations where the

number of observations is limited and experimental errors exist. This has led to the use of a number
of techniques which rely on some predetermined knowledge of the mean behavior of the atmos-
pheric profile. The reader is referred to the reference list at the end of the chapter for further study of
these techniques.

9.6 Basic Elements of Passive Microwave Sensors

The basic function of a passive microwave sensor is to measure the intensity (and in some cases
the polarization) of the microwave radiation emanating from the atmosphere within the beam
of the sensor’s antenna and within a certain frequency band or bands. Figure 9.14 shows in a sim-
plified form the main generic functional elements of a heterodyne multispectral passive microwave
radiometer (e.g., spectrometer). Figure 9.15 shows the signal spectrum at different stages in the
sensor.
Usually a single antenna reflector is used with a single or multiple feed network, depending on

the total spectral coverage of the sensor. A switch allows the measurement of a calibration signal on
a periodic basis in order to compensate for any sensor drift. Multiple calibrators of different tem-
peratures can be used to bracket the range of measured amplitudes. The signal is then band-pass
filtered and mixed with the signal from a local oscillator at frequency f0. The next filter passes only
the difference frequency. At the output of this filter, the band of interest is in a fairly low-frequency

418 9 Atmospheric Remote Sensing in the Microwave Region



region (see Fig. 9.15), which is easier to measure than when the frequencies are higher. It should be
emphasized that the parameter of interest, that is, incident signal amplitude, is conserved within a
known factor. If high spectral resolution is desired, the low-frequency band signal is then inputted
to the spectrometer, which can be visualized as a bank of filters. The detected output of the filters
gives the signal power at specific frequencies.

Mixer

Oscillator

Filter

Filters

Spectrometer

vn

v2

v1

Filter

Antenna

Calibration
load

Figure 9.14 Main functional elements of a passive microwave spectrometer.
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Figure 9.15 Signal spectra at different stages in the spectrometer shown in Figure 9.14. (a) Signal incident on
the antenna. (b) Signal at the output of the front band-pass filter (band from νa to νb). (c) Signal at the output of
the mixer and the low-pass filter. ν0 is oscillator frequency. (d) Output of the different filter elements in the
spectrometer.
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If the polarization is an important parameter, a dual polarized feed is used. The rest of the sensor
is the same as in Fig. 9.14.

9.7 Surface Pressure Sensing

Global measurement of surface pressure is one of themost basic elements required formodeling the
dynamics of the atmosphere. A change in the surface pressure corresponds to a change in the total
columnar mass of the atmosphere. Thus, surface pressure can bemeasured if a remote sensing tech-
nique can be devised to determine the total columnar mass of the atmosphere or of a gas which is
homogeneously mixed in the atmosphere, such as oxygen in the case of the Earth.
Let us consider a nadir-looking radar sensor operating at a pair of frequencies ν1 and ν2 in the

wing of the 60 GHz oxygen band. One frequency ν1 is sufficiently close to the band center that
the corresponding absorption coefficient is significantly affected by changes in the total mass of
oxygen in the propagation path. The second frequency ν2 is far out on the wing and the correspond-
ing absorption coefficient is little affected by the changes in the oxygen mass. Thus, if the transmit-
ted signals at the two frequencies are equal, the power ratio of the received echoes will be
proportional to:

P ν1
P ν2

R ν1 T0 ν1 Tw ν1
R ν2 Tw ν2

9 39

where R is the surface reflectivity, T0 is the round-trip transmittivity due to oxygen absorption, and
Tw is the transmittivity due to absorption by all other atmospheric elements, particularly water
vapor. If ν1 and ν2 are not very different, then we can assume that R(ν1) R(ν2). Tw can be derived
by using a number of other frequencies away from the oxygen line. Thus, the above ratio will allow
the derivation of T0(ν1), which is related to the oxygen absorption coefficient α0 by

T0 ν1 = 2
∞

0
α0 ν,P,T ρ z dz 9 40

which, in turn, is directly related to the surface pressure. For more details on this technique, the
reader is referred to the paper by Peckham et al. (1983).

9.8 Atmospheric Sounding by Occultation

Occultation techniques have been widely used to sound planetary atmospheres from orbiting or
flyby spacecrafts. As the telecommunication link radio signal is occulted by a planet’s atmosphere,
refraction occurs because of the increase in the medium index of refraction (see Fig. 9.16). By mea-
suring the extent of refraction as the signal traverses deeper layers, the profile of the index of refrac-
tion as a function of altitude can be derived. In turn, this can be used to determine the atmospheric
density profile (assuming a certain atmospheric composition) and from it, information about the
atmospheric pressure and temperature using the hydrostatic equation and the equation of state.
Figure 9.16 shows the geometry of occultation. The planet location, the spacecraft location, and

its velocity are usually known as a function of time from the spacecraft ephemeris and radio track-
ing just before occultation. The radio signal, which is received on Earth at a certain time t, emanates
from the spacecraft at an angle α relative to the spacecraft–planet line. This angle can be derived by

420 9 Atmospheric Remote Sensing in the Microwave Region



measuring the Doppler shift of the received signal. From the amount of ray bending through the
atmosphere and the use of Snell’s law in spherical geometry, the index of refraction profile can be
derived. Figure 9.17 shows the refractivity profile and pressure–temperature profiles of the Venu-
sian atmosphere derived from occultation data.
The availability of the Global Positioning Satellite (GPS) constellation provides an excellent

opportunity for occultation sounding of the earth’s atmosphere. The basic measurement uses a
GPS satellite as the transmitting source and a satellite in low earth orbit as the receiver as shown
in Fig. 9.18. The GPS constellation consists of 24 satellites orbiting in six different planes around the
earth. This means that several GPS satellites are typically in view of any satellite in low earth orbit,
and every time a GPS satellite is rising or setting relative to the receiving satellite, an occultation
measurement can be made. A single receiving satellite in the proper orbit can have as many as 500
occultation opportunities per day (Kursinski et al., 1997).
The GPS occultation measurements derive the bending angle α from a measurement of the Dop-

pler shift of the GPS signal at the receiving spacecraft. The Doppler shift, in turn, is measured as the
time derivative of the phase of the GPS signals. The bending angle is related to the index of refrac-
tion, n, of the earth’s atmosphere. The index of refraction contains contributions from the dry neu-
tral atmosphere, water vapor, free electrons in the ionosphere, and particulates, primarily in the
form of liquid water. To first order, the refractivity, N, for the earth’s atmosphere can be written
as (Kursinski et al., 1997)

N = n− 1 106 = 77 6
P
T

+ 3 73 × 105
e

T2 + 4 03 × 107
ne

f 2
+ 1 4W 9 41

where e is the partial pressure of water vapor in mbar, P is the total pressure in mbar, T is the
temperature in Kelvin, ne is the electron density in number of electrons per cubic meter, f is the
frequency in Hz, and W is the liquid water content in grams per cubic meter.
Each GPS satellite broadcasts a dual-frequency signal at 1575.42 and 1227.60 MHz, respectively.

By measuring the differential phase delay between these two signals, one can estimate the number
density of the electrons, ne, and then the contribution of the ionosphere to the bending angle can be
removed. Care must be taken when doing this correction, however, because of a subtle but impor-
tant fact implied by the third term in (9.41). Because the contribution to the index of refraction by
the free electrons is a function of frequency, the bending angle, and hence the actual path through
the ionosphere will be different for the two signals. The only way the two signals can then originate
at the same point in space (the GPS transmitter) and arrive at the same point in space (the receiver)
is for these two signals propagate through slightly different paths also before they enter the

From
spacecraft

Inhomogeneous atmosphere

Ray trace

Surface
To Earth
(sensor)

Figure 9.16 The geometry of radio occultation by a planetary atmosphere.
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Figure 9.17 Refractivity profile and pressure–temperature profiles of the Venusian atmosphere derived from
Mariner 10 occultation data. Source: From Nicholson and Muhleman, 1978.
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Figure 9.18 Geometry for a dual-frequency occultation measurement using a GPS satellite as a transmitter
and a receiver on a different satellite in low earth orbit.
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ionosphere, and also after they leave the ionosphere as shown in Fig. 9.18. Vorob’ev and Krasil’ni-
kova (1993) introduced a method that recognizes this subtlety to calibrate the contribution of the
free electrons in the ionosphere to the index of refraction.
Once the contribution from the ionosphere has been removed, only the dry and wet atmospheric

contributions to the refractivity remain. If the atmosphere is dry enough, which is usually the case
above 5–7 km altitude, the contribution of the wet atmosphere can be neglected, and only the first
term in (9.41) remains. Combining this term with the equation of state of a perfect gas (see
Chapter 8), one can then write the density of the atmosphere as a function of the refractivity.
The pressure in the atmosphere can then be found by integrating the density between the altitude
of observation and the top of the atmosphere (see Equation 8.1). Once the pressure profile is known,
the temperature profile is calculated using the relationship in the first term in (9.41). If the atmos-
phere is moist, however, the second term in (9.41) must also be taken into account. In this case, one
solution described by Kursinski et al. (1997) uses an estimate of the humidity in an initial density
profile. Pressure and density profiles are then derived using this estimate, and these results are used
to update the density profile. This iteration is repeated until the derived temperature profile
converges.
This occultation technique is the basis for a joint US–Taiwanese project, COSMIC-1, which

launched in April 2006, and consisted of a number of small satellites in the 700–800 km orbit. COS-
MIC-2 which consists of a set of six satellites was launched in 2018. The objective of the COSMIC
spacecraft network is to advance the capability of global and regional weather prediction by collect-
ing a very large number of occultation data frequently over the whole globe and derive profiles of
temperature/humidity. The main sensor is a receiver that collected occultation data from the GPS
network, and its more advanced version (Triple G), from the European (Galileo) and Russian
(GLONASS) networks. Figure 9.19 shows the significant coverage enhancement between COS-
MIC-1 and COSMIC-2.

Figure 9.19 One day (October 1, 2019) radio occultations coverage from COSMIC constellation. Typically,
6000 occultations are acquired per day. Source: Courtesy of UCAR.
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9.9 Microwave Scattering by Atmospheric Particles

When an electromagnetic wave encounters a particle, some of the energy is scattered and some of it
is absorbed. The scattering and absorption cross sections, σs and σa, respectively, are strongly
dependent on the size of the particle relative to the incident wave wavelength. An exact expression
for the scattering and absorption cross sections requires the general treatment of the interaction of a
plane wave with a sphere. This was done by Mie in 1908, and the cross sections are expressed in
terms of a complicated multipole expansion (see Equations 8.30 and 8.31).
In the case of microwave scattering, the particles’ radius a is usually much smaller than the radi-

ation wavelength, thus allowing significant simplification in the expressions of the scattering cross
section. In this limit where a λ, which is called the Rayleigh limit, the cross sections are given by
(from 8.32 and 8.33)

σs
πa2

=
128
3

π4
a
λ

4
K 2 9 42

σa
πa2

= 8π
a
λ
Imag −K 9 43

where K= (n2− 1)/(n2 + 2), and n is the complex index of refraction of the scattering particle. For a
low loss dielectric such as ice, σa σs. For a high loss dielectric such as water, σa σs.
One particularly valuable parameter is the backscatter cross section σ, which is given by

σ

πa2
= 64π4

a
λ

4
K 2 9 44

If the wave is incident on a volume containing suspended particles, the total cross section can be
assumed to be equal to the sum of all the individual cross sections. This neglects the effects of mul-
tiple scattering.
One important observation is that the absorption cross section is proportional to a3 and hence the

volume of the particle. In the case of a cloud of particles, the total extinction would then be pro-
portional to the total volume (or mass) of the ensemble of suspended particles.
In order to obtain the attenuation coefficient α, we should take the total loss due to all particles

within a volume of unit cross section and unit length. Thus:

α =
j

σaj + σsj =
8π2

λ j

a3j Imag −K +
16
3

K 2 πa j

λ

3
9 45

9.10 Radar Sounding of Rain

The use of radar sensors for rain detection, sounding, and tracking began in the early 1940s. As a
radar pulse interacts with a rain region, echoes are returned which are proportional to the radar
backscatter of the rain particles. As the pulse propagates deeper in the rain cell, additional echoes
are returned at later times. Thus, a time analysis of the returned echo provides a profile of the rain
intensity along the radar line of sight.
Three radar configurations are used to map a rain cell. The plan position indicator (PPI), the

range height indicator (RHI), and the downlooking profiler (see Fig. 9.20). The PPI configuration
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corresponds to a horizontal cut around the sensor acquired by rotating the radar beam continu-
ously, deriving an image of precipitation cells on a conical surface. The RHI gives a vertical cut
in one plane acquired by scanning the beam up and down at a fixed azimuth angle.
A combined PPI and RHI system would allow the acquisition of a three-dimensional image of
the rain cells in the volume surrounding the sensor.
The downlooking profiler corresponds to an airborne or spaceborne sensor, and it provides a ver-

tical cut of the precipitating region along the flight line. Figure 9.21 gives an example of such data
acquired at X-band with an airborne radar sensor. It clearly shows the top profile of the precipita-
tion region and the bright bandwhich corresponds to themelting level. If the radar beam of a down-
looking profiler is scanned back and forth across the track, then a wide volume of the atmosphere is
mapped as the platform (aircraft or spacecraft) moves by.
If we consider the backscatter cross section of a volume of small particles, then (from 9.44)

σ =
π5

λ4
K 2

j

D6
j 9 46
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Figure 9.20 Three rain radar configurations. (a) Range height indicator, (b) plan position indicator, and
(c) downlooking profile.
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where Dj = 2aj is the diameter of the jth particle. The summation term is commonly called the
reflectivity factor Z:

Z =

j

D6
j 9 47

and is expressed in mm6/m3 or in m3. In the case of a distribution of particles, then

Z = N D D6 dD 9 48

whereN(D) is the particles’ size distribution. Numerous research activities have been conducted to
relate the parameter Z to the rain rate R expressed in mm/h and the liquid water content M
expressed in mg/m3. The liquid water content is given by:

M =
∞

0
ρ
πD3

6
N D dD =

πρ

6

∞

0
D3 N D dD 9 49

where ρ is the water density. In the case of an exponential drop distribution, then

N D = N0e
−D D 9 50

and, from (9.48) and (9.49):

Z = 720N0 D
7

9 51

M = πρN0 D
4

9 52

Thus,

Z =
720

πρ 7 4N3 4
0

M7 4 M1 75 9 53

If all the particles were of the same size, then

Z = ND6 9 54

4 km

2 km

Figure 9.21 Airborne radar data of rain region above the ocean surface off the Alaskan coast. The image
represents rain distribution in a vertical plane below the aircraft.
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M =
πρ

6
ND3 9 55

Z =
36

πρ 2N
M2 M2 9 56

Experimental investigations showed that for clouds, snow, and rain:

Z = CMa 9 57

where 1.8 < a < 2.2, and C is a constant given by (when M is in mg/m3 and Z in mm6/m3):

C 5 × 10− 8 for clouds

C 0 01 for snow

C 0 08 for rain

If we assume that all the drops fall at the same velocity V, then the rain rate R is related to the
liquid water content by:

R =
VM
ρ

9 58

Statistical measurements showed that R M0.9 and that:

Z = BRb 9 59

where 1.6 < b < 2 and B is a constant given by (when R is mm/h):

B = 200 for rain

B = 2000 for snow

The sensitivity of a rain radar is usually characterized in decibel relative to Z (dBZ). It corresponds
to the signal returned from a region of reflectivity Z relative to a return from a 1mm diameter drop-
let of rain in a m3 volume (mm6 per m3).
Table 9.1 gives the reflectivity in dBZ versus rain rate.

9.11 Radar Equation for Precipitation Measurement

From Equations (9.46) and (9.47), the radar backscatter of a unit volume of small particles is:

σ =
π5

λ4
K 2Z 9 60

If a radar sensor radiates a pulse of peak power Pt and length τ through an antenna of area A and
gain G, the power density Pi at a distance r is:

Pi =
PtG
4πr2

=
PtA

λ2r2
9 61

The backscattered power Ps at any instant of time corresponds to the return from the particles in a
volume of depth cτ/2 and area S equal to the beam footprint. Thus,

Ps = Piσ
Scτ
2

9 62
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where

S =
λ2r2

A

Ps =
Pi σ λ

2r2cτ
2A

The received power Pr is equal to the power collected by the antenna:

Pr =
Ps

4πr2
A =

Pi σ λ
2cτ

8π

Pr =
π4

8
Z K 2 PtAcτ

λ4r2

9 63

In addition, Pr should be reduced by the loss factor due to absorption and scattering along the
path of length r.
In the case of a coherent radar sensor, the received echo is mixed with the appropriate signal from

the reference local oscillator in order to derive any shift in the echo’s frequency relative to the trans-
mitted pulse. This corresponds to the Doppler shift resulting from the motion of the droplets rel-
ative to the sensor.

9.12 The Tropical Rainfall Measuring Mission (TRMM)

The Tropical Rainfall Measuring Mission, launched in 1997, is a joint mission between the United
States and Japan, and it is the first satellite earth observation mission to monitor tropical rainfall.
The TRMM satellite carries a total of five instruments, including the Precipitation Radar (PR), the
TRMM Microwave Imager (TMI), the Visible Infrared Scanner (VIRS), the Clouds and the Earth’s
Radiant Energy System (CERES), and the Lightning Imaging Sensor (LIS). Japan provided the PR

Table 9.1 Reflectivity in dBZ versus rainrate.

LZ (dBZ) R (mm/h) R (in/h) Intensity

5 0.08 <0.01 Hardly noticeable

10 0.16 <0.01 Light mist

15 0.37 0.01 Mist

20 0.82 0.03 Very light

25 1.35 0.05 Light

30 2.85 0.11 Light to moderate

35 4.74 0.19 Moderate rain

40 9.96 0.39 Moderate rain

45 21.8 0.86 Moderate to heavy

50 44.7 1.76 Heavy

55 85.2 3.35 Very heavy/small hail

60 167 6.57 Extreme/moderate hail

65 307 12.09 Extreme/large hail

428 9 Atmospheric Remote Sensing in the Microwave Region



and the launch of the TRMM satellite, and the United States provided the spacecraft bus and the
remaining four sensors, and also operates the TRMM satellite.
The TRMM satellite orbits the Earth at an altitude of 350 km and an inclination of 35 . Approxi-

mately 210minutes of data can be stored on bulk memory cards in the command and data handling
systemon the spacecraft before downlinking through theTracking andDataRelay Satellite network.
The PR is the primary instrument on the TRMM satellite. The radar operates at 13.8 GHz and

utilizes an active phased array antenna to scan the radar beam from side to side to image a swath
of 220 km. The range resolution is about 250 m, and the spatial resolution is 4 km. This imaging
geometry provides a three-dimensional view of the rainfall along the spacecraft orbit track.
Figure 9.22 shows an example of the TRMMmeasurements. This image shows heavy rains asso-

ciated with springtime showers and thunderstorms in Texas and Oklahoma in the United States as
measured by TRMM at 6:30 UTC on April 24, 2004. The heaviest rains fell on the evening of April
23 and the morning of April 24. The image on the left shows the horizontal distribution of rain
intensity as seen by the TRMM satellite. The measurements in the inner swath are from the PR,
and those from the wider, outer swath are from the TMI. Several mesoscale convective systems
are clearly visible: one over south central Texas, one over north central Texas, and one along
the Oklahoma–Arkansas border. The image on the right shows the vertical structure of the rainfall
as measured by the PR through the storm system in north central Texas. The numerous towers in
the vertical direction are indicative of intense convection.

9.13 Rain Cube

In May 2018, JPL launched a technology demonstration mission to demonstrate the use of Ka-band
(35.75 GHz) radar to measure precipitation from a small low-cost spacecraft. Figure 9.23 is a picture
of the full s/c that weighed 12 kg. The radar used a deployable 0.5 m antenna with a 22W trans-
mitter. It provided a vertical profile of the precipitation along the flight track (see Fig. 9.24) with
a vertical resolution of 250 m, foot print of about 8.5 km, and sensitivity of 20 dBZ from an orbit
altitude of about 400 km. A novel offset IQ (inphase and quadrature), with pulse compression
and custom amplifier andGaAs solid-state PHEMT chips, architecture was used to enable the radar
to fit within a weight of 5.5 kg and a 2U cubesat volume by significantly reducing the number of
components (see Peral et al., 2019). With future advanced systems that use physical or electronic
across track scanning, a 3-D map of the precipitation can be generated. By using a number of small
spacecraft at the appropriate orbit inclination, global frequent coverage can be obtained to provide
input to numerical climate and weather models or for weather prediction, particularly over remote
areas. For instance, by properly phasing three satellites in a near-equatorial orbit, we can study the
dynamics of water transport in the tropics and overturning of the troposphere (usually referred to as
convective mass flux CMF) that controls the regional and global climate.

9.14 CloudSat

In April 2006, JPL, in collaboration with the Canadian Space Agency, launched a 94 GHz radar
profiler that enabled the mapping of water content in the clouds by measuring the backscatter
as a function of range. From an orbit altitude of 710 km, the systemwas able to achieve a detectivity
of better than −29 dBZ with a vertical resolution of 500 m and a footprint of about 1.5 km using a
1.5 m antenna. Figure 9.25 shows an example of the data acquired.
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Figure 9.22 Examples of rainfall measurements from the TRMM satellite over Texas and Oklahoma. The image on the left shows the horizontal distribution of
rainfall, while the image on the right shows the vertical structure in the rainfall for one of the three storms visible in the left image. Source: Images courtesy NASA/
Goddard Space Flight Center.



Figure 9.23 Picture of the Rain Cube satellite.
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Figure 9.24 Rain profile acquired with the Rain Cube radar. Source: NASA, Europa Technologies Limited and
Google LLC.
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(a)

(b)

Figure 9.25 (a) Clouds’ water content profile acquired over (a) Typhoon Yutu in October 2018. Source:
Courtesy of Deborah Vane and NASA/JPL/Caltech; CloudSat Data Processing Center, Colorado State University;
and the Center for Environmental Remote Sensing, Chiba University, (b) over hurricane Dorian in September
2019. The color represents radar reflection intensity which is related to the clouds’ water content. Source:
Courtesy of Deborah Vane and JPL.
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9.15 Cassini Microwave Radiometer

The Radar instrument on Cassini, in addition to its function as an imaging SAR, operated in a
receive-only mode that allowed radiometric measurement from Saturn atmosphere, rings, and
its satellites (mainly Titan); see Elachi et al. (1991) for a detailed description. The radiometric mea-
surements were sometimes interweaved with the radar measurements. The same antenna, feed and
receive electronic were used. It generated observation at 2.2 cm. All of Titan was mapped at an
angular resolution of 0.36 . Raster scanning was used tomap large areas. Discussion of the resulting
science can be found in Le Gall et al. (2014) and Janssen et al. (2009).

9.16 Juno Microwave Radiometer (MWR)

A multiwavelength radiometer is a key instrument on the Juno mission that went in orbit around
Jupiter in July 2016. The MWR operates at six frequencies (1.37–50 cm, 22–0.6 GHz) and was
designed to probe deeply in the Jovian atmosphere (down to 1000 atmosphere or 550 km inside
Jupiter) to determine features and abundance of oxygen, nitrogen, and sulfur, and the atmospheric
temperature, shedding light on the origin of Jupiter.
It uses six separate antenna mounted to the sides of the bus. As Juno bus spins, each antenna

sweeps the giant planet. Description of the instrument and its operation can be found in Pingree
et al. (2008). Early scientific results can be found in Ingersoll et al. (2017).

Exercises

9.1 Let us assume an atmosphere such that its opacity in the observation spectral region is
equal to:

α z =
α0 for 0 ≤ z ≤ H

0 for z > H

Calculate the corresponding weighting functions for upward- and downward-looking sen-
sors and describe their behavior.

9.2 Let us assume an atmosphere is such that its opacity is given by

α z =
α0 − α0z H for 0 ≤ z ≤ H

0 for z > H

Derive the corresponding weighting functions for downlooking sensors and describe their
behaviors.

9.3 Let us assume that the temperature in the atmosphere changes in a linear fashion:

T z =
T0 − az for 0 ≤ z ≤ T0 a

0 for z > T0 a
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Give the expression for the brightness temperature for a nadir-looking sensor. How many
spectral measurements are required to fully describe the temperature profile?

9.4 A nadir-looking microwave sensor is making multispectral emissivity measurements around
an emission line with opacity given by

τm ν =
τ0ν2L

ν− ν0
2 + ν2L

where ν0 = 60 GHz, νL = 5GHz, and τ0 = 2. Calculate and plot the weighting function at 50,
55, 58, 60, 62, 65, and 70 GHz. Assume an exponentially decaying atmosphere.

9.5 Let us assume a spherical atmosphere where the density is given by

ρ z = ρ0e
− z H

where z is the altitude and ρ0 and H are constants. Consider a limb sounding sensor with an
infinitesimal beam looking at a tangent altitude h. Calculate the total atmospheric mass along
the sensor line of sight and compare to the corresponding mass above h for a downlooking
sensor. Illustrate numerically by taking h = 12 km, H = 6 km, and the radius of the planet
R = 6000 km.

References and Further Reading

Alcala, C.M., and A. E. Dessler, Observations of deep convection in the tropics using the Tropical Rainfall
MeasuringMission (TRMM) precipitation radar. Journal of Geophysical Research, 107 (D24), 4792, doi:
https://doi.org/10.1029/2002JD002457, 2002.

Ali, D. S., P. W. Rosenkranz, and D. H. Staelin. Atmospheric sounding near 118 GHz. Journal of Applied
Meteorology, 19, 1234–1238, 1980.

Allen, K. C., and H. J. Liebe. Tropospheric absorption and dispersion of millimeter and submillimeter
waves. IEEE Transactions on Antennas and Propagation, AP-31, 221–223, 1983.

Atlas, D. Radar meteorology. Encyclopedia Britannica, 18, 873, 1963.
Atlas, D., C. Elachi, and W. E. Brown. Precipitation mapping with an airborne SAR. Journal of

Geophysical Research, 82, 3445–3451, 1977.
Azeem, S. M. I., S. E. Palo, D. L. Wu, and L. Froidevaux. Observations of the 2-day wave in UARS MLS

temperature and ozone measurements. Geophysical Research Letters, 28 (16), 3147–3150, 2001.
Barath, F. T., et al. The Upper Atmosphere Research Satellite microwave limb sounder instrument.

Journal of Geophysical Research, 98(D6), 10,751–10,762, 1993.
Barrett, A., and V. Chung. A method for the determination of high altitude water vapor abundance from

ground-based microwave observations. Journal of Geophysical Research, 67, 4259–4266, 1962.
Barros, A. P., M. Joshi, J. Putkonen, and D. W. Burbank. A study of the 1999 monsoon rainfall in a

mountainous region in central Nepal using TRMM products and rain gauge observations. Geophysical
Research Letters, 27 (22), 3683–3686, 2000.

Basharinov, A. E., A. S. Gurvich, S. T. Yegorov, A. A. Kurskaya, D. T. Matvyev, and A. M. Shutko. The
results of microwave sounding of the Earth’s surface according to experimental data from the satellite
Cosmos 243. Space Research, 11, Akademie-Verlag, Berlin, 1971.

434 9 Atmospheric Remote Sensing in the Microwave Region



Basharinov, A. E., A. S. Gurvich, and S. T. Yegorov. Radiation of the Earth as a planet. Akad. Nauk SSSR,
Inst. Atmospheric Physics, Scientific Pub. House, Moscow, USSR, 1974.

Basili, P., P. Ciotti, and D. Solimini. Inversion of ground-based radiometric data by Kalman filtering.
Radio Science, 16, 83–91, 1981.

Battan, L. J. Radar Meteorology. University of Chicago Press, Chicago, 1959.
Battan, L. J. Radar Observes the Weather. Doubleday, New York, 1962.
Bean, B. R., and E. J. Dutton. Radio Meteorology. Dover, New York, 1968.
Bent, A. E. Radar echoes from atmospheric phenomena. MIT Rad. Lab. Rep. #173, 1943.
Carr, E. S., et al. Tropical stratospheric water vapor measured by the Microwave Limb Sounder (MLS).

Geophysical Research Letters, 22, 691–694, 1995.
Chahine, M., et al. Interaction mechanisms within the atmosphere. Chapter 5 in Manual of Remote

Sensing. American Society of Photogrammetry, Falls Church, VA, 1983.
Chipperfield,M. P.,M. L. Santee, L. Froidevaux, G. L.Manney,W. G. Read, J.W.Waters, A. E. Roche, and

J. M. Russell, Analysis of UARS data in the southern polar vortex in September 1992 using a chemical
transport model. Journal of Geophysical Research, 101 (D13), 18,861–18,882, 1996.

Clark, H. L., R. S. Harwood, P. W. Mote, and W. G. Read, Variability of water vapor in the tropical upper
troposphere as measured by the Microwave Limb Sounder on UARS. Journal of Geophysical Research,
103 (D24), 31,695–31,708, 1998.

Crewell, S., R. Fabian, K. Künzi, H. Nett, T. Wehr, W. Read, and J. Waters, Comparison of ClO
measurements by airborne and spaceborne microwave radiometers in the Arctic winter stratosphere
1993. Geophysical Research Letters, 22(12), 1489–1492, 1995.

Danilin, M. Y., et al., Trajectory hunting as an effective technique to validate multiplatform
measurements: Analysis of the MLS, HALOE, SAGE-II, ILAS, and POAM-II data in October–
November 1996, Journal of Geophysical Research, 107(D20), 4420, doi:https://doi.org/10.1029/
2001JD002012, 2002.

Deepak, A. Inversion methods. In Atmospheric Remote Sounding, A. Deepak (Ed.), Academic Press,
New York, 1977.

Deepak, A. (Ed.). Remote Sensing of Atmospheres and Oceans. Academic Press, New York, 1980.
Dessler, A. E., M. D. Burrage, J.-U. Grooss, J. R. Holton, J. L. Lean, S. T. Massie, M. R. Schoeberl, A. R.

Douglass, and C. H. Jackman, Selected science highlights from the first 5 years of the Upper
Atmosphere Research Satellite (UARS) program. Reviews of Geophysics, 36(2), 183–210, 1998.

Elachi, C. E., L. Roth and C.L. Woerner, Cassini titan radar mapper, IEEE, 79, 867–880, 1991.
Fjeldbo, G., and V. R. Eshleman. The atmosphere of Mars analyzed by integral inversion of the Mariner

IV occultation data. Planetary and Space Science, 16, 1035–1059, 1968.
Fjeldbo, G., A. J. Kliore, and V. R. Eshleman. The neutral atmosphere of Venus as studied with the

Mariner V radio occultation experiments. Astronomy Journal, 76, 123–140, 1971.
Franklin, J. N. Matrix Theory. Prentice-Hall, Englewood Cliffs, NJ, 1968.
Franklin, J. N. Well-posed stochastic extensions of ill-posed linear problems. Journal of Mathematical

Analysis and Applications, 31, 682–716, 1970.
Grody, N. C. Remote sensing of atmospheric water content from satellites using microwave radiometry.

IEEE Transactions on Antennas and Propagation, AP-24, 155–162, 1976.
Grody, N. C., and P. P. Pellegrino. Synoptic-scale studies using Nimbus-6 scanning microwave

spectrometer. Journal of Applied Meteorology, 16, 816–826, 1977.
Haddad, Z. S., J. P. Meagher, R. F. Adler, E. A. Smith, E. Im, and S. L. Durden, Global variability of

precipitation according to the Tropical Rainfall Measuring Mission, Journal of Geophysical Research,
109, D17103, doi:https://doi.org/10.1029/2004JD004607, 2004.

References and Further Reading 435



Harada, C., A. Sumi, and H. Ohmori, Seasonal and year-to-year variations of rainfall in the Sahara desert
region based on TRMMPR data,Geophysical Research Letters, 30(6), 1288, doi:https://doi.org/10.1029/
2002GL016695, 2003.

Haroules, G. G., andW. E. Brown III. The simultaneous investigation of attenuation and emission by the
Earth’s atmosphere at wavelengths from 4 cm to 8 mm. Journal of Geophysical Research, 76, 4453–
4471, 1969.

Herman, B. M., and L. J. Battan. Calculation of Mie backscattering from melting ice spheres. Journal of
Meteorology, 18, 468–478, 1961.

Houghton, J. T., et al. Remote Sensing of Atmospheres. Cambridge University of Press, 1984.
Ingersoll, Andrew P., et al. Implications of the ammonia distribution on Jupiter from 1 to 100 bars as

measured by the Juno microwave radiometer. Geophysical Research Letters 44.15 (2017): 7676–7685.
Janssen, M.A., Lorenz, R.D., West, R., Paganelli, F., Lopes, R.M., Kirk, R.L., Elachi, C., Wall, S.D.,

Johnson, W.T.K., Anderson, Y. and Boehmer, R.A., 2009. Titan’s surface at 2.2-cm wavelength imaged
by the Cassini RADAR radiometer: Calibration and first results. Icarus, 200(1), 222–239.

Jiang, J. H., B.Wang, K. Goya, K. Hocke, S. D. Eckermann, J.Ma, D. L.Wu, andW. G. Read, Geographical
distribution and interseasonal variability of tropical deep convection: UARS MLS observations and
analyses, Journal of Geophysical Research, 109, D03111, doi:https://doi.org/10.1029/
2003JD003756, 2004.

Kerr, D. Propagation of Short Radio Waves. MIT Rad. Lab. Series #13, McGraw Hill, New York, 1951.
Kliore, A., and I. R. Patel. Vertical structure of the atmosphere of Venus from Pioneer Venus radio

occultation. Journal of Geophysical Research, 85, 7957–7962, 1980.
Kliore, A. et al. The atmosphere of Mars from Mariner 9 radio occultation experiments. Icarus, 17, 484–

516, 1972.
Kummerow, C., W. Barnes, T. Kozu, J. Shiue, and J. Simpson, The Tropical Rainfall Measuring Mission

(TRMM) sensor package. Journal of Atmospheric and Oceanic Technology, 15(3), 809–817, 1998.
Kursinski, E. R., G. A. Hajj, J. T. Schofield, R. P. Linfield, and K. R. Hardy, Observing Earth’s atmosphere

with radio occultation measurements using the Global Positioning System. Journal of Geophysical
Research, 102(D19), 23,429–23,466, 1997.

Kursinski, E. R., G. A. Hajj, S. S. Leroy and B. Herman, The GPS radio occultation technique. Terrestrial,
Atmospheric and Oceanic Sciences, 11(1), 235–272, 2000.

Le Gall, A., Janssen, M.A., Kirk, R.L. and Lorenz, R.D., 2014. Modeling microwave backscatter and
thermal emission from linear dune fields: Application to Titan. Icarus, 230, 198–207.

Le Gall, A. A., M. A. Janssen, M. Mastrogiuseppe Sr, A. G. Hayes Jr, R. D. Lorenz, P. Encrenaz, and M. J.
Malaska. 2014. Composition and bathymetry of LigeiaMare, Titan, derived from its 2.2-cmwavelength
thermal microwave emission. AGUFM, 2014, P23D–4011.

Ledsham, W. H., and D. H. Staelin. An extended Kalman filter for atmospheric temperature profile
retrieval with passive microwave sounder. Journal of Applied Meteorology, 17, 1023–1033, 1978.

Lenoir, W. G. Microwave spectrum of molecular oxygen in the mesosphere. Journal of Geophysical
Research, 73, 361, 1968.

Ligda, M. Radar storm observation. Comp. Meteorol., Am. Meteorol. Soc., Boston, 1265–1282, 1951.
Lindal, G. F. The atmosphere of Neptune: An analysis of radio occultation data acquired with voyager.

Astronomical Journal, 103, 967–982, 1992.
Manney, G. L., L. Froidevaux, M. L. Santee, N. J. Livesey, J. L. Sabutis, and J. W. Waters. Variability of

ozone loss during Arctic winter (1991–2000) estimated from UARS Microwave Limb Sounder
measurements. Journal of Geophysical Research, 108(D4), 4149, doi:https://doi.org/10.1029/
2002JD002634, 2003.

436 9 Atmospheric Remote Sensing in the Microwave Region



Mariner Stanford Group. Venus—Ionosphere and atmosphere as measured by dual-frequency radio
occultation of Mariner 5. Science, 158, 1678–1683, 1979.

Meeks, M. L., and A. E. Lilley. The microwave spectrum of oxygen in the Earth’s atmosphere. Journal of
Geophysical Research, 68, 1683, 1963.

Mie, G. Beitrage zur Optik Truber Medien, Speziell Kolloidaler Metallsugen. Annals of Physics, XXV,
377, 1908.

Nicholson P.D. and D. Muhleman. Independent radio occultation studied of Venus atmosphere. Icarus,
33, pp 89–101, 1978

Njoku, E. G. Passive microwave remote sensing of the Earth from space—A review. Proceedings of the
IEEE, 70, 728–749, 1982.

Njoku, E. G., J. M. Stacey, and F. T. Barath. The Seasat Scanning Multichannel Microwave Radiometer
(SMMR): Instrument description and performance. IEEE Journal of Oceanic Engineering, OE-5, 100–
115, 1980.

Njoku, E. G., E. J. Christensen, and R. E. Cofield. The Seasat Scanning Multichannel Microwave
Radiometer (SMMR): Antenna pattern corrections—Development and implementation. IEEE Journal
of Oceanic Engineering, OE-5, 125–137, 1980.

Oki, R., K. Furukawa, S. Shimizu, Y. Suzuki, S. Satoh, H. Hanado, K. Okamoto, and K. Nakamura.
Preliminary results of TRMM: Part I, A comparison of PR with ground observations. Marine

Technology Society Journal, 32, 13–23, 1998.
Pearson, M., and W. Kreiss. Ground based microwave radiometry for recovery of average temperature

profiles of the atmosphere. Boeing Sci. Res. Lab. Tech. Report, D1-82-0781, 1968.
Peckham, G., et al. Optimizing a remote sensing instrument to measure atmospheric surface pressure.

International Journal of Remote Sensing, 14, 465–478, 1983.
Peral, E., S. Tanelli et al. Rain Cube: The first radar measurements from a Cubesat in Space Journal of

Applied Remote Sensing, 13 (3), 032504 (2019)
Pingree, P., et al. Microwave radiometers from 0.6 to 22 GHz for Juno, a polar orbiter around Jupiter. 2008

IEEE Aerospace Conference. IEEE, 2008.
Read, W. G., D. L. Wu, J. W. Waters, and H. C. Pumphrey. Dehydration in the tropical tropopause layer:

Implications from the UARSMicrowave Limb Sounder. Journal of Geophysical Research, 109, D06110,
doi:https://doi.org/10.1029/2003JD004056, 2004.

Read, W. G., D. L. Wu, J. W. Waters, and H. C. Pumphrey. A new 147–56 hPa water vapor product from
the UARS Microwave Limb Sounder. Journal of Geophysical Research, 109, D06111, doi:https://doi.
org/10.1029/2003JD004366, 2004.

Rius, A., G. Ruffini, and A. Romeo. Analysis of ionospheric electron-density distribution from GPS/MET
occultations. IEEE Transactions on Geoscience and Remote Sensing 36(2), 383–394, 1998.

Rodgers, C. D. Retrieval of atmospheric temperature and composition from remote measurements of
thermal radiation. Reviews of Geophysics and Space Physics, 14, 609–624, 1976.

Rodgers, C. D. Statistical principles of inversion theory. In Inversion Methods in Atmospheric Remote

Sounding, A. Deepak (Ed.), Academic Press, New York, 1977, 117–138.
Rosenkranz, P. W. Shape of the 5 mm oxygen band in the atmosphere. IEEE Transactions on Antennas

and Propagation, AP-23, 498–506, 1975.
Rosenkranz, P. W. Inversion of data from diffraction-limited multiwavelength remote sensors, 1, linear

case. Radio Science, 13, 1003–1010, 1978.
Rosenkranz, P. W. Inversion of data from diffraction-limited multiwavelength remote sensors, 2,

nonlinear dependence of observables on the geophysical parameters. Radio Science, 17, 245–256,
1982.

References and Further Reading 437



Rosenkranz, P. W. Inversion of data from diffraction-limited multiwavelength remote sensors, 3,
scanning multichannel microwave radiometer data. Radio Science, 17, 257–267, 1982.

Rosenkranz, P. W., and W. T. Baumann. Inversion of multiwavelength radiometer measurements by
three-dimensional filtering. In Remote Sensing of Atmospheres and Oceans, A. Deepak (Ed.), Academic
Press, New York, 1980, pp. 277–311.

Rosenkranz, P. W., et al. Microwave radiometric measurements of atmospheric temperature and water
from an aircraft. Journal of Geophysical Research, 77, 5833–5844, 1972.

Rosenkranz, P.W., D. H. Staelin, and N. C. Grody. Typhoon June (1975) viewed by a scanningmicrowave
spectrometer. Journal of Geophysical Research, 83, 1857–1868, 1978.

Rosenkranz, P. W., M. J. Komichak, and D. H. Staelin. A method for estimation of atmospheric water
vapor profiles by microwave radiometry. Journal of Applied Meteorology, 21, 1364–1370, 1982.

Santee, M. L., G. L. Manney, J. W. Waters, and N. J. Livesey. Variations and climatology of ClO in the
polar lower stratosphere from UARSMicrowave Limb Sounder measurements. Journal of Geophysical
Research, 108(D15), 4454, doi:https://doi.org/10.1029/2002JD003335, 2003.

Santee, M. L., G. L. Manney, N. J. Livesey, andW. G. Read. Three-dimensional structure and evolution of
stratospheric HNO3 based on UARS Microwave Limb Sounder measurements. Journal of Geophysical
Research, 109, D15306, doi:https://doi.org/10.1029/2004JD004578, 2004.

Schoeberl, M. R., et al. Earth Observing System Missions Benefit Atmospheric Research. Eos,
Transactions American Geophysical Union, 85(18), 177, 2004.

Schreiner,W. S., S. S. Sokolovskiy, C. Rochen, and R. H.Ware. Analysis and validation of GPS/MET radio
occultation data in the ionosphere. Radio Science, 34, 949–966, 1999.

Sealy, A., G. S. Jenkins, and S. C. Walford. Seasonal/regional comparisons of rain rates and rain
characteristics in West Africa using TRMM observations. Journal of Geophysical Research, 108(D10),
4306, doi:https://doi.org/10.1029/2002JD002667, 2003.

Sokolovskiy, S. V. Inversions of radio occultation amplitude data. Radio Science, 35, 97–105, 2000.
Sokolovskiy, S. V. Modeling and inverting radio occultation signals in the moist troposphere. Radio

Science, 36, 441–458, 2001.
Sokolovskiy, S. V. Tracking tropospheric radio occultation signals from low Earth orbit. Radio Science, 36,

483–498, 2001.
Solheim, F. S., J. Vivekanandan, R. H. Ware, and C. Rocken. Propagation delays induced in GPS signals

by dry air, water vapor, hydrometeros, and other particulates. Journal of Geophysical Research, 104
(D8), 9663–9670, 1999.

Staelin, D. H.Measurements and interpretations of themicrowave spectrum of the terrestrial atmosphere
near 1-cm wavelength. Journal of Geophysical Research, 71, 2975, 1966.

Staelin, D. H. Passive microwave remote sensing. Proceedings of the IEEE, 57, 427, 1969.
Staelin, D. H. Inversion of passive microwave remote sensing data from satellites, In Inversion Methods in

Atmospheric Remote Sounding, A. Deepak (Ed.), Academic Press, New York, 1977, pp. 361–394.
Staelin, D. H. Progress in passive microwave remote sensing: Nonlinear retrieval techniques. In Remote

Sensing of Atmospheres and Oceans, A. Deepak (Ed.), Academic Press, New York, 1980, pp. 259–276.
Staelin, D. H. Passive microwave techniques for geophysical sensing of the Earth from satellites. IEEE

Transactions on Antennas and Propagation, AP-29, 683–687, 1981.
Staelin, D. H., A. L. Cassel, K. F. Künzi, R. L. Pettyjohn, R. K. L. Poon, P. W. Rosenkranz, and J. W.

Waters. Microwave atmospheric temperature sounding: effects of clouds on the Nimbus-5 satellite
data. Journal of the Atmospheric Science, 32, 1970–1976, 1975.

Staelin, D. H., K. F. Künzi, R. L. Pettyjohn, R. K. L. Poon, R.W.Wilcox, and J. W.Waters. Remote sensing
of atmospheric water vapor and liquid water with the Nimbus 5 microwave spectrometer. Journal of
Applied Meteorology, 15, 1204–1214, 1976.

438 9 Atmospheric Remote Sensing in the Microwave Region



Stratton, J. A. The effects of rain and fog upon the propagation of very short radio waves. Proceedings of
the Institution of Electrical Engineers, 18, 1064–1075, 1930.

Tomiyasu, K. Remote sensing of the Earth by microwaves. Proceedings of the IEEE, 62, 86–92, 1974.
Tsang, L., J. A. Kong, E. Njoku, D. H. Staelin, and J. W. Waters. Theory for microwave thermal

emission from a layer of cloud or rain, IEEE Transactions on Antennas and Propagation, AP-25,
650–657, 1977.

Ulaby, F. T. Passivemicrowave remote sensing of the Earth’s surface. IEEE Transactions on Antennas and

Propagation, AP-24, 112–115, 1976.
Ulaby F., et al. Microwave Remote Sensing, Vol. III. Artech House, Dedham, MA, 1986.
Vorob’ev V. V., and T. G. Krasil’nikova. Estimation of the accuracy of the atmospheric refractive index

recovery from Doppler shift measurements at frequencies used in the NAVSTAR system. Atmospheric
and Oceanic Physics, 29, 602–609, 1993.

Waters, J. W. Absorption and emission of microwave radiation by atmospheric gases. In Methods of
Experimental Physics, Ch. 12, Part B, Radio Astronomy, M. L. Meeks (Ed.), Academic Press, New York,
Section 2.3, 1976.

Waters, J., and S. Wofsy. Applications of high resolution passive microwave satellite systems to the
stratosphere, mesophere and lower thermosphere. In High Resolution Passive Microwave Satellites,
MIT Res. Lab. of Electronics, D. H. Staelin and P. W. Rasenkranz (Eds.), pp. 7-1–7-69, 1978.

Waters, J. W., K. F. Könzi, R. L. Pettyjohn, R. K. L. Poon, and D. H. Staelin. Remote sensing of
atmospheric temperature profiles with the Nimbus 5 microwave spectrometer. Journal of the
Atmospheric Sciences, 32, 1953–1969, 1975.

Waters, J. W., W. J. Wilson, and F. I. Shimabukuro. Microwave measurement of mesospheric carbon
monoxide. Science, 1174–1175, 1976.

Waters, J. W., et al. The UARS and EOS Microwave Limb Sounder (MLS) experiments. Journal of the
Atmospheric Sciences, 56, 194–218, 1999.

Westwater, E. R. The accuracy of water vapor and cloud liquid determination by dual-frequency ground-
based microwave radiometry. Radio Science, 13, 677–685, 1978.

Westwater, E. R., and M. T. Decker. Application of statistical inversion to ground-based microwave
remote sensing of temperature and water vapor profiles. In Inversion Methods in Atmospheric Remote
Sounding, A. Deepak (Ed.), Academic Press, New York, 1977, pp. 395–428.

Westwater, E. R., and N. C. Grody. Combined surface- and satellite-based microwave temperature profile
retrieval. Journal of Applied Meteorology, 19, 1438–1444, 1980.

Westwater, E. R., and F. O. Guiraud. Ground-basedmicrowave radiometric retrieval of precipitable water
vapor in the presence of clouds with high liquid content. Radio Science, 15, 947–957, 1980.

Westwater E. R., J. B. Snider, and A. V. Carlson. Experimental determination of temperature profiles by
ground-based microwave radiometry. Journal of Applied Meteorology, 14, 524–539, 1975.

Wickert, J., C. Reigber, G. Beyerle, R. Konig, C. Marquardt, T. Schmidt, L. Grunwaldt, R. Galas, T. K.
Meehan,W. G. Melbourne, and K. Hocke. Atmosphere sounding by GPS radio occultation: first results
from CHAMP. Geophysical Research Letters, 28, 3263–3266, 2001.

Wilheit, T., et al. A satellite technique for quantitatively mapping rainfall rates over the ocean. Journal of
Applied Meteorology, 16, 551–560, 1977.

Wilheit, T. T., R. F. Adler, R. Burpee, R. Sheets, W. E. Shenk, and P. W. Rosenkranz. Monitoring of severe
storms, Ch. 5. InHigh Resolution PassiveMicrowave Satellites. Applications Review Panel Final Report,
Res. Lab. of Electronics, Mass. Inst. Technol., Cambridge, MA, 1978.

Yuan, L. L., R. A. Anthes, R. H. Ware, C. Rocken, W. D. Bonner, M. G. Bevis, and S. Businger. Sensing
climate change using the global positioning system. Journal of Geophysical Research 98 (14), 925–
14,937, 1993.

References and Further Reading 439



10

Millimeter and Submillimeter Sensing of Atmospheres

The millimeter and submillimeter region (about 100 GHz to few THz) of the electromagnetic spec-
trum is rich in spectral signature of atmospheric and interstellar gaseous constituents. A large num-
ber of rotational transitions occur in this spectral region. In addition, the temperatures of dense
interstellar clouds range from about 6 to 100 K, which correspond to thermal emission maxima at
500–30 μm (frequency of 600 GHz–10 THz) and a significant amount of emitted radiation in the rest
of the millimeter and submillimeter region. In addition, because of its relatively longer wavelength,
submillimeter radiation is less affected by interplanetary dust than infrared or visible radiation.

10.1 Interaction with Atmospheric Constituents

In order to illustrate the richness of the millimeter and submillimeter region in spectral transitions
of gases, let us consider the case of the water molecule. Figure 10.1 illustrates the energy level dia-
gram of H2O. It is apparent that a very large number of transitions are possible. The familiar 22 GHz
water vapor line corresponds to one of the J= 6 5 transitions. A large number of transitions have
emission in the 100 GHz to few THz spectral region. Table 10.1 shows the water transitions below
800 GHz. This includes the ground-state transition at 557 GHz. The H2

18O isotope has a transition
at 547.7 GHz.
A very important molecule in the interstellar medium is carbon monoxide, CO, which is the

second-most abundant known molecule after molecular hydrogen. It has a number of transitions
in the millimeter and submillimeter region, such as the J = 5 4 transition at 576 GHz and
J = 6 5 transition at 691 GHz.
Numerous other molecules of importance in astrophysics and planetary atmospheres have tran-

sitions in themillimeter and submillimeter region. Figure 8.8 shows some of the spectral lines in the
200–300 GHz regions for molecules in the Earth’s upper atmosphere. Figure 10.2 shows the abun-
dance of spectral lines in a 400MHz band around the 265.75 GHz frequency. Table 10.2 shows some
of the important spectral lines in the 530–695 GHz.
Spectral lines in the submillimeter region are broadened mainly due to pressure. Typically,

molecular lines are pressure broadened by about 3 GHz/bar. At 1 millibar pressure, this corre-
sponds to a 3MHz line width. In comparison, the Doppler broadening leads to a line width νD, given
by (from 8.20):

νD = 0 76 × 10− 6ν
T
M
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Figure 10.1 (a) Energy level diagram of H2O. (b) Details of the lower part of the para-H2O rotational energy
levels, showing the allowed transitions which connect the levels. The Einstein coefficients (probability of
spontaneous decay per second) are also shown. Source: Based on Kuiper et al. (1984). © 1984, American
Astronomical Society.
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For a temperature of 200 K and a mass M = 28 (i.e., CO), the Doppler broadening at 576 GHz is
1.15MHz. In the infrared, the Doppler broadening will be 6.1 MHz at 100 μmand 61MHz at 10 μm.
Thus, for this illustrative case, pressure broadening will dominate down to a pressure of about 1
millibar in the millimeter region, down to few millibars in the very far infrared, and few tens of
millibars in the thermal infrared. This shows that submillimeter spectroscopy, which uses the pres-
sure-broadening effect to derive vertical profiles, permits the derivation of the mixing ratio of mole-
cules over a larger altitude range than infrared spectroscopy. Figure 10.3 shows the spectral line
widths in the terrestrial atmosphere. It is clear that pressure broadening dominates up to about
60 km altitude for the 1 THz region.

10.2 Downlooking Sounding

Downlooking sounders in the millimeter spectral region are sometimes used to derive the temper-
ature profile and detect the presence and measure the mixing ratio profile of constituents in plan-
etary upper atmospheres, including Earth. The measurement approach is based on the fact that the
spectral line shape is strongly dependent on the local pressure up to very high altitudes (e.g., low
pressure levels). To illustrate, let us consider the optical thickness τ of an atmospheric layer near
one spectral line of its constituent under study. Using the downlooking configuration, then:

τ ν =
layer

ρ z k ν, z dz 10 2

Table 10.1 Transitions of water below 800 GHz.

Transition frequency (GHz)

Ortho ladder

110− 101 556.9

414− 321 380.2

423− 330 448.0

533− 440 474.7

616− 523 22.2

643− 550 439.2

752− 661 443.0

1029− 936 321.2

Para ladder

211− 202 752.0

313− 220 183.3

515− 422 325.2

532− 441 620.7

642− 551 470.9

624− 717 488.5

753− 660 437.3
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where

k ν, z =
S
π

νL

ν− ν0
2 + ν2L

10 3

νL P = νL P0
P z
P0

10 4

ν0 = center frequency of spectral line
P0 = pressure at a reference level

If we assume that the pressure is exponentially decaying in altitude with a scale height
H, then

k ν, z = A
e− z H

a2 + e− 2z H

A =
S

πνL P0

a =
ν− ν0
νL P0

10 5

k(ν, z) can be considered as a weighting function for measuring the mixing ratio profile (note that
νL(P0) total density, thus A 1/total density). Figure 10.4 shows the behavior of k(ν, z) as a func-
tion of z for different values of a (i.e., operating frequency ν). It is clear that bymeasuring the optical
thickness at a number of frequencies along the wing of the spectral line, the mixing ratio profile can
be determined assuming the temperature profile is known. This technique has been exploited on
Venus and Mars using the ground state and first excited rotational transition of CO, which occur at
115 and 230 GHz. This technique can be used to get the mixing ratio of many trace molecules in the
planetary upper atmospheres, such as HCl (625.9 GHz), PH3 (534 GHz), HCN (620.3 GHz), SO2
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Figure 10.2 Spectral lines within a ±200 MHz band around 265.75 GHz, corresponding to H2O, NO2, HCN, and
16O18O16O in the Earth’s upper atmosphere. Source: Waters et al. (1984). © 1984, Elsevier.
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(632.2 GHz), and H2S (687.3 GHz), and parent molecules outgassed by comets, such as H2O, NH3,
HCN, and CO, all of which have strong rotational transitions in the 500–700 GHz region.

10.3 Limb Sounding

In the limb-sounding geometry, the optical path in the atmosphere is much longer than in the
downlooking geometry. This allows the detection and study of trace constituents in the upper
atmosphere with very low mixing ratios.

Table 10.2 Molecular transitions of interest and importance to
astrophysics and planetary atmosphere studies between 530 and 695 GHz.

Molecule Frequency (GHz)

PH3 534

H2
18O 547.7

537.3

554.8
13CO 551 and 661

H2
16O 556.936 (ortho)

620.7 (ortho)

HDO 559.8 and 559.9

NH3 572.5

CO 576 and 691

HC18O 603.025

H13CN 604.2

SO 611.5

NH2D 613

HCN 620.3

H37Cl 624

HCO+ 625

HCl 626

SO2 632.2

CS 636.5

DCO+ 648.192

HDS 650.3

DCN 651.5

SiH 682

H2S 712

687.3
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Let us consider the simple case of an optically thin atmosphere. In this case, the absorption can be
neglected and Equation (9.30) reduces to

Ta ν,h =
∞

h
α ν, z T z g z, h dz 10 6

Taking into account that the planet radius is usually much larger than z or h, then g(z, h) can be
written as (from 9.24):

g z, h
R

2 z− h
10 7

Taking the additional simplifying assumption that T(z) is constant, then the observed tempera-
ture can be written as:

Ta ν,h = T
R
2

∞

h
ρ z

k ν, z

z− h
dz =

∞

h
ρ z W ν, h, z dz 10 8

where W(ν, z, h) is the weighting function. To illustrate, in the case of an exponentially decaying
pressure, W can be written as (from 10.3–10.5):

W ν,h, z =
ST
π

R
2

νL

ν− ν0
2 + ν2L

1

z− h

= A
e− z H

a2 + e− 2z H z− h
H

1 2

A =
ST

πνL P0

R
2H

a =
ν− ν0
νL P0

10 9

Figure 10.5 shows the behavior ofW(ν, h, z) for different values of a (i.e., frequency displacement
from the line center).
Let us consider the observed brightness temperature Ta far out on the wings of the spectra line

(ν − ν0 νL). The weighting function will reduce to:

W ν, h, z =
A
a2

e− z H

z− h
H

1 2
10 10

which is a fast decaying function of z. Thus, most of the contribution to Ta results from a thin layer
of atmosphere just above the tangent height h. This can be illustrated by considering the ratio:

C Δh =
h + Δh
h W ν, h, z dz

∞
h W ν, h, z dz

=

Δh H
0

e− x

x
dx

∞
0

e− x

x
dx

10 11

as a function of Δh/H. With the appropriate variable transformation (x = y2), this ratio can be writ-
ten as a function of the error function as:

C Δh = erf
Δh
H

10 12
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where

erf ξ =
2
π

ξ

0
e− y2 dy

This function is shown in Figure 10.6a. For Δh/H = 0.23, C(Δh) = 0.5. This shows that half the
contribution is from a layer about equal to one-quarter of the scale heightH. For a typicalH of 7 km,
more than half the contribution is from a layer of thickness 1.75 km. Thus, if the limb sounder scans
the upper atmospheric region vertically (i.e., change h), a fairly high accuracy profile of the con-
stituent can be derived in a straight-forward manner.
In reality, the receiving antenna pattern plays a significant role. The ratio in Equation (10.11)

must be convolved with the antenna pattern, which can be expressed as a function ofΔh for a fixed
scan position (i.e., fixed h). This usually leads to a significant broadening of the weighting function,
as illustrated in Figure 10.6b.

10.4 Elements of a Millimeter Sounder

The millimeter sounding sensor consists of a collecting aperture and a receiver/spectrometer that
measure the intensity of the collected signal as a function of frequency. This is usually done using a
heterodyne receiver where the signal frequency band is translated down to a lower frequency band
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Figure 10.5 Behavior of the weighting function W as a function of altitude for different values of
a = a exp (h/H).
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using a nonlinear mixer. This translation process preserves the relative position of the received fre-
quencies and their relative amplitudes. This allows the high-resolution spectral analysis of the col-
lected signal to be done in a lower frequency region where high-resolution digital and analog
spectrometers are available.
Figure 10.7 shows the basic elements of a millimeter heterodyne receiver. Figure 10.8 is a block

diagram of a balloon-borne cooled millimeter spectrometer (Waters et al., 1984) used to sound ClO
(204.352 GHz line), H2O2 (204.575 GHz line), and O3 (206.132 GHz line). The filter bank consists of
35 filters with spectral resolution of 2MHz, 8MHz, and 32MHz, as indicated in Figure 10.9. After
the two-step mixing, the spectral range for each one of the three spectral lines under study is the
same, thus allowing the use of identical filter banks to derive the line shape. The heterodyning
arrangement is shown in Figure 10.10.
For submillimeter sensors, the basic elements are still the same, except the main challenge is the

development of high-efficiency mixers and high-frequency stable local oscillators. To illustrate, two
types of mixers are briefly described: the Schottky mixer and the superconductor–insulator–
superconductor (SIS) mixer.
A Schottky diode consists of a metal contact on a lightly doped semiconducting layer epitaxially

grown on a heavily doped conducting substrate. The epitaxial layer is conductive except near the
metal contact, where an insulating depletion layer is formed. The corresponding current–voltage
relationship has the form:

I e aV

This nonlinear transfer function allows the generation of mixed frequencies when two voltages at
frequencies ν1 and ν2 are inputted to the device. Schottky diodes have been used both at room tem-
perature and at low temperatures.

Cryogenic refrigerator
Reflector

Dewar
window

Mixer

Filter

Multiplier

Spectrometer

(Uses phase-lock loop)

Stable
oscillator

Figure 10.7 Basic elements of a millimeter heterodyne spectrometer.
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Figure 10.8 Block diagram of a cooled 205 GHz spectrometer. Source: Waters et al. (1984). © 1984, Elsevier.



SIS devices use the tunneling process to provide a sharp nonlinearity. The barrier is formed by the
insulating oxide layer. As illustrated in Figure 10.11, it is apparent that when the applied voltage is
equal to or exceeds the band gap in the superconducting materials, a sharp increase in the current
will occur. In actuality, the increase in the current will occur in steps due to the energy of the inci-
dent photon. This nonlinearity in the I–V transfer function allows the generation of the mixed
frequencies.
Schottky and SIS mixers will operate at the lower end of the submillimeter region, and work is

ongoing to improve their capability at higher frequencies. At the other end of the spectrum, gal-
lium-doped germanium photoconductive mixers have been used down to a frequency region of
2–3 THz.
The stable local oscillator is usually a Gunn oscillator or a carcinotron. Gallium arsenide Gunn

oscillators have been used up to 100 GHz. Indium phosphide oscillators have operated up to 180
GHz. By usingmultipliers, reference frequencies of many hundreds of GHz can be generated. At the
upper frequency end, multifrequency lasers have been used where two neighboring spectral lines
are mixed down to generate submillimeter signals.
Most of the elements in a submillimeter sensor use quasi-optic techniques, such as dichroic filters

(plate with an array of appropriately sized holes), comb filters, Fabry–Perot diplexers, polarizing
grids, and array detectors.
The Earth Observing SystemMicrowave Limb Sounder (EOSMLS) instrument is an example of a

state-of-the-art atmospheric sounder that includes measurements in the millimeter and submilli-
meter parts of the electromagnetic spectrum.EOSMLSwas launched as one of four atmospheric sen-
sors on NASA’s Aura satellite in 2004. Figure 10.12 shows a block diagram of the EOS MLS
instrument, which includes a channel at 640 GHz and one at 2.5 THz. The 640 GHz channel includes
spectral lines of H2O, N2O, O3, ClO, HCl, HOCl, BrO, HO2, and SO2, while the 2.5 THz channel
includes a spectral line of stratospheric OH. The EOS MLS measurements of stratospheric OH on
a global scale will fill a gap that currently exists in atmospheric chemistry. Current models of atmos-
pheric chemistry assume that OH is awell-behaved constituent controlling, among other things, the

Position of spectral
line center

Filter positions
2 MHz resolution

8 MHz resolution

32 Mhz
resolution

Frequency (GHz)

0.0 0.1

1-13

14-26

27-35

28 29 30 31 32 33 34 3527

0.2 0.3 0.4

Second IF
spectrum

(identical for
ClO, H2O2, and

O3)

Figure 10.9 Filter bank arrangement for the spectrometer in Figure 10.8.
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conversion of CH4 to H2O and the rate of oxidation of sulfur gases (SO2, OCS) to sulfate aerosol. The
EOS MLS measurements will allow this assumption to be tested on a global scale.
The EOS MLS radiometers use heterodyne receivers to record the incoming radiation. The

incoming radiation for the four lower frequency channels (118, 190, 240, and 640 GHz) is collected
by a three-reflector system that is used to scan the limb vertically. Radiometric calibration is pro-
vided by periodically switching to calibration targets or to space. This is accomplished using a
switching mirror following the antenna system. The signal from the switching mirror is separated
into different paths by an optical multiplexer consisting of dichroic plates and polarization grids,
and fed to the inputs of the four radiometers. The incoming signals are translated to intermediate
frequencies using local oscillator signals and advanced planar-technology mixers. The solid-state
local oscillators drive the mixers in the subharmonic pumped mode. The intermediate frequency
outputs are fed to spectrometers via a switch network. Digitized data from the spectrometers are
passed to the command and data handling system for transmission to the ground through the space-
craft data handling system.
The atmospheric and calibration signals for the 2.5 THz radiometer are obtained via a dedi-

cated telescope and scanning mirror whose operation is synchronized with that of the GHz
antenna and the GHz switching mirror. The 2.5 THz measurements are performed simultane-
ously at both polarizations to provide increased signal to noise for the important OH measure-
ment. The THz radiometer also operates in the heterodyne mode. In this case, the local
oscillator is a CO2-pumped methanol (CH3OH) gas laser. All radiometers operate at ambient
temperature.
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Figure 10.10 Heterodyning arrangement for the spectrometer shown in Figure 10.8.
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10.5 Submillimeter Atmospheric Sounder

In addition to MLS, a number of submillimeter atmospheric sounders have been flown, or pro-
posed, for observing the Earth upper atmosphere or the planetary atmospheres. In 2009, a super-
conducting submillimeter-wave limb sounder (SMILES) was flown on the International Space
Station to study the recovery and stability of the stratospheric ozone. It used a mechanically cooled
superconducting mixer. It operated in the region of 624–650 GHz (0.46–0.48 mm) and observed the
brightness temperature spectra from ozone, hydrochloric acid, nitric acid, bromine oxide, and
ozone isotopes lines. A review of the instrument and the acquired data are given by Kikuchi
et al. (2010).
During the Rosetta Earth flyby, on its way to comet Churyumov–Gerasimenko encounter, the

MIRO instrument observed the Earth upper atmosphere in the vicinity of the 557 GHz waterline
in order to validate the instrument (Jiménez et al., 2013) and comparing the results to the EOS-MLS.
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Figure 10.11 Schematic diagram showing the relative positions of the energy density states in an SIS as a
function of the applied voltage.
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Submillimeter sounders were also proposed to sound the Martian atmosphere and map its wind
(Tamppari et al., 2016) by observing a set of spectral lines from multiple species to cover a wide
range of altitudes. The thin atmosphere onMars (6 mbar at the surface) corresponds, pressure wise,
to the Earth upper stratosphere and lower mesosphere.

Exercises

10.1 Consider a homogeneous atmospheric layer with an optical thickness τ and a constant tem-
perature T. Calculate the microwave brightness temperature Ta observed by a downlooking
sensor. What is the expression for Ta for an optically thin layer (τ 1)? What is it for an
optically thick layer (τ 1)?
Let us now assume that this layer is just above a perfectly flat surface of emissivity ε and

temperature Tg. What is the observed brightness temperature from a downlooking sensor?
Also, give the brightness temperature in the limits of an optically thin and an optically
thick layer.
Now assume that Tg = 300 K and T = 250 K. Plot Ta as a function of τ for the two cases

ε = 0.4 (the case of the ocean) and ε = 0.9 (the case of land). Based on these plots, what
inference can you make about the appearance of the brightness temperature near a spectral
line?

10.2 Consider the spectrometer illustrated in Figure 10.13 which is designed to study the spectral
lines of HNO3 (269.21 GHz), N2O (276.22 GHz), and O3 (276.92 GHz). Determine the fre-
quencies ν1, ν2, and ν3 for the second-stage mixers in order to be able to use identical filter
banks which cover the region from 0.1 to 0.3 GHz.
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Figure 10.13 A spectrometer designed to study the spectral lines of HNO3, N2O, and O3.
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11

Atmospheric Remote Sensing in the Visible and Infrared

Sensors in the visible and infrared part of the spectrum are used to measure the characteristics of
solar radiation after it interacts with the atmosphere through scattering and/or absorption and of
the emitted radiation which originates from atmospheric molecules. From these characteristics,
information can be derived about atmospheric temperature, composition, and dynamics as a func-
tion of altitude and lateral position. Because of the relatively short wavelength, high spatial reso-
lution is easier to achieve in comparison to microwave sensors. Imaging spectrometry can be
achieved by using two-dimensional detector arrays. On the other hand, the strong scattering by
suspended particles significantly limits vertical sounding through cloud layers.

11.1 Interaction of Visible and Infrared Radiation with the
Atmosphere

In the visible and near infrared, the sun is the main source of radiation. The maximum solar irra-
diance occurs at 0.47 μm,with about half of the total energy in the visible band (0.4–0.76 μm). In the
case of the Earth, about 35% of the sunlight is reflected back into space, about 18% is absorbed in the
atmosphere, and 47% is absorbed at the surface.
The thermal infrared radiation is generated mainly by the surface and the atmosphere. It

becomes dominant somewhere between 4 and 18 μm, depending on the planet’s temperature
and albedo.
Atmospheric constituents interact with electromagnetic radiation all across the visible and infra-

red region as a result of vibrational and rotational processes, thus impinging their “fingerprints” on
the spectral signature of the radiation emitted or scattered toward space.

11.1.1 Visible and Near-Infrared Radiation

As the sunlight passes through an atmospheric layer, some of the energy is absorbed, some scat-
tered, and some transmitted (Fig. 11.1). At the surface, the total spectral irradiance Eg contains
two components: the direct sunlight Es and the diffuse skylight Ed:

Eg = Es + Ed 11 1

The direct sunlight spectral irradiance is given by

Es = S cos θ exp − τ cos θ 11 2
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where τ is the total optical thickness of the atmosphere, S is the solar spectral irradiance at the top of
the atmosphere, and θ is the angle of incidence (or observation). The diffuse skylight consists of all
the components which result from single or multiple scattering of the direct sunlight as well as the
reflected sunlight. Figure 11.2 shows the ratio of the direct sunlight Es to the total irradiance at the
surface (i.e., Es/(Es + Ed)) as a function of the optical thickness τ/ cos θ. It shows that the direct
sunlight is dominant for optical thickness less than 1.1. For a representative optical thickness of
τ = 0.5, the direct sunlight is dominant for solar zenith angles θ less than 63 (cos θ > 0.5/1.1).
The energy scattered upward by the surface enters the base of the atmosphere, and some of it is

scattered back toward the surface. Figure 11.3 shows the reflectance of a nonabsorbing Rayleigh
scattering atmosphere. It shows that the reflectance is relatively insensitive to extreme variations
of the character of ground reflectance.
At the top of the atmosphere, the total spectral irradianceM emitted toward space consists of the

upwelling radiation due to scattering in the atmosphereMa and the upwelling radiation which has
interacted at least once with the surface Mg:

M = Ma + Mg 11 3

The relative values of these two components are shown in Figure 11.4. As the optical thickness
increases, more scattering occurs in the atmosphere, leading to a larger Ma. The transmittance to
the surface decreases, leading to a smaller Ms.

S

Atmosphere

Ground Ed

Es

Ma Mg

θ0

Figure 11.1 Interaction of sunlight with the surface and the atmosphere. Es is direct sunlight at the surface. Ed
is diffuse skylight at the surface.Ma is scattered sunlight which never reaches the surface.Mg is upwelling which
has interacted with the surface.
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In the case of limb sounders in the upper part of the atmosphere, the radiation is mainly a result of
the direct sunlight scattering Ls and, in the case of occultation, of the direct sunlight Ld (see
Fig. 11.5):

L = Ls + Ld 11 4

where

Ld = S exp − τ

and τ is the optical thickness along the line of sight between the sun and the sensor.

11.1.2 Thermal Infrared Radiation

The total thermal spectral radiance I observed at a frequency ν and zenith angle θ consists of (see
Fig. 11.6):

I = Is + Ia + Id + Ih 11 5

where

Is = surface emission
Ia = atmospheric emission upward
Id = reflected atmospheric emission downward
Ih = reflected solar radiance
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Figure 11.4 Radiant emittance M, Mg, and Ma at the top of a Rayleigh atmosphere as a function of optical
thickness. Surface reflectance is 0.1 and solar zenith angle is 66 . Source: Modified from Fraser (1964).
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The surface-emitted radiance reaching the sensor can be written as:

Is ν, θ = s ν, θ B ν,Ts exp − τ ν, θ 11 6

where s is the surface emissivity, τ is the atmospheric spectral optical thickness, and B(ν, Ts) is the
Planck function given by Equation (8.28).
The atmospheric emission for a plane, parallel atmosphere in local thermodynamic equilibrium

is given by:

Ia =
∞

0
ψ t ν, z exp − τ ν, z dz 11 7

Sun

Sensor

Ls

Ls

Ld Sensor
Source

(b)

(a)

Figure 11.5 Component of outwelling from the atmosphere in the limb scanning configuration: (a) non-
occultation configuration and (b) occulation configuration.

IH

θH
θ

Is IA ID

Figure 11.6 Component of the thermal irradiance in the atmosphere.
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where

ψ t(ν, z) = source term = αa(z) B[ν, Ta(z)]
Ta(z) = atmospheric temperature
τ ν, z = optical thickness above z = 1

cos θ
∞
z αa ν, ξ dξ

The reflected atmospheric downward emission Id originates in the atmosphere above the surface
and is reflected by the surface. The radiant energy reflected into the solid angle dΩr in the direction
(θr, ϕr) comes from all directions above the surface. Thus, we can write:

Id ν, θr, ϕr = exp − τ ν, θr , ϕr dA dΩi I ν, θi, ϕi ρ ν, θi, ϕi, θi,ϕr cos θi 11 8

where I is the atmospheric downward radiation at the surface, ρ is the surface reflectivity, dΩi is the
solid angle of the incident radiation = sin θi dθi dϕi, the second integral is over a solid angle of 2π,
and the first integral is over the area viewed by the sensor.
The reflected solar radiance term is given by:

Ih ν, θ = S ν cos θh exp − τ ν, θh ρ ν, θh, θ exp − τ ν, θ 11 9

where θh is the sun angle and θ is the observation angle. Of course, Ih = 0 during the nighttime.

11.1.3 Resonant Interactions

Resonant interactions with the atmosphere in the visible and infrared correspond mainly to the
vibrational and vibrational–rotational energy levels of the atmospheric constituents. Figure 8.1
shows the absorption due to some of the main constituents in the Earth’s atmosphere. CO2 is also
the main constituent of the atmospheres of Venus and Mars. CH4 is an important element in the
atmospheres of Jupiter, Saturn, and Titan. Figure 11.7 shows the rich fine structure of the water
molecule in the 26–31 μm region and of the carbon dioxide molecule in the 13–15 μm region. Note
that the spectrum is usually plotted as a function of wave number, which is the inverse of the
wavelength.
Carbon dioxide is substantially uniformly mixed in the Earth’s atmosphere and is by far the dom-

inant constituent of the atmospheres of Venus and Mars. This allows the use of the strong CO2

bands at 4.3 and 15 μm for temperature sounding. Methane is uniformly mixed in the atmospheres
of Jupiter and Saturn. Its spectral band at 7.7 μm can then be used for temperature sounding of the
giant planet’s atmospheres.

11.1.4 Effects of Scattering by Particulates

Particulates play amajor role in the visible and infrared region of the spectrum because they usually
are of similar size as the wavelength. In order to formulate quantitatively the effect of scattering, the
angular distribution of the scattered radiation must be specified. This is described by the scattering
phase function p (cos α), where α is the angle between the incident and scattered radiation. Usually
p (cos α) is normalized such that

p cos α
dΩ
4π

= ω 11 10
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For the case of no absorption loss, ω = 1. Otherwise, ω is a constant smaller than one. The sim-
plest case is when the scattering is isotropic. Then

p cos α = ω = constant 11 11

One important case is the Rayleigh phase function:

p cos α =
3
4

1 + cos 2 α 11 12

Another important function which has been used in planetary studies is

p cos α = ω 1 + χ cos α 11 13

where χ is a constant between−1 and +1. In general, the phase function can be written as a series of
Legendre polynomials:

p cos α =
∞

n = 0

ωnPn cos α 11 14

Figure 11.8 shows the phase functions for atmospheres of increasing turbidity or decreasing vis-
ibility, hence increasing influence of particles. Curve 1 corresponds to the theoretical Rayleigh
phase function. It is almost identical to curve 1a, which corresponds to themeasured phase function
of dry air at a mountain observatory with a 220 km visibility (extremely clear atmosphere). As the
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Figure 11.8 Average measured phase functions of different states of the atmosphere. Source: Adapted from
Chahine et al. (1983). © 1983, American Society of Photogrammetry.
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particulates influence increases, the phase function becomes more asymmetrical with enhanced
forward scattering. Curve 10 corresponds to the case of an atmosphere with 1 km visibility. In this
case, the forward scattering is about 600 times stronger than the backward scattering.
In the case where the atmosphere contains clouds or aerosols, the scattering source term in the

radiative transfer equation becomes important. This term is expressed as

J θ,ϕ =
1
4π

4π

0
I θ,ϕ p cos α dΩ 11 15

and

cos α = cos θi cos θs + sin θi sin θs cos ϕs −ϕi 11 16

where θi, ϕi and θs, ϕs are the spherical angular coordinates of the incident and scattered beams,
respectively. The radiation transfer equation in the case of a plane parallel scattering nonabsorbing
atmosphere can then be written as (from Equation 8.56)

μ
dI τ, μ,ϕ

dτ
= I τ, μ,ϕ −

1
4π

+ 1

− 1

2π

0
p μ,ϕ, μi,ϕi I τ, μi,ϕi dμi dϕi 11 17

where μ = cos θ and μi = cos θi. This differential integral equation cannot be usually solved ana-
lytically. In simple cases, it is solved by solving for the following related integrals:

Flux integral F =
1
π

μI dμ dϕ 11 18

K integral K =
1
4π

μ2I dμ dϕ 11 19

11.2 Downlooking Sounding

The upwelling radiation carries information about the atmosphere temperature profile (emitted
component), suspended particles (scattered component), and constituents. By measuring the spec-
tral characteristics of the upwelling radiation in certain bands of the spectrum, the above geophys-
ical parameters can be measured. In this section, we discuss the use of infrared and visible
upwelling radiation to measure temperature profiles and constituent concentration.

11.2.1 General Formulation for Emitted Radiation

Considering a plane parallel nonscattering atmosphere, a layer of thickness dz at altitude zwill have
an emitted spectral radiance ΔB(z) given by

ΔB z = α ν, z B ν,T z dz 11 20

where B[ν, T] is the Planck function and α is the absorption coefficient, which is a function of the
local constituent and atmospheric pressure. The contribution of the layer dz to the total spectral
radiance emanating from the top of the atmosphere is

ΔBa = ΔB z e− τ ν,z 11 21
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where

τ ν, z =
∞

z
α ν, ξ dξ 11 22

Thus,

ΔBa = α ν, z B ν,T z exp −
∞

z
α ν, ξ dξ dz

= B ν,T z dβ

11 23

where

β ν, z = exp − τ ν, z 11 24

β(ν, z) is the transmittance of the atmosphere above level z. The total spectral radiance observed by
the sensor is

Bt ν = Bs ν βm ν +
∞

0
B ν,T z

dβ
dz

dz = Bs ν βm ν + Ba ν 11 25

where Bs(ν) is the surface spectral radiance, βm(ν) is the total atmosphere transmittance, and Ba(ν) is
the atmospheric spectral radiance.

11.2.2 Temperature Profile Sounding

The atmospheric spectral radiance can be written as:

Ba ν =
∞

0
B ν,T z W ν, z dz 11 26

where W(ν, z) = dβ/dz acts as a weighting function. Sometimes it is convenient to use instead of z
another altitude-dependent variable such as the pressure p or y = −ln p. In this case, we will have:

Ba ν =
0

ps

B ν,T p
dβ
dp

dp 11 27

or

Ba ν =
∞

− ln ps

B ν,T y
dβ
dy

dy 11 28

Let us consider the case of a homogeneously mixed constituent (such as CO2 in the atmosphere of
Earth, Venus, or Mars) and the emission around a single collision-broadened spectral line centered
at ν0 (see Equation 8.21). In the wing of the line where ν − ν0 νL:

α = ρ
S
π

νL

ν− ν0
2 = ρ

S
π

νL p0
ν− ν0

2

p
p0

11 29

where ρ is the constituent concentration. In the case of a homogeneously mixed constituent, the
concentration ρ is proportional to −dp/dz. Thus,

α = − bp
dp
dz

11 30
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and

τ = +
b
2
p2 β = exp −

b
2
p2 11 31

where b is a constant which depends on the line strength and width, the concentration of the
absorber, and the observation frequency. This leads to a weighting function in Equation (11.28):

W ν, y =
dβ
dp

dp
dy

= bp2 exp −
b
2
p2 11 32

This weighting function is plotted in Figure 11.9. It shows that a peak occurs at pm = 2 b,
which depends on the observation frequency. Thus, by changing the frequency, the peak of the
weighting function can be moved to different pressure levels (therefore, different altitude levels).
The sensor measures the collected spectral radiance Bt at a number of frequencies νj. These meas-

ured values can be written as (from Equation 11.26):

Bt ν j =
∞

0
B ν j,T z W ν j, z dz 11 33

where for simplicity we did not include the surface component. The object is to derive the temper-
ature profile from the values of Bt(νj). Equation (11.33) can be viewed as a nonlinear transformation
from T(z) to B(ν) as in

B ν = F T z 11 34

and the temperature profile is derived by performing an inverse transformation:

T z = F − 1 B ν 11 35

This is done in an iterative process that uses the fact that the weighting function has a maximum
which depends on ν and that variations of T(z) around the maximum affect strongly I(ν), while the
effect is small away from the location of the peak. The theory associated with the inversion tech-
niques (also called retrieval techniques) is beyond the scope of this textbook. The reader is referred

W
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Figure 11.9 Behavior of the weighting function W(ν, y) as a function of the pressure p.
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to the work of Chahine (1970) and the texts by Twomey (1977), Chahine et al. (1983), andHoughton
(1981) for the details of the transformation techniques.

11.2.3 Simple Case Weighting Functions

Let us assume that the temperature varies slowly and monotonously as a function of z. The Planck
function can then be approximated by:

B ν,T = B ν,T +
∂B
∂T

T −T 11 36

and Equation (11.26) can be written as

Ba ν = B ν,T W ν, y dy +
∂B
∂T

W ν, y T −T dy 11 37

This shows that the product (∂B/∂T) W(ν, y) is a direct weighting function of the temperature.
Figure 11.10 shows this product weighting function for some of the channels on the High Resolu-
tion Infrared Radiation Sounder (HIRS) flown on Nimbus 6 and TIROS-N. The characteristics of
some of the illustrated channels are given in Table 11.1. The CO2 bands at 15 and 4.3 μm are com-
monly used for temperature sounding of the terrestrial planets’ atmospheres.
In order to illustrate the concept in a simple analytical form, let us consider the simplified case

where k is assumed to be weakly dependent or even independent of temperature and pressure.
Then, we can write

α ν, z = k ν ρ z 11 38
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Figure 11.10 Curves of the product (∂B/∂T) W as a function of pressure for some of the channels on the HIRS
around the 15 μm CO2 band. Source: Smith et al. (1975). See Table 11.1 for more description.
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and

τ ν, z = k ν
∞

z
ρ ξ dξ 11 39

Assuming an exponential behavior for ρ with a scale height H, then we get:

τ ν, z = k ν ρ0H e− z H 11 40

and

W ν, z = k ν ρ0 exp −
z
H

− k ν ρ0H e− z H 11 41

which is identical to the microwave weighting function in Equation (9.13) and illustrated in
Figure 9.3, except the weighting function here corresponds to the Planck function, which is a func-
tion of the temperature instead of the temperature itself. The weighting function peak occurs at an
altitude zm given by

zm = H log ρ0Hk ν 11 42

11.2.4 Weighting Functions for Off-Nadir Observations

Off-nadir observations lead to changes in altitude of the peak of the weighting function, thus allow-
ing the derivation of a temperature profile using multiple angle observations at a single frequency.
This can be qualitatively explained by the fact that, at an oblique angle, the radiation emitted from a
layer dz toward the sensor will propagate through more of the atmosphere than in the normal
observation case. Thus, the atmosphere will have a higher effective optical thickness, which implies
that the region of maximum contribution has to be at a higher altitude.
Quantitatively, if θ is the observation angle relative to vertical, and assuming the case of an expo-

nential atmosphere with k independent of the pressure and temperature, the weighting function in
Equation (11.41) will become

W ν, z, θ =
k ν ρ0
cos θ

exp −
z
H

−
k ν ρ0H
cos θ

e− z H 11 43

Table 11.1 Characteristics of some of the HIRS channels.

Channel no. Central wavelength (μm) Principal absorbing constituent Peak level (mb)

1 15.0 CO2 30

2 14.7 CO2 60

3 14.4 CO2 100

4 14.2 CO2 250

5 14.0 CO2 500

6 13.6 CO2/H2O 750

7 13.4 CO2/H2O 900
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which has a peak at altitude:

zm θ = H log
ρ0Hk ν

cos θ
= zm 0 + H log

1
cos θ

11 44

The location of the peak will move upward by one scale heightH for an observation angle change
from nadir to 68 . One major limitation of this approach is that the atmosphere must be assumed to
be laterally homogeneous across the range of angular observations. This is usually not exactly true.
This technique was used by Orton et al. (1975) for temperature sounding of the Jovian atmosphere
using the Pioneer 10 infrared radiometer.

11.2.5 Composition Profile Sounding

The constituent concentration profile appears explicitly in the expression of β(ν, p):

β ν, p = exp −
∞

p
k ν, p ρ p dp 11 45

Thus, a mapping transformation can be applied to derive ρ(p), ρ(y), or ρ(z) from a set of measure-
ments Sa(νj) using Equation (11.26) or (11.27). This is done by iterative techniques as discussed by
Chahine (1972). To illustrate, let us consider the simple case of an optically thin atmosphere at the
frequency of observation. Then:

dβ
dp

= k ν, p ρ p exp −
∞

p
k ν, p ρ p dp k ν, p ρ p 11 46

and Equation (11.26) becomes:

Sa ν =
∞

0
ρ p W ν, p dp 11 47

where

W ν, p = k ν, p β ν,T p 11 48

If T(p) is known or derived from emission measurements at other wavelengths, then the weight-
ing functionW (ν, p) is a known function of ν and p, and ρ(p) can be derived by the inverse trans-
formation of Equation (11.47).
Downlooking sensors operating in the blue and ultraviolet (UV) spectral region can be used to

derive composition profiles by measuring the backscatter solar radiation. This can be used specif-
ically to sound the ozone layer. Taking the simplified case, in which the sun is straight behind the
sensor and the atmosphere is infinitely deep so that we can neglect the ground effect, we have:

I ν, p = I ν exp − k ν n p 11 49

where I(ν, p) is the incident radiation at the pressure level p, I(ν) is the incident solar radiation at the
top of the atmosphere, k(ν) is the absorption coefficient per molecule of ozone, and n(p) is the num-
ber of molecules above the level of pressure p.
The amount of radiation backscattered upward from the molecules in a layer where the pressure

changes by dp around level p will be proportional to I(ν, p) and dp:

dI ν, p = aI ν, p dp 11 50
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where a is the proportionality factor. This radiation will pass again through the atmosphere above
level p. The resulting upwelling is then

I ν =
∞

0
dI ν, p exp − k ν n p

= aI ν
∞

0
exp − 2k ν n p dp

11 51

I ν

I ν
= a

∞

0
p exp − 2k ν n p d ln p 11 52

Thus, by measuring the ratio I (ν)/I(ν) at a number of frequencies νj that give different values of
k, we can invert the above integral relation and derive the profile n(p).

11.3 Limb Sounding

Limb-looking geometry is used to sound the atmosphere by emission or occultation. In the emission
case, the spectral radiance is given by a similar expression as in the down-looking geometry except
the integration has to be carried along the line of sight and there is no contribution from the ground.
In the occultation case, the sun (or in some cases a star) is used as the source and the atmospheric
absorption has to be calculated along the line of sight from the source to the sensor. In both cases
the measurement accuracy is significantly enhanced by the fact that the optical thickness of a finite
layer is significantly larger in limb-sounding geometry than in down-looking geometry. This allows
the detection and study of minor constituents with extremely low concentration.

11.3.1 Limb Sounding by Emission

The total spectral radiance emanating from the atmosphere in a limb-sounding geometry
(Fig. 11.11) is expressed in a similar way as a down-looking sensor (Equation 11.25) except the inte-
gration is along the line of sight:

Bt ν, h =
+ ∞

− ∞
B ν,T x

dβ ν, x, h
dx

dx 11 53

where h is the tangent height and

β ν, x, h = exp −
+ ∞

x
α ν, ξ, h dξ 11 54

The coordinate x is related to the altitude z by

R + h 2 + x2 = R + z 2

Usually h and z are much smaller than R, thus

x = ± 2R z− h 11 55

By making the x to z transformation, Equation (11.53) can be written as:

Bt ν, h =
∞

0
B ν,T z W ν, h, z dz 11 56
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where W(ν, h, z) is a weighting function. If we are observing the emission from a gas with known
distribution, such as CO2 in the Earths’ upper atmosphere, thenW is known and themeasurements
allow the derivation of B(z) and from it T(z). Figure 11.12 shows the weighting functions for the CO2

band around 15 μm for different tangent altitudes. It is apparent that most of the contribution usu-
ally is from a small layer just above the tangent altitude.
Once the temperature profile is known, observations in other spectral bands will allow the der-

ivation of the corresponding dβ(ν, z)/dz and from it the constituent profile.
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Figure 11.11 Geometry for limb sounding.
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As seen in Figure 11.12, most of the contribution to the emission is from altitudes close to h. Thus,
we can write Equation (11.53) as:

Bt ν, h B ν,T h
+ ∞

− ∞

dβ ν, x, h
dx

dx

= B ν,T h β ν, + ∞ , h − β ν, − ∞ , h

= B ν,T h 1− βt ν, h = B ν,T h t ν, h

11 57

where βt(ν, h) is the total atmospheric transmittance along the path and t(ν, h) is the total emit-
tance. Thus, if we know T(h), we can derive t(ν, h) and hence the total absorber amountm(h) along
the limb path.
For a uniformly mixed gas, we may write for the total constituent mass m(h):

m h = c ρ x dx = c
∞

h
ρ z

2R
z− h

dz 11 58

where c is the mixing ratio and ρ(z) is the atmospheric density.
The measurement of Bt(ν, h) as a function of h is acquired by scanning the field of view of the

sensor in the vertical plane or by using a sensor with a wide vertical field of view and a linear array
of detectors in the sensor’s focal plane.

11.3.2 Limb Sounding by Absorption

In the case of absorption, the sensor observes the spectral emission from a source (usually the sun)
as the line of sight is occulted by the atmosphere. This allows the measurement of the total trans-
mittance βt(ν, h) along the line of observation, and hence the total absorber mass m(h). To a first
order, the measurement does not depend on knowing the temperature profile, as is the case with
the emission mode. On the other hand, absorption measurements can be done only during source
occultation as viewed from the sensor. In the case of the sun occultation viewed from an orbiting
platform, this corresponds to twice in each orbit.

11.3.3 Illustrative Example: Pressure Modulator Radiometer

To illustrate one of the techniques used in limb sounding by emission, we briefly describe here the
concept of a pressure modulator radiometer (PMR). The PMR uses gas correlation spectroscopy to
measure radiation from the emission lines of specific radiatively active atmospheric constituents
with a very high spectral resolution (about 0.001 cm−1 in comparison with 10 cm−1 for filters
and 1 cm−1 with standard spectrometers). This allows observation of radiation from very close
to the center of the lines, thus allowing the sounding of high-altitude layers.
Figure 11.13 shows a simplified diagram of the PMR. The collected radiation is passed through a

cell which contains the same gas as the one being observed. The pressure in the cell is modulated at
an angular frequency ω:

p t = p0 + Δp cos ωt

This leads to amodulation of the cell transmission T. The depth of modulation is a function of the
optical frequency:

T ν, t = T0 ν + ΔT ν cos ωt
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The shape of ΔT(ν) depends on the pressure in the cell p, the pressure modulation Δp, and the
specific spectral line. This is shown in Figure 11.14. It is clear that by varying Δp and p it is pos-
sible to vary the main portion of ΔT(ν) all along the wings of the spectral line, thus allowing
measurement of the incident radiation intensity as a function of ν around the line center. One
of the nice features of this technique is that the modulation affects in the same manner all the

Collector Pressure
modulated

cell

Detector

Source

Figure 11.13 Simplified sketch of a pressure modulator radiometer.

T1

T2

ΔT

v0

T1

T2

ΔT

v0

Figure 11.14 Transmission modulation ΔT(ν) peaks at different wavelengths depending on the pressure and
pressure modulation.
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neighboring spectral lines of the gas in the cell, thus allowing the measurement of the incoming
radiation in all the emission lines of the same gas in the atmosphere over a reasonably wide spectral
band.

11.3.4 Illustrative Example: Fourier Transform Spectroscopy

High-resolution infrared Fourier spectroscopy is used to measure the spectrum of the detected radi-
ation over a wide spectral range almost simultaneously. This allows the simultaneous detection of a
large number of trace species. This technique has been used to measure the spectrum of solar radi-
ation as it is occulted by the upper atmosphere. The high spectral resolution is achieved by using an
interferometer such as a Michelson interferometer. The concept is illustrated in Figure 11.15. The
radiation collected by the sensor is divided by the beamsplitter into two beams. Each one of them is
reflected by a mirror and passed again through the beamsplitter. The overlapping beams are direc-
ted toward the detector.
Let us first assume that the source is monochromatic, emitting radiation at frequency ν0. If one

of the mirrors is moved by a distance x/2 from the zero point position (position where both
mirrors are equidistant from the beamsplitter), then the beam energy D(x) incident on the detector
is given by

D x = envelope of B cos ν0t + B cos ν0t +
2πν0
c

x
2

D x = 4B cos 2
πν0
c

x = 2B 1 + cos
2π
c

ν0x

Mirror 1

Beamsplitter

Source

Mirror 2

x
2

Detector

Figure 11.15 Simplified diagram illustrating the concepts of a Fourier spectrometer.
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where B corresponds to the amplitude of the signal from each of the beams when the other one is
blocked. D(x) goes through maxima and minima as the moving mirror is displaced.
Let us now consider the case where the incident radiation has a continuous spectrum. In this

case, B is a function of ν and the detected signal is given by

D x = 2 B ν 1 + cos
2πν
c

x dν

= 2 B ν dν + 2 B ν cos
2πν
c

x dν

For x = 0, then

D 0 = 4 B ν dν

Thus:

I x = D x −
1
2
D 0 = 2 B ν cos

2πν
c

x dν

I(x) is called the interferogram function. It is measured by the sensor as the mirror is moved. The
function B(ν) can then be derived from the inverse Fourier transform:

B ν =
1
2

I x cos
2πν
c

x dx

The measurement spectral resolution is limited by the realizable range of x. If x is limited to a ±L
range, it can be shown that the sensor spectral resolution is given by

Δν =
c
2L

Thus, it is desirable to have L as large as possible. A number of techniques are used to optimize the
interferometer response and reduce its sidelobes.
The Fourier transform spectroscopy technique was used in the ATMOS instrument, which was

flown on the space shuttle to study the trace molecules in the Earth’s upper atmosphere. The
ATMOS sensor continuously monitored the solar radiation spectrum as the sun was occulted by
the atmosphere. The measured spectrum contained the absorption features of the atmosphere’s
constituents. By continuously monitoring during occulation, a vertical profile of the constituent
concentration was measured. Figure 11.16 shows an example of the ATMOS data for illustration.
Table 11.2 gives a summary of the key sensor characteristics.
A more recent example of a spaceborne Fourier transform spectrometer is the Tropospheric

Emission Spectrometer (TES), one of four atmospheric instruments launched on NASA’s AURA
spacecraft in 2004. The primary task of the TES instrument is to measure the global three-
dimensional distribution of tropospheric ozone and the chemical species involved in its
formation and destruction. Because many of these species exist only in very low concentrations
(on the order of 1 part in 109 by volume), both limb and nadir sounding are used. Since the
spectral lines of the species to be observed are spread over a wide region of the infrared
spectrum, the TES instrument was designed to cover a wide spectral region from approximately
20 to 97 μmwavelengths. On the other hand, in order to resolve the spectral lines, a high resolution
in frequency space is required. Furthermore, the line widths, to first order, are independent of
species and frequency, so a constant resolution in frequency space is required. These are exactly
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Figure 11.16 (a) Example of ATMOS data. The top trace shows a 500 cm−1 region of the spectrum. The second
trace is an expansion of a 50 cm−1 region. The third trace is an expansion of a 4 cm−1. The bottom trace is an
expansion of a 1 cm−1 region centered at 1915 cm−1, which shows a NO line. (b) Example of ATMOS data.
A 1.5 cm−1 spectral region (including the region in the bottom of (a) is shown as observed for different tangent
heights. It clearly shows the change in the constituent concentrations as a function of altitude. Source: Courtesy
of C. Farmer, Jet Propulsion Laboratory.

Table 11.2 Key characteristics of the ATMOS sensor.

Spectral interval covered 550 − 4800 cm−1

2.1− 18 μm

Spectral resolution 0.01 cm−1

Spectral precision 0.001 cm−1

Spatial resolution 1–2.5 km
Aperture size 7.5 cm

Scan time 1 sec

Detector HgCdTe cooled to 77 K

Data rate 15.8 Mbps
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the properties of a Fourier transform spectrometer. The TES FTS design is a four-port Connes
(Connes and Connes 1966) configuration, which allows further subdivision of the spectral range
into four sub-bands, for which the detectors can then individually be optimized for performance.
The detectors, all-photovoltaic mercury–cadmium-telluride optimized for the individual spectral
ranges, are operated at 65 K using active pulse-tube coolers. The optical bench with the back-to-
back translating cube-corner reflectors is passively cooled to 180 K. See Beer et al. (2001) for more
details on the TES instrument.

11.4 Sounding of Atmospheric Motion

The interaction of an electromagnetic wave with a moving gas leads to a frequency shift as a result
of the Doppler effect (see Chapter 2). If a gaseousmedium has an emission spectral line at frequency
ν0, the same gas moving at a speed υ along the observation line (see Fig. 11.17a) will emit at a fre-
quency ν:

ν = ν0 + νD 11 59

where

νD =
υ

c
ν0 =

υ

λ0

Similarly, if a wave passes through a layer of moving gas (Fig. 11.17b) with an absorption line at
ν0, the absorption line is shifted by the frequency νD.
A third situation occurs when a wave of frequency ν0 is scattered by a moving medium. In this

case, the scattered wave is Doppler shifted by (see Fig. 11.17c)

νD =
υ

λ0
cos θi + cos θs 11 60

where θi and θs are the incident and scattered waves angles relative to the velocity vector υ. By using
the Doppler effect, a number of techniques can measure and map atmospheric motion. These tech-
niques are discussed in this section.

11.4.1 Passive Techniques

Some passive techniques basically rely on accurate measurement of the frequency shift of known
emission (or absorption) spectral lines as a result of the motion of the corresponding atmospheric
constituent. The shift is usually measured by comparing the spectral signature of the received radi-
ation to the spectral properties of an appropriately selected static gas within the sensor. This can
best be illustrated by the sensor shown in Figure 11.8, which is designed for measuring wind velo-
cities in the upper atmosphere.
The radiation emitted from the upper atmospheric region under observation is passed through an

electro-optic modulator, where the index of refraction n is changed in a periodic fashion:

n t = n0 + Δn cos ωn t 11 61

where Δn is the modulation term (usually Δn n0) and ωn is the modulation angular frequency,
which is controllable. At the output of the modulator, the collected radiation spectrum will consist
of a number of spectral lines displaced by integers of ωn away from any incident radiation line ω0
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(see Figure 11.18b). This can be easily understood by looking at the effect of the electro-optic mod-
ulator on a monochromatic input signal given by

I t = I0 cos ω0t + ωDt 11 62

The modulator adds a phase delay ϕ, given by

ϕ =
2π
λ0

Ln t = ϕ0 + Δϕ cos ωnt 11 63

V
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(b)

(c)

v
v0 + vD

v

v

v
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v0

v0

v0 + vDv0

v0 + vD

Figure 11.17 Three configurations of wave interaction with a moving gas: (a) emitted radiation, (b)
transmitted radiation, and (c) scattered radiation.
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where L is the modulator length and

ϕ0 =
2πL
λ

n0

Δϕ0 =
2πL
λ

Δn

The output signal is then

O t cos ω0t + ωDt + ϕ0 + Δϕ cos ωnt 11 64

The spectrum of this signal contains components at frequencies ωD + ω0 ± jωn, with j = 0, 1, 2, …
(see Fig. 11.18). It is given by (McCleese and Margolis 1983):

O t J0 δ cos ω0 + ωD t +

∞

j = 1

J j δ cos ω0 + ωD + jωn t

+

∞

j = 1

− 1 jJ j δ cos ω0 + ωD − jωn t
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Figure 11.18 Sketch illustrating the basic configuration of a passive sensor for measuring atmospheric
motion. (a) Basic element of the sensor. (b) Effect of the electro-optical modulator on the line spectrum of the
incoming radiation. Source: Courtesy of D. McCleese, Jet Propulsion Laboratory.
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where Jj are ordinary Bessel functions of order j, and δ is a modulation index that depends on the
crystal used and the intensity of the modulating field. By changing δ, the amount of energy in the
sidebands relative to the central band can be controlled.
The modulated signal is then passed through a cell containing a reference gas selected to be the

same as one of the known gases in the atmospheric region under observation. This gas would then
have an absorption line at ω0. If the incident radiation has no Doppler shift (Fig. 11.19a), then the
modulated spectral lines are displaced away from the absorption lines, leading to little or no absorp-
tion in the cell. If the incident radiation is Doppler shifted, the modulation frequency can be
adjusted by quick scanning such that one of the sidebands matches the absorption line in the ref-
erence cell, leading to significant absorption and decrease in the output signal (Fig. 11.19b). It is
easily apparent that as the modulation frequency is scanned, the minimum output from the refer-
ence gas cell will occur when the modulation frequency ωn is equal to the Doppler frequency ωD.
This allows accurate measurement of ωD.
It should be pointed out that if the emission gas (and the reference gas) spectrum consists of a

large number of neighboring lines, the described technique is not affected because all the lines will
be Doppler shifted by approximately the same amount and the electro-optic modulator will displace
all the lines by the same approximate amount.
The sensor described above allows the measurement of the wind velocity along the sensor line of

sight. In order to get the wind vector, a second measurement is required from a different location to
get two vector components. From satellites, this can be easily done by observing the same atmos-
pheric region from two locations (i.e., at two times along the orbit) using two identical sensors with
different pointing angles or the same sensor with a pointing mirror (see Figure 11.20).
In the case of the Earth’s atmosphere, the emission lines of CO2 around 15 μm can be used to

measure the wind velocity in the upper atmosphere (60–120 km), and the emission lines of N2O
around 8 μm can be used to measure the wind velocity at medium altitudes (25–50 km).
The accuracy of the measurement depends on the strength of the emission line and its spectral

width. Narrow strong lines would provide the most accurate measurement. Pressure-broadened
lines will degrade the measurement accuracy, thus limiting the applicability of this technique to
the upper atmosphere. In addition, the spacecraft velocity must be known very accurately because
it has to be subtracted from the measured Doppler shift in order to derive the component due to
the wind.

11.4.2 Passive Imaging of Velocity Field: Helioseismology

One of the most imaginative and promising applications of passive spectral line shift measurement
techniques is in the field of helioseismology.
Continuous wave motions that are similar to seismic waves in the Earth agitate the interior of the

sun. In the gaseous solar atmosphere, two types of waves exist: (1) pressure (acoustic) waves, in
which the medium is alternately compressed and dilated along the direction of travel; such waves
propagate throughout the solar interior in the same way seismic acoustic waves propagate through-
out the Earth’s interior. (2) Gravity waves, which correspond to oscillations of parcels of fluid
around their equilibrium position as a result of the buoyancy-restoring force (pressure is the restor-
ing force for acoustic waves). Both types of waves establish resonant modes similar to acoustic or
electromagnetic waves in a spherical inhomogeneous cavity. The spatial and temporal structure of
these modes depends on the properties of the solar interior (composition, pressure, and
temperature).
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Figure 11.19 Principle of the line shift measurement using a reference gas cell. (a) Case of no Doppler shift
(no wind). (b) Case of a Doppler shift which is exactly compensated by the modulator frequency. (c) Output
signal as a function of the modulation frequency illustrating the measurement technique.
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On reaching the surface of the sun, the waves cause the surface gases to move up and down,
resulting in a Doppler shift of the spectral lines in the solar emitted light. The line displacements
are directly proportional to the gas velocity. Thus, a two-dimensional image of the sun that allows
the exact measurement of the line displacement in each image pixel can be used to derive the veloc-
ity field on the sun surface. This velocity field can then be inverted to derive the wave field in the
solar interior, which sheds light on the interior composition, pressure, and temperature distribu-
tions. Figure 11.21 shows some examples of the sun’s surface oscillations based on computer mod-
els. One of the strongest solar oscillations has a period of five minutes, with a spatial distribution
scale of few tens of thousands of kilometers and maximum radial velocity of many hundreds of
meters per second.
One possible method to map the spectral line displacements on a pixel-by-pixel basis is shown in

Figure 11.22. A telescope images the sun onto a CCD array through a very narrow band tunable
filter. The filter is first tuned to pass the energy in one of the wings of a solar absorption line. After
sufficient integration time, the filter is tuned to pass the energy in the other wing. The twomeasured
intensities are subsequently compared on a pixel-by-pixel basis to derive the displacement of the
line in each pixel and from it the velocity field. The spectral line displacement measurement
approach is illustrated in Figure 11.23. Let I1 be the intensity measured by one element in the
CCD array when the filter is centered to the left of the line center at ν. Let I2 be the corresponding
intensity when the filter is centered at the right of line center. The ratio I1/I2 is directly related to the
line displacement frequency νD.
A number of tunable filter types can be used, such as a magneto-optical filter (Agnelli et al. 1975),

a Fabry–Perot filter, a birefringent filter, or an acousto-optic filter. The spectral line used can be any
of the solar Fraunhofer lines, such as the sodium lines at 16, 956 cm−1 and 16, 973 cm−1.

11.4.3 Multi-Angle Imaging SpectroRadiometer (MISR)

MISR is one of five instruments that were launched on the NASA spacecraft Terra in December
1999. It employs nine discrete cameras pointed at fixed angles to make measurements of the land
surface and atmospheric aerosols and clouds. Of the nine cameras, one points in the nadir (verti-
cally downward) direction and four each are viewing the forward and aft directions along the space-
craft ground track. The off-nadir cameras view the earth at angles of 26.1 , 45.6 , 60.0 , and 70.5
forward and aft of the local vertical. The fore and aft camera angles are the same, i.e., the cameras

V1
V2

t2t1

V

Spacecraft track

Wind vector

Figure 11.20 Successive observations of the same atmospheric region would allow the derivation of two
components of the wind vector.
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are arranged symmetrically about the nadir. In general, large viewing angles provide enhanced sen-
sitivity to atmospheric aerosol effects and to cloud reflectance effects, whereas more modest angles
are required for land surface viewing.
The nadir viewing camera provides imagery that is less distorted by surface topographic effects

than any of the other cameras, and provides a comparison with the other cameras for determining
the way that imagery changes appearance with angle of view (called bidirectional reflectance meas-
urement). It also offers an opportunity to cross-compare observations with the more traditional sin-
gle view-angle sensors.
The cameras pointing at 26.1 are used for stereoscopic image mapping to determine topographic

heights and cloud heights. A base/height ratio near unity is considered optimal for stereo work.

l = 1  m = 0 l = 3  m = 2

l = 5  m = 5 l = 10  m = 5 l = 10  m = 10

l = 3  m = 3

Figure 11.21 Computer-generated models of the sun’s surface velocity fields, which correspond to six of the
acoustic resonance modes. Many thousands of these modes can exist.
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Figure 11.22 Simple diagram for a solar oscillation imager.
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This quantity is the linear distance between points observed by two cameras divided by the height of
the cameras above Earth. The angular separation between the forward and aft pointing 26.1 cam-
eras provides this optimal base/height ratio from the Terra orbit at 705 km altitude.
Sensitivity to aerosol properties is increased when the Earth’s surface is viewed at an angle

instead of straight down, thereby looking through a larger amount of atmosphere. The effect obvi-
ously increases with increasing viewing angle. The 45.6 cameras are positioned to exploit this aer-
osol sensitivity. At a view angle of 60 , the path length through the atmosphere is twice that of the
nadir view. Theoretical studies of the transfer of radiation to and from clouds also suggest that direc-
tionally oriented reflectance variations among many different types of clouds are minimized at this
angle. Finally, the 70.5 view angle cameras provide the highest possible view angle within practical
limitations.

First
passband of filter

Second
passband of filter

I1/I2 = 1 → No doppler shift

I1/I2 < 1 → Positive doppler shift

I1/I2 > 1 → Negative doppler shift

I1/I2 ≪ 1 → Large positive doppler shift

v0

v0

v

Figure 11.23 Principle of line displacement measurement using the intensities measured into two bandpass
regions placed symmetrically on both sides of the line center.
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One of the key applications of the MISR data is the measurement of cloud heights and the asso-
ciated wind fields at these heights. The MISR operational cloud height retrieval algorithm is based
on a stereophotogrammetric technique (Moroney et al. 2002) that exploits the multi-angle capabil-
ity of the instrument. Stereo matching algorithms estimate the height of an object based on the
apparent distance between similar features in a given image pair (Muller et al. 2002). Winds at
the cloud elevation cause advection of the clouds, which changes the appearance and position
of the clouds between successive image pairs. The wind field can therefore be estimated using these
changes between different pairs of MISR images.
Figure 11.24 shows an example of a cloud height measurement from the MISR instrument for

hurricanes Ivan and Frances. This same technique can also be applied to clouds of dust and smoke.
Figure 11.25 shows an example of the height of smoke clouds due to fires in the taiga forests of
eastern Siberia in 2003. The left and center panels are natural-color views from MISR’s vertical-
viewing (nadir) and 70 forward-viewing cameras, respectively. The steeply looking camera
enhances the appearance of smoke, such that many areas, including Lake Baikal (the long dark
water body along the left-hand image edge), are almost completely obscured by smoke at the
oblique view angle. On the right is amap of stereoscopically retrieved heights for features exhibiting
sufficient spatial contrast. The heights correspond to elevations above sea level. Taking into account
the surface elevation, the smoke plumes range from about 2 to 5 km above the surface. Larger
heights are mostly associated with clouds.

Hurricane Frances
September 4, 2004

Hurricane Ivan
September 5, 2004

0 20

Height in kilometers Height in kilometers

10 0 2010

Figure 11.24 MISRmeasurements of cloud heights associated with hurricanes Frances and Ivan. The panel on
the left in each case is a natural color image from the nadir-looking camera. Source: From MISR website. Get
permission from JPL.
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11.4.4 Multi-Angle Imager for Aerosols (MAIA)

Airborne particulate matter is a mixture of particles with different chemical composition, sizes, and
shapes. Their spatial and temporal distribution is driven by their sources and atmospheric
dynamics.
Satellite remote sensing allows global monitoring of particle concentration. This is complemen-

ted with surface sensors and chemical transport models. As a more advanced follow up to the MISR
instrument, theMAIA instrument combines multispectral, polarimetric, andmultiangular capabil-
ities in a single instrument that allowsmapping of total and speciated particlematter at a local scale.
See Diner et al. (2018) for a comprehensive description.
The MAIA instrument uses a push broom camera mounted on a two-axis gimbal. The spectral

coverage ranges from 0.365 μm in the UV to 2.126 μ in the shortwave infrared in 14 bands. These
bands were selected to detect absorption by hematite and aluminum oxide in dust particles, aro-
matic hydrocarbon in organic aerosol, aerosol reflective index, aerosol size distribution, and aerosol
and cloud height using Oxygen A-band.
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Figure 11.25 MISR measurements of the extent and height of smoke from numerous fires in the Lake Baikal
region on June 11, 2003, are shown in the panel on the right. Areas where heights could not be retrieved are
shown as dark gray. See text for detailed discussion. Source: From MISR website. Get permission from JPL.
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Three of theMAIA bands are polarimetric to allow additional sensitivity to particle size and index
of refraction. Polarization modulation is enabled by using a pair of photoelastic modulators and a
pair of achromatic quarter-wave plates. This results in a time-varying oscillation in the plane of
linear polarization. Above the detector array (silicon detectors in the UV and VNIR, mercury–cad-
mium–telluride detectors in the SWIR) is a set of spectral filters and wire grid polarization
analyzers.
The instrument camera is a four-mirror f15.6 optical system with cross-track and along-track

focal length at the center of the field of view of 5.7 cm and 6.1 cm, respectively. This allows for
operation over a range of orbital altitudes from 600 km to 850 km. The camera is mounted on
a biaxial gimbal assembly that can point the field of view to any along-track and cross-track
position within a bidirectional field of regard that effectively corresponds to 58 range in
along-track and 48 cross-track. This allows sensing at a wide range of angles from different
orbital passes.
For most targets, images will be taken at a range of preselected angles. The image swath will be

around 230 km, and spatial resolution will be between 200 m and 1100 m depending on the altitude
and viewing angle.

11.4.5 Active Techniques

In the case of active techniques, an active source with well-known narrow band spectral signature
(i.e., laser) is used to radiate the region of interest. The backscattered light is Doppler shifted by the
motion of the scattering particles and molecules. The collected light is then spectrally compared
with the emitted light in order to derive the Doppler shift and the corresponding atmospheric wind
velocity.
One of the advantages of active techniques is that by measuring the time difference between the

emitted and received signals, the location of themeasurement region can be accurately determined.
This allows the direct derivation of a wind velocity profile. In addition, because of the round-trip
effect, the Doppler shift is double the amount observed in passive techniques, thus making it easier
tomeasure. On the other hand, active techniques require the use of high-power laser sources, which
are heavy and require large input power.

11.5 Laser Measurement of Wind

The ESA Aealus mission was launched in August 2018 with an onboard laser instrument called
ALADIN to measure atmospheric wind. From an altitude of about 320 km, Aladin uses a high-
power UV (0.35 μm) laser, pulsing at 50 Hz, to get a profile of the wind velocity from the surface
to a height of 30 km. This is done by measuring the Doppler shift at different range gates. The
returned signal is collected with a 1.5 m telescope pointed at 35 away from the orbit plane and
allows wind measurement with a systematic error of less than 0.7 m/s and random error of 1 to
2 m/s depending on the altitude. The use of the UV spectral region is due to the strong backscatter
from atmospheric molecules at short wavelength. Figure 11.26 is a conceptual sketch showing the
measurement approach, see Aealus on the ESA website.
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11.6 Atmospheric Sensing at Very Short Wavelengths

Most of the spectral lines that correspond to electronic energy levels are in the short visible and in
the ultraviolet (UV). Table 11.3 gives some of the UV lines of gases encountered in planetary atmo-
spheres. UV spectrometers have been flown on numerous planetary missions to measure the inten-
sity of Lyman α emission and to measure the UV airglow in order to determine the distribution of
constituents such as CO2, CO +

2 , CO, O, H, and C. The UV sensors usually are photomultipliers or
channel electron multiplier detectors after a spectrometer or a set of filters. Typically, the UV spec-
trometers are of the Ebert scanning type, and they cover the region from 0.02 to 0.4 μm with res-
olution of about 10–20 Å.
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Figure 11.26 Conceptual sketch showing wind measurement with a laser system. Source: Courtesy
of ESA.
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Exercises

11.1 Consider a homogeneous atmospheric layer of optical thickness τ1 and constant tempera-
ture T1. Give the expression for the upward spectral radiance above the layer. Plot the effec-
tive emissivity ε1 of the layer as a function of its optical thickness.
Let us now assume that the layer is directly on top of a surface of temperature Tg and emis-

sivity εg. Give the expression for the upward spectral radiance above the layer. Write the
expression in the form

S = S0 + S1e
− τ + S2e

− 2τ

Explain in physical terms the behavior of S when:
a) εg = 0
b) εg = 1
c) τ small
Let us take the case of small τ. Give the conditions under which an absorption line

will show
a) as a dip or
b) as a peak in the spectral radiance.

11.2 Consider two homogeneous layers of optical depth τ1 and τ2, and of constant temperatures
T1 and T2, respectively. Layer 1 is on top of layer 2.

Table 11.3 Ultraviolet spectral lines of common atoms and molecules in
planetary atmospheres.

Atom/molecule Wavelength (Å)

Atoms

Argon 1048

Nitrogen 1200

Hydrogen 1216 (Lyman α)

Oxygen 1302, 1304, 1306

Carbon 1657

Molecules

Oxygen 2026, 2885

Nitrogen 986, 1450, 2010, 3370

Hydroxyl 3064

Nitric acid 1909, 2198, 2262

Carbon monoxide 1544, 1804, 2063

Ions

Oxygen 2610

Nitrogen 1549, 3911

Nitric oxide 1368

Carbon monoxide 2191, 4900
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a) Give the expression for the upward spectral radiance above the top layer.
b) Under what condition does a spectral line in layer 1 shows as a spectral peak or

trough?
c) How does a spectral line in layer 2 show in the emission spectrum?

11.3 Assuming an exponential decay of the gas density with a scale height H and that k does not
depend strongly on temperature and pressure, plot the behavior of the location of the
weighting function peak as a function of the observing frequency shift from the center of
the absorption line. Use the expression

z = H logA− log 1 +
ν− ν0
νL

2

Consider the following cases:
a) A = 1
b) A = 2
c) A = 5
Describe what happens for A < 1.

11.4 Plot the behavior of the scattering phase function as a function of α for the following cases:
a) Rayleigh phase function
b) For p = ω(1 + χ cos α) and

a) ω = 1, χ = 1
b) ω = 1, χ = 0.5
c) ω = 0.75, χ = 1
d) ω = 0.75, χ = 0.5

11.5 Let us consider the line displacement scheme illustrated in Figure 11.24. Assume the two
bandpass regions of width νD centered at ν0 + Δν and ν0 − Δν and that the width of
the bands is small enough that the line intensity inside the band can be considered con-
stant. Derive the ratio of the two intensities I+/I− as a function of νD for the following line
shapes:

a) A ν = A0 1 + αe− ν− ν0
2 ν2L

b) A ν = A0 1 + α
ν2L

ν− ν0
2 + ν2L

In both cases, plot the ratio I+/I− as a function of νD/νL for α = 0.8 and Δν = 0.5νL.
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12

Ionospheric Sensing

The ionosphere is a spherical layer of ionized gas (electrons and ions) that surrounds planets with
atmospheres. The ionization results mainly from the interaction of high-energy ultraviolet sun radi-
ation with the upper atmospheric molecules. The energetic radiation frees some of the electrons,
leading to a gas of electrons and ions called plasma. Because it consists of charged particles, the ion-
osphere acts as an electrically conducting medium, and it strongly impacts the propagation of radio
waves. This allows the use of radio sensors to sense and study the properties of the ionosphere.
In the case in which the planet has a weakmagnetic field or none at all (Venus andMars are such

examples), the propagation of radio waves in the ionosphere is easy to formulate. This case will be
used in this chapter to illustrate the techniques of ionospheric sensing. In the case of planets with a
strong magnetic field (such as the Earth and Jupiter), the ionosphere becomes anisotropic and the
interactions with radio waves become very complex. This is only briefly discussed here. The reader
is referred to specialized textbooks such as Ionospheric Radio Waves by Davies for a comprehensive
analysis.

12.1 Properties of Planetary Ionospheres

All planets with an atmosphere have an ionosphere which covers the outer part of the atmosphere.
In the case of the Earth, the ionospheric shell is a thick layer extending from an altitude of 50 km to
a few thousand kilometers. The peak density occurs at about 400–500 km altitude with a density of
about 5 × 105 to ×106 electrons per cm3 (Fig. 12.1). The peaked shape of the ionospheric density can
be simply explained as follows: as the energetic solar radiation penetrates deeper into the atmos-
phere, it encounters an increasing gas density, which results in an increasing number of ionized
particles. However, in the same process, the energetic radiation density decreases. Thus, after a cer-
tain depth, the amount of radiation is so small that fewer particles are ionized, leading to a decrease
in the ionospheric density and to a peak at some intermediate altitude.
As electrons are formed by the solar radiation, they are also lost due to recombination (the elec-

tron combines with an ion to produce a neutral atom and a photon of radiation) or attachment (the
electron is attached to a molecule such as O2 to form a negative ion O−

2 ). These loss phenomena
have a finite time constant, which explains the presence of the ionosphere even on the nightside of
the planets.
Figure 12.1 shows the ionosphere density profiles for Venus, Earth, Jupiter, and Saturn. In the

case of the Earth, the charged particles are formed in the lower part of the ionospheric region and
diffuse upward along magnetic lines of force to the upper regions (10,000–30,000 km). This results
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in a thick ionospheric region surrounding the Earth, in contrast to the thin ionosphere surrounding
Venus (which has a much thicker atmosphere than the Earth) or Mars (which has a thinner atmos-
phere). Both Venus and Mars have a very weak magnetic field.

12.2 Wave Propagation in Ionized Media

In its most simple form, an ionosphere can be described as a medium containing N electrons and N
ions per unit volume. It is characterized by a natural frequency of oscillation, called the plasma
frequency νp, which occurs when the light electrons are displaced from the heavy ions and then
allowed to move freely thereafter. The attraction force between the electrons and ions leads to peri-
odic oscillation of the electrons.
Referring to Fig. 12.2, let us assume that all the electrons (charge e andmassm) in the plasma slab

are displaced by a distance x. This leads to a surface charge of Nex at the two boundaries of the slab,
generating an electric field E in the slab given by:

0E = −Nex 12 1
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Figure 12.1 Ionospheric electron density profiles for Venus, Earth, Jupiter, and Saturn. Source: Modified from
Gringuaz and Breus (1970).
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where 0 is the permittivity of vacuum. This field exerts a force on the electrons in the slab leading
to their motion following the relationship

m
d2x

dt2
= F = − eE

m
d2x

dt2
= − e −

Ne

0
x =

Ne2

0
x

d2x

dt2
−

Ne2

m 0
x = 0

12 2

The solution of this differential equation is

x = x0 e
i2πνpt 12 3

where

νp =
1
2π

Ne2

m 0
12 4

is called the plasma frequency and x0 is the oscillation amplitude. Replacing e, m, and 0 by their

values, we find that νp MHz = 9 × 10− 6 N when N is in m−3.
When an electromagnetic wave of frequency ν is propagating in an ionizedmedium, the electrons

are forced to oscillate at the driving frequency ν. The resulting wave equation is

d2E

dx2
+ 4π2

ν2 − ν2p
c2

E = 0 12 5

which gives a solution

E x, t = E0 e
i kx− 2πνt 12 6

x

σ = Nex

σ = –Nex

Figure 12.2 Simple example illustrating the plasma oscillation.
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with

k = 2π
ν2 − ν2p

c2
= k0 1−

ν2p
ν2

k0 =
2πν
c

12 7

The corresponding phase velocity υp and group velocity υg are given by:

υp =
2πν
k

=
c

1− ν2p ν2
12 8

υg =
2π ∂ν
∂k

= c 1−
ν2p
ν2

12 9

The behavior of these velocities as a function of ν/νp is shown in Fig. 12.3. It is apparent that as the
wave frequency approaches the plasma frequency from above, the wave slows down. At frequencies
below the plasma frequency, the wave vector k is imaginary, leading to an evanescent (exponen-
tially attenuated) wave (i.e., no propagation within the plasma). Thus, when an electromagnetic
wave reaches a region where the plasma frequency exceeds the wave frequency, the wave is
reflected. In the case of the Earth’s ionosphere, the electron density peak is typically about
N = 1012 e/m3, with a corresponding plasma frequency νp = 9MHz. Thus, the ionosphere acts
as a barrier for all waves with frequencies lower than 9MHz.

v/c

vp/c

vg/c

v/vp
1 2

1

3

Figure 12.3 Behavior of the group velocity and phase velocity as a function of frequency.
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When a magnetic field is present, the moving electrons will trace a helical motion, and the elec-
tron is subject to the following forces (see Fig. 12.4):

Centrifugal force = mrω2
H

Magnetic force = eυ × B = eυtB

Equalizing these two forces and replacing the tangential velocity υt by rωH, we get

ωH =
e B
m

νH =
e B
2πm

12 10

This is called the plasma gyrofrequency. In the case of an electron,

νH = 2 8 × 1010 B 12 11

whereB is inWb/m2. To illustrate, for the case of the Earth,B 5× 10−5 Wb/m2. This gives νH 1.4
MHz.
In the presence of a magnetic field, the plasma becomes anisotropic, leading to significant com-

plication in the wave propagation properties. The study of this case is beyond the scope of this book.

12.3 Ionospheric Profile Sensing by Topside Sounding

The fact that a wave of frequency ν is completely reflected at the level where νp(z) = ν allows the
probing of different levels in the ionosphere and the measurement of the electron density profile as
a function of height.
Let us consider a downlooking orbiting radio sensor that simultaneously transmits a large num-

ber of waves at neighboring progressively increasing frequencies ν1, ν2,…, νn. These waves will pen-
etrate down to different depths in the ionosphere (see Fig. 12.5).
The time delay ti of the received echo at frequency νi allows the determination of the location of

the level where νp= νi, which, in turn, allows the derivation of the electron density at that level. The
time delay ti is given by

B

B

r
FB Fc

υ

Figure 12.4 Motion of an electron in a magnetic field and forces acting on the electron. Fc is the centrifuge
form equal to mωH2r. FB is the magnetic force equal to ev × B.
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ti = 2
zi

0

dz
υg νi

=
2ν
c

zi

0

dz

ν2i − ν2p z
12 12

where zi is the location where νi= νp(zi). z is the distance from the sensor. It is clear from the above
relationship that an iterative process is necessary. The ionosphere is divided into a series of homo-
geneous layers (Fig. 12.6). The first (top) one starts at location z1 = ct1/2 and has a plasma frequency
νp = ν1. The second layer has a plasma frequency νp = ν2 and starts at location z2 such that

t2 = t1 + 2
z2 − z1
υg1

= t1 +
2ν2 z2 − z1
c ν22 − ν21

12 13

z2 − z1 =
c t2 − t1

2
1−

ν1
ν2

2

12 14

For the third layer, we have

t3 =
2z1
c

+
2 z2 − z1

c
ν23

ν23 − ν21
+

2 z3 − z2
c

ν23
ν23 − ν22

12 15

which allows the derivation of z3, and so on. The number of layers that represent the profile cannot
exceed the number of discrete frequencies used for the measurement. Thus, a very large number of

v1

v1

v2

v2 v2

vp

v3

Altitude

MHz

Ionospheric profile

Figure 12.5 Simple sketch illustrating the depth penetration in the ionosphere of different frequency
components in a swept frequency topside sounder.
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neighboring frequencies allow the subdivision of the profile into smaller layers. In actuality, a con-
tinuous sweep of frequencies is transmitted, allowing the derivation of a continuous profile.
It should be noted that the above procedure works well for a smoothly increasing ionospheric

density. Thus, the profile can be derived down to the ionospheric density peak. If there is a double
peak, the profile in between the two peaks cannot be derived. In order to derive the bottom profile of
the ionosphere, an upward-looking sensor on the surface is required.
An example of a topside sounder is the one carried by the Alouette and ISIS satellites in the 1960s.

These satellites were launched into a circular polar orbit of 1000 km altitude. The sensor transmit-
ted a frequency swept signal pulse covering the frequency range from 0.5 to 12MHz. By measuring
the time delay of the returned echo at each frequency, the ionospheric density profile was derived
on a global basis. Figure 12.7 shows an example of the data acquired with the Alouette sounder.

12.4 Ionospheric Profile by Radio Occultation

The index of refraction n of a plasma is given by (from 12.8):

n = 1−
ν2p
ν2

12 16

z = 0

z1

z2

z3

z4

z5

Figure 12.6 Sketch showing how an ionospheric profile is approximated by a series of homogeneous layers in
order to convert the time delay frequency relationship.
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As a spacecraft flies behind a planet, its radio signal will pass deeper and deeper into the planet’s
ionosphere before it reaches the atmosphere. The spherically inhomogeneous ionosphere leads to
bending of the rays similar to the case of atmospheric occultation discussed in Chapter 8. The angu-
lar bending can be derived by measuring the Doppler shift of the received signal. This, in turn,
allows the derivation of the index of refraction profile and, in turn, the plasma frequency (i.e., elec-
tron density) profile.
This technique is used with the Global Positioning Satellite constellation to measure the total

electron content of the Earth’s atmosphere. The basic measurement uses a GPS satellite as the
transmitting source and a satellite in low earth orbit as the receiver as discussed in Chapter 9,
and shown in Fig. 12.8. The GPS constellation consists of 24 satellites orbiting in six different planes
around the earth. This means that several GPS satellites are typically in view of any satellite in low
earth orbit, and every time a GPS satellite is rising or setting relative to the receiving satellite, an
occultation measurement can be made. A single receiving satellite in the proper orbit can have as
many as 500 occultation opportunities per day (Kursinski et al., 1997).
The GPS occultation measurements derive the bending angle α from a measurement of the Dop-

pler shift of the GPS signal at the receiving spacecraft. The Doppler shift, in turn, is measured as the
time derivative of the phase of the GPS signals. The bending angle is related to the index of refrac-
tion, n, of the earth’s atmosphere. The index of refraction contains contributions from the dry neu-
tral atmosphere, water vapor, free electrons in the ionosphere, and particulates, primarily in the
form of liquid water as described in Chapter 9.
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Figure 12.7 Latitude variations of the electron concentrations at different altitudes along the 110 E
meridian deduced from the Alouette I sounder on June 19, 1963, at about noon local time. Source: Eccles and
King (1969). © 1969, IEEE.
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Each GPS satellite broadcasts a dual-frequency signal at 1575.42 and 1227.60 MHz, respectively.
By measuring the differential phase delay between these two signals, one can estimate the number
density of the electrons, ne, and then the contribution of the ionosphere to the bending angle can be
estimated. See Chapter 9 for more details.
GPS signals have been used for ionospheric sounding by the CHAMP satellite (Beyerle et al.,

2002) and the twin GRACE satellites (Gobiet and Kirchengast, 2004). The technique of ionospheric
sounding using GPS signals was also used by COSMIC (see Section 9.8).

Exercises

12.1 From Fig. 12.1, determine the maximum plasma frequency corresponding to the iono-
spheres of the terrestrial planets. If we are planning to have a topside sounder on a Venus
orbiting spacecraft, what should be the frequency sweeping range of the sensor? How about
in the case of a Mars orbiter?

12.2 In order to understand the shape of the ionospheric density profile, let us consider the case
where the number density of the atmospheric atoms is given by an exponential law:

N z = N0e
− z H

If F0 is the photon solar flux in photons/m2 sec normally incident at the top of the atmos-
phere and α is the absorption cross section inm2 of the atmospheric gases, calculate the pho-
ton flux as a function of altitude.
Let β be the photoionization cross section inm2. Calculate the number of ionizationsQ per

m3 sec. Sketch the behavior ofQ as a function of z. Find the expression for the altitude where
Q is a maximum.

12.3 An ionospheric sounder is in orbit around a planet where the ionospheric electron density
profile is given by

GPS satellite
(transmitter)

Receiving
SatelliteEarthEarth

Figure 12.8 Geometry for a dual-frequency occultation measurement using a GPS satellite as a transmitter
and a receiver on a different satellite in low earth orbit.
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N =

− 6 × 106h + 1 5 × 1012

8 × 1011

0

for

for

elsewhere

150 km ≤ h ≤ 250 km

75 km ≤ h ≤ 100 km

The orbit altitude is 1000 km. A series of 10 pulses at frequencies 1, 2, 3, … 10MHz are
transmitted simultaneously. Calculate the time delay for the echo of each one of the pulses.
Plot this delay as a function of the altitude of the reflecting ionospheric layer.

References and Further Reading

Beyerle, G., K. Hocke, J. Wickert, T. Schmidt, C. Marquardt, and C. Reigber. GPS radio occultations with
CHAMP: A radio holographic analysis of GPS signal propagation in the troposphere and surface
reflections. Journal of Geophysical Research, 107 (D24), 4802, doi:https://doi.org/10.1029/
2001JD001402, 2002.

Calvert, W. Ionospheric topside sounding. Science, 154, 228–232 1966.
Davies, K. Ionospheric Radio Waves. Blaisdell, Waltham, MA, 1969.
Eccles D., and J. W. King. A review of topside sounder studies of the equatorial ionosphere. Proceedings of

IEEE, 57, 1012–1018, 1969.
Gobiet, A., and G. Kirchengast. Advancements of Global Navigation Satellite System radio occultation

retrieval in the upper stratosphere for optimal climate monitoring utility. Journal of Geophysical
Research, 109, D24110, doi:https://doi.org/10.1029/2004JD005117, 2004.

Gorbunov, M. E. Ionospheric correction and statistical optimization of radio occultation data. Radio
Science, 37 (5), 1084, doi:https://doi.org/10.1029/2000RS002370, 2002.

Gringuaz, K. I., and T. K. Breus. Comparative characteristics of the ionosphere of the planets of the
terrestrial group. Space Science Reviews, 10, 743–769, 1970.

Hocke, K., and K. Igarashi. Electron density in the F region derived fromGPS/MET radio occultation data
and comparison with IRI. Earth, Planets and Space, 54, 947–954, 2002

Kursinski, E. R., G. A. Hajj, J. T. Schofield, R. P. Linfield, and K. R. Hardy. Observing Earth’s atmosphere
with radio occultation measurements using the Global Positioning System. Journal of Geophysical
Research, 102 (D19), 23,429–23,466, 1997.

Kursinski, E. R., G. A. Hajj, S. S. Leroy and B. Herman. The GPS radio occultation technique. Terrestrial,
Atmospheric and Oceanic Sciences, 11 (1), 235–272, 2000.

Rocken, C., Y.-H. Kuo, W. Schreiner, D. Hunt, S. Sokolovskiy. Cosmic system description. Terrestrial,
Atmospheric and Oceanic Sciences, 11 (1), 21–52, 2000.

Sokolovskiy, S. V. Inversions of radio occultation amplitude data. Radio Science, 35, 97–105, 2000.
Sokolovskiy, S. V. Modeling and inverting radio occultation signals in the moist troposphere. Radio

Science, 36, 441–458, 2001.
Sokolovskiy, S. V. Tracking tropospheric radio occultation signals from low Earth orbit. Radio Science, 36,

483–498, 2001.
Solheim, F. S., J. Vivekanandan, R. H. Ware, and C. Rocken. Propagation delays induced in GPS signals

by dry air, water vapor, hydrometeros, and other particulates. Journal of Geophysical Research, 104
(D8), 9663–9670, 1999.

Vorob’ev, V. V., and T. G. Krasil’nikova. Estimation of the accuracy of the atmospheric refractive index
recovery from Doppler shift measurements at frequencies used in the NAVSTAR system. Atmospheric
and Oceanic Physics, 29, 602–609, 1993.

506 12 Ionospheric Sensing



Appendix A

Use of Multiple Sensors for Surface Observations

The detailed study of a planetary surface or atmosphere requires the simultaneous use of multiple
sensors covering a large part of the electromagnetic spectrum. This is a result of the fact that any
individual sensor covers only a small part of the spectrum in which the wave–matter interaction
mechanisms are driven by a limited number of the medium properties. For example, in the case of
solid surfaces, x-ray sensors provide information on the content of radioactive materials, visible and
near-infrared sensors provide information about the surface chemical composition, thermal infra-
red sensors measure the near-surface thermal properties, and radar sensors are mainly sensitive to
the surface physical properties (topography, roughness, moisture, and dielectric constant). Simi-
larly, in the case of the atmosphere, in order to cover the wide range of possible chemical consti-
tuents, detect and characterize atmospheric particles (including rain), and sound the physical
properties of the atmosphere, a suite of sensors covering selected bands in the visible, infrared, mil-
limeter, and microwave spectral regions will be needed.
To illustrate howmultiple sensors can be used collectively to enhance the ability of an interpreter

in the study of a planetary surface, a set of data products covering the area of Death Valley in eastern
California are presented. Figure A.1 shows three images of Death Valley acquired with three
separate instruments in the visible/near IR (Figure A.1a), thermal IR (Figure A.1b), and radar
(Figure A.1c) spectral bands.
With the topography database, false illumination images can be generated to highlight the sur-

face topography (Fig. A.2). This topography database can then be coregistered to the multispectral
image data (Fig. A.1) and used to generate perspective images from a variety of observing directions,
as illustrated in Figures A.3 and A.4. The observing direction, the vertical exaggeration, the spectral
bands, and the color coding can be selected by the interpreter and displayed on a monitor instan-
taneously. This will effectively be equivalent to bringing the study site into the laboratory for
detailed “dissection” and analysis. Of course, there will always be the need to do field work for
direct surface observation, but the above-described database will go a long way in developing a basic
understanding of the surface properties.
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TM TIMS A/C SAR N

0 2 km

Figure A.1 Images of Death Valley, California, acquired in the three major regions of the electromagnetic
spectrum: (a) Landsat image acquired in visible/NIR, (b) airborne TIMS image acquired in the thermal IR, and
(c) airborne SAR image acquired in the microwave. See color section.
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Figure A.2 False illumination image derived by computer processing from the topography database. See
color section.

Death valley from northeast - TM band

Death valley from southwest - TM band

Figure A.3 Two perspective views generated from a combination of Landsat image and the digital
topography base. See color section. Source: Courtesy of M. Kobrick, JPL.



Cottonball basin and telescope peakLandsat TM band 123
2x vertical exaggeration
view from northeast

Figure A.4 Surface perspective view generated from a combination of the Landsat image and the digital
topography base. See color section. Source: Courtesy of M. Kobrick, JPL.
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Appendix B

Summary of Orbital Mechanics Relevant to Remote Sensing

Orbit selection and sensor characteristics are closely related to the strategy required to achieve the
desired results. Different types of orbits are required to achieve continuous monitoring, repetitive
coverage of different periodicities, global mapping, or selective imaging.
The vast majority of earth-orbiting remote sensing satellites use circular orbits. Planetary orbiters

usually have elliptical orbits, which are less taxing on the spacecraft orbital propulsion system and
combine some of the benefits of high and low orbits thus allowing a broader flexibility to achieve
multiple scientific objectives.

B.1 Circular Orbits

B.1.1 General Characteristics

A spacecraft will remain in a circular orbit around a spherically homogeneous planet if the inward
gravitational force Fg is exactly canceled by the outward centrifugal force Fc. These two forces are
given by

Fg = mgs
R
r

2

B 1

and

Fc =
mv2

r
= mω2r B 2

where gs is the gravitational acceleration at the planet’s surface, R is the planet radius of the planet,
r is the orbit radius (r = R+ h), h is the orbit altitude, v is the spacecraft linear velocity, and ω is the
spacecraft angular velocity. For these two forces to be equal, the spacecraft linear velocity has to be

v =
gsR

2

r
B 3

The orbital period T of the circular orbit is then:

T =
2πr
v

= 2πr
r

gsR
2 B 4
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In the case of the earth, gs = 9.81 m/sec2 and R≈ 6380 km. The orbital period T and linear veloc-
ity υ are shown in Figure B.1 as a function of altitude h. For instance, at h = 570 km, v≈ 7.6 km/
secand T= 1 hr 36minutes. In such an orbit, the spacecraft will orbit the Earth exactly 15 times per
day. Table B.1 gives an illustrative example for the case of some planetary orbits.
In some cases, one might be interested in calculating the orbit altitude for a given orbital period.

The orbit altitude can be found by inverting Equation (B.4):

h =
gsR

2T2

4π2

1 3

−R B 5

The orientation of the orbit in space is specified in relation to the Earth’s equatorial plane and the
vernal equinox. The angle between the orbital plane and the equatorial plane is the orbital incli-
nation I (see Figure B.2a). The angle between the vernal equinox (direction in space defined by the

Velocity km/sec Period (sec)

Velocity

Period
11/2 Hour

Altitude (km)

8

7.5

7.0

6.5
200 400 600 800 1000 1200

5000

6000

7000

2 Hours

Figure B.1 Orbital velocity and period function of altitude for a circular orbit (case of the Earth).

Table B.1 Orbital velocity and period for circular orbits around some of the planets.

Planet
Radius
R (km)

Surface
Gravity
gs (m/sec2)

Orbit altitude h = 0.2R Orbit altitude h = 0.5R

υ (km/sec) T (min) υ (km/sec) T (min)

Mercury 2440 3.63 2.7 113 2.4 158

Venus 6050 8.83 6.7 114 5.9 159

Earth 6380 9.81 7.2 111 6.4 155

Moon 1710 1.68 1.55 139 1.38 194

Mars 3395 3.92 3.3 128 3.0 179

Jupiter 71 500 25.9 39.3 229 35.0 320

Saturn 60 000 11.38 23.8 316 21.2 442
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Earth–Sun line at the time of day–night equality) and the node line (intersection of the orbit and
equatorial plane) is the orbital node longitude Ω.
The largest variation in the orbit orientation is usually due to precession, which is the rotation of

the orbit plane around the polar axis and is primarily due to the Earth’s oblateness. The resulting
rate of change of the nodal longitude Ω is approximated by:

dΩ
dt

= −
3
2
J2R

3 gs
cos I
r7 2

B 6

where J2 = 0.00108 is the coefficient of the second zonal harmonic of the Earth’s geopotential field.
Figure B.3 shows the relationship between dΩ/dt, I, and h for the Earth. In the case of a polar orbit
(i.e., I = 90 ), the precession is zero because the orbit plane is coincident with the axis of symmetry
of the Earth.

B.1.2 Geosynchronous Orbits

An important special case of the circular orbit is the geosynchronous orbit. This corresponds to the
case in which the orbit period T is equal to the sidereal day, the sidereal day being the planet rota-
tion period relative to the vernal equinox. Replacing T in Equation (B.5) by the length of the Earth’s
sidereal day 364/365 × 24 hr = 86, 164 sec, we find that the radius of an Earth-geosynchronous cir-
cular orbit is r≈ 42, 180 km, which corresponds to an altitude of 35 800 km. For a ground observer, a
satellite at the geosynchronous altitude will appear to trace a figure-eight shape of latitude range ±I
(see Fig. B.4). If the orbit is equatorial (I= 0), the satellite appears to be fixed in the sky. The orbit is
then called geostationary. Geosynchronous orbits can also be elliptical. In this case, a distorted fig-
ure eight is traced relative to an Earth-fixed frame (Figure B.5).

B.1.3 Sun-Synchronous Orbit

If the orbit precession exactly compensates for the Earth’s rotation around the sun, the orbit is sun-
synchronous (see Fig. B.3). Such an orbit provides a constant node-to-sun angle, and the satellite
passage over a certain area occurs at the same time of the day.

IEquatorial
plane

Orbit
plane

Earth

(a) (b)
Ω

Orbit
plane

EarthVernal
equinox

Sun

Figure B.2 . Orientation of the orbit in space.
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Figure B.4 Surface trace of a circular geosynchronous orbit with 45 inclination.
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Figure B.3 Satellite orbit precession as a function of orbital altitude h and inclination I.
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All Landsat satellites are in a near-polar sun-synchronous orbit. Referring to Figure B.3, the
Landsat orbit altitude of approximately 700 km corresponds to a sun-synchronous orbit inclination
of approximately 98 . (Note from Equation (B.6) that sun-synchronous orbits require inclination
angles larger than 90 .)

B.1.4 Coverage

The orbit nadir trace is governed by the combined motion of the planet and the satellite. Let us first
assume that the planet is nonrotating. The nadir will resemble a sine wave on the surface map
(Figure B.6a), with its great circle path developing a full 360 period (longitude) and covering lati-
tudes between ±I. Adding the planet’s rotation causes a steady creep of the trace at a rate propor-
tional to the ratio of the orbital motion angular rate to the planet’s rotational rate (Fig. B.6b).
The orbit step S is the longitudinal difference between two consecutive equatorial crossings. If S is

such that:

S = 360
N
L

where N and L are integer numbers, then the orbit coverage is repetitive. In this case, the satellite
makes L revolutions as the planet makesN revolutions.N is thus the cycle period (sometimes called
the orbit repeat period) and L is the number of revolutions per cycle. If N = 1, then there is an exact
daily repeat of the coverage pattern. If N = 2, the repeat is every other day, and so on. Figure B.7
shows the relationship between N, L, the orbital period, and the orbital altitude for sun-
synchronous orbits. It clearly shows that there is a wide array of altitude choices to meet any repet-
itive coverage requirement.
A wide range of coverage scenarios can be achieved by selecting the appropriate orbit. Figure B.8

gives examples of four different orbital altitudes which would allow a 16-day repeat orbit, multiple
viewing of a certain area on the surface, and complete coverage with a sensor having a field of view

Figure B.5 Surface trace of an elliptical geosynchronous orbit with 45 inclination and 0.1 ellipticity.
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of about 178 km. The main difference is the coverage strategy. The 542 km (241 orbits in 16 days)
and 867 km (225 orbits in 16 days) orbits have a drifting coverage, that is, the orbits on successive
days allow mapping of contiguous strips. The 700 km orbit (233 orbits in 16 days) has a more dis-
persed coverage strategy, in which the second-day strip is almost halfway in the orbital step. The
824 km orbit (227 orbits in 16 days) has a semi-drifting coverage strategy, in which every five days
the orbit drifts through the whole orbital strip leaving gaps which are filled up on later orbits. The
Landsat satellites complete 233 orbits in a 16 day cycle, corresponding to the coverage shown for
700 km altitude orbit.

B.2 Elliptical Orbits

Elliptical orbits are most commonly used for planetary orbiters. Such an orbit is desired to accom-
modate a wide variety of scientific objectives. For instance, high-resolution imaging, which requires
low altitude, can be conducted near periapsis, while global meteorological monitoring can be done
from near apoapsis, where the spacecraft stays for a longer time. The change in the satellite altitude
will also allow the in situ measurement of the different regions of the planet’s surroundings. In
addition, the energy required to slow down a spacecraft to capture it in a circular orbit of altitude
hc is higher than the energy required for an elliptical orbit with a periapsis altitude hc.
The characteristics of an elliptical orbit are derived from the solution of the two-body problem.

The two most known characteristics are:

1) The radius vector of the satellite sweeps over an equal area in an equal interval of time.
2) The square of the orbital period is proportional to the cube of the mean satellite-to-planet-center

distance.

12
S

3

(a)

(b)

Figure B.6 (a) Orbit nadir trace on a nonrotating planet. (b) Orbit trace on a rotating planet. S is the orbit step
which corresponds to the displacement of the equatorial crossing on successive orbits.
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The orbit is defined by

r =
a 1− e2

1 + e cos θ
B 7a

and

T = 2π
a3

gsR
2 B 7b

where r, θ are the satellite polar coordinates, a is the semimajor axis, and e is the orbit ellipticity
(see Fig. B.9). By taking different combinations of values for a, e, and inclination, a wide variety of
coverage strategies can be achieved. For example, Figure B.10 shows the ground trace for an
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Figure B.8 Coverage scenario of four different orbital altitudes that provide an almost 16-days repeat orbit.
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elliptical orbit with e = 0.75, a 12-hour orbit (a≈ 26, 600 km), and an inclination of 63.4 . It shows
that the satellite spends most of the time over Europe and the north central Pacific and only a small
amount of time over the rest of the world. This is an example of a Molniya orbit, which has the
property that rate of change of the orbit perigee is zero. For the Earth, this happens for inclinations
of 63.4 and 116.6 .

r

2a

a(1 + e)
a(1 – e)

2b = 2a   1 – e2
θ

√

Figure B.9 Elliptical orbit.

Figure B.10 Ground trace for a 12-hour elliptical orbit with an ellipticity of 0.7 and inclination of 63.4 .
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B.3 Orbit Selection

There are a number of factors which influence the selection of an orbit most appropriate for a
specific remote sensing application. Some of these factors for an Earth orbiter are as follows:

To minimize Earth atmospheric drag h> 200 km.
Global coverage for Earth observation polar or near-polar orbit
Astronomical/planetary observations from Earth orbit equatorial orbit
Constant illumination geometry (optical sensors) sun-synchronous orbits
Thermal inertia observations one-day pass and one-night pass over same area
To minimize radar sensors’ power prefers low altitude
To minimize gravity anomalies perturbation high altitude
To measure gravity anomalies low altitude
Continuous monitoring geostationary or geosynchronous orbit

Exercises

B.1 Plot the orbital velocity, velocity of projection on the surface, and orbital period for circular
orbits around the Earth at altitudes ranging from 200 to 10 000 km. Repeat the same for the
case of Mercury, Venus, and Mars.

B.2 Plot the orbital velocity and orbital period for circular orbits around Jupiter and Saturn at
altitudes ranging from 60 000 to 200 000 km.

B.3 Plot the nodal precession rate of circular orbits around the Earth as a function of altitude ran-
ging from 200 to 2500 km for orbit inclinations of 0 , 40 , 60 , 80 , 90 , 100 , 120 , 140 , and
180 . Express the precession rate in radians/year or revs/year. Indicate on the plot the sun-
synchronous orbits.

B.4 Calculate the altitude of geostationary orbits for Mercury, Venus, Mars, Jupiter, and Saturn.
The rotation periods of these planets are 58.7 Earth-days, 243 Earth-days, 24 hours 37 min-
utes, 9 hours 51 minutes, and 10 hours 14 minutes, respectively.

B.5 Let us assume that an Earth-orbiting sensor in polar circular orbit requires daily repeat (i.e.,
N = 1). Calculate the lowest three orbits which allow such a repeat coverage. Calculate the
lowest three orbits for repeats every two days (N = 2) and every three days (N = 3).

B.6 A radar mission is designed to fly on the space shuttle with the aim of mapping as much of the
Earth as possible in 10 days. Given the size andmass of the radar payload, themaximum incli-
nation of the orbit is 57 , and the altitude range is 200–250 km. Calculate the altitude of an
orbit in this range that would repeat in exactly 10 days. Calculate the separation between orbit
tracks along the equator.
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Appendix C

Simplified Weighting Functions

C.1 Case of Downlooking Sensors (Exponential Atmosphere)

In the case of downlooking sensors, the weighting function is of the form

W z = α0 exp −
Z
H

− τm exp −
Z
H

C 1

where τm = α0H. The first and second derivatives are given by

dW
dz

= − 1 + τm exp −
z
H

W z
H

C 2

d2W

dz2
= 1 + τ2m exp −

2z
H

− 3τm exp −
z
H

W z

H2 C 3

By solving for dW/dz = 0 and d2W/dz2 = 0, we find the following:

dW
dz

= 0 for
z
H

= log τm

d2W

dz2
= 0 for

z
H

= log
2τm

3 ± 5

In addition:

For z = 0 W z = α0e
− τm and

dW
dz

= τm − 1
α0
H

e− τm

For z ∞ W z 0

For z = H log τm W z =
α0
eτm

1
eH

This shows that the weighting function can have four different shapes, as shown in Figure 9.3:

For τm < 3− 5 2 = 0 382,W z is monotonically decreasing with positive curvature. For

0.383 < τm < 1, W(z) is monotonically decreasing but with an inflection point.

For 1 < τm < 3 + 5 2 = 2 62,W z has a peak for z = H log τm and an inflection point after

the peak.
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For τm> 2.62, W(z) has a peak at z = H log τm and has two inflection points, one on each side
of the peak.
For τm> 1, the maximum value of W(z) is constant =1/eH.

C.2 Case of Downlooking Sensors (Linear Atmosphere)

In this case, we have

W z = α0 1−
z
H

exp −
τm
2

+ τm
z
H

−
z2

2H2

and

dW
dz

=
α0
H

τm 1−
z
H

2
− 1 exp −

τm
2

+ τm
z
H

−
z2

2H2

d2W

dz2
=

α0
H2 τm 1−

z
H

− 3 + τm 1−
z
H

2
exp −

τm
2

+ τm
z
H

−
z2

2H2

By solving for dW/dz = 0 and d2W/dz2 = 0, we find that

dW
dz

= 0 for
z
H

= 1−
1
τm

d2W

dz2
= 0 for

z
H

= 1−
3
τm

In addition,

For z = 0 W z = α0e
− τm 2 and

dW
dz

= α0 τm − 1 e− τm 2

For z = H W z = 0 and
dW
dz

= − α0

For z = H 1−
1
τm

W z =
α0
eτm

This shows that the weighting function can have three different shapes:
For τm< 1, W(z) is monotonically decreasing with negative curvature.

For 1 < τm< 3, W(z) has a peak at z = H 1− 1 τm and a negative curvature. For τm> 3, W(z)

has a peak and an inflection point.

C.3 Case of Upward-Looking Sensors

In the case of upward-looking sensors, the weighting function for an exponential atmosphere is
of the form

W z = α0e
− τm exp −

z
H

+ τm exp −
z
H
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The main difference from the previous case is the change in the sign inside the exponential. This
leads to dW/dz always <0 and d2W/dz always >0. Thus, the weighting function has always the
shape shown in Figure 9–5.
In the case of a linear atmosphere,

W z = α0 1−
z
H

exp − τm
z
H

−
z2

2H2

This gives dW/dz as always <0 and d2W/dz2 always >0, leading to a behavior very similar to the
case of an exponential atmosphere.
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Appendix D

Compression of a Linear FM Chirp Signal

Let us assume that the radar transmits a signal that is of the form

v t = A t exp i2π f ct + Kt2 2 D 1

Here, the amplitude of the signal, A(t), is given by

A t =
1 for− τ 2 ≤ t ≤ τ 2

0 otherwise
D 2

where τ is the length of the pulse in time. The instantaneous frequency of the transmitted signal
during the pulse is

f t =
1
2π

∂ϕ t
∂t

= f c −Kt for− τ 2 ≤ t ≤ τ 2 D 3

This means that the frequency varies linearly with time between values fc− Kτ/2 and fc+ Kτ/2.
The center frequency of the chirp is fc, the chirp rate is K, and the signal bandwidth is B = Kτ.
If we transmit this signal at time t = 0, we will receive a signal from a point scatterer that is a

distance R away after a time tR, where

tR = 2R c D 4

This received signal can be written as

vr t = αv t− tR D 5

where the constant α takes into account any attenuation during propagation, as well as the radar
cross section of the scatterer.
The pulse is compressed by convolving the received signal with a replica of the transmitted signal:

vo t =
∞

− ∞
v∗ ξ− t vr ξ dξ D 6

Performing the multiplications in the integrand, we find

v∗ ξ− t vr ξ = αA ξ− t A ξ− tR exp i2π f c t− tR exp iπK t− tR 2ξ− t− tR D 7

Therefore, the output of the matched filter is

vo t = α exp i2π f c t− tR
∞

− ∞
A ξ− t A ξ− tR exp iπK t− tR 2ξ− t− tR dξ D 8
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The exponential outside the integral consists of the product of two terms,

exp i2π f c t− tR = exp i2π f ct exp − i2π f ctR = exp i2π f ct exp − i4πR λ D 9

The first term is simply a carrier frequency that will be filtered out during the down-conversion
process in the receiver. The second term is the absolute phase of the radar signal because of the
propagation to the scatterer and back. It is this phase that is used in interferometric radars.
Next, let us evaluate the integral in the convolution expression. We note that there are two cases

we need to consider.

Case 1: t≤ tR
In this case, the two signal amplitudes A(ξ− t) and A(ξ− tR) are related to each other as shown in
Figure D.1. The shaded area represents the values of ξ for which the integrand will be nonzero.
Therefore, the integral for this case is

∞

− ∞
A ξ− t A ξ− tR exp iπK t− tR 2ξ− t− tR dξ

=
t + τ 2

tR − τ 2
exp iπK t− tR 2ξ− t− tR dξ

D 10

Changing variables in the integration, we find

t + τ 2

tR − τ 2
exp iπK t− tR 2ξ− t− tR dξ =

1
2

τ + t− tR

− τ− t− tR

exp iπK t− tR u du D 11

Evaluating the right-hand side of this expression gives

1
2

τ + t− tR

− τ− t− tR

exp iπK t− tR u du =
sin πK t− tR τ− t + tR

πK t− tR
D 12

Note that for negative values of x, one can write x= − x . In this case, therefore, we can write the
results as

sin πK t− tR τ + t− tR
πK t− tR

=
sin πK t− tR τ− t− tR

πK t− tR
D 13

Therefore, the output of the convolution for this case is

vo t = ατ exp i2π f ct exp − i4πR λ
sin πK t− tR τ− t− tR

πK t− tR
D 14

This expression is valid for tR− τ ≤ t≤ tR.

t − τ/2

tR − τ/2 tR+ τ/2

t + τ/2 ξ

ξ

Figure D.1 The relationship between the pulse and its replica for the case in which t≤ tR.
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Case 2: t≥ tR
In this case, the two signal amplitudes A(ξ− t) and A(ξ− tR) are related to each other as shown in
Figure B.2. As before, the shaded area represents the values of ξ for which the integrand will be
nonzero. Therefore, the integral for this case is

∞

− ∞
A ξ− t A ξ− tR exp iπK t− tR 2ξ− t− tR dξ

=
tR + τ 2

t− τ 2
exp iπK t− tR 2ξ− t− tR dξ

D 15

Changing variables in the integration, we find

tR + τ 2

t− τ 2
exp iπK t− tR 2ξ− t− tR dξ =

1
2

τ− t− tR

− τ + t− tR

exp iπK t− tR u du D 16

Evaluating the right-hand side of this expression gives

1
2

τ + t− tR

− τ− t− tR

exp iπK t− tR u du =
sin πK t− tR τ− t− tR

πK t− tR
D 17

Note that for positive values of x, one can write x = x . In this case, therefore, we can write the
results as

sin πK t− tR τ + t− tR
πK t− tR

=
sin πK t− tR τ− t− tR

πK t− tR
D 18

Therefore, the output of convolution for this case, is

vo t = ατ exp i2π f ct exp − i4πR λ
sin πK t− tR τ− t− tR

πKτ t− tR
D 19

which is valid for tR≤ t ≤ tR+ τ.
If we now put the two cases together, we find the final output of the matched filter as

vo t = ατ exp i2π f ct exp − i4πR λ
sin πK t− tR τ− t− tR

πKτ t− tR
D 20

which is valid for tR− τ ≤ t≤ tR+ τ.
For values of t− tR τ, this expression reduces to

vo t = ατ exp i2π f ct exp − i4πR λ
sin πKτ t− tR
πKτ t− tR

D 21

t + τ/2

tR + τ/2tR – τ/2

ξ

ξ

t − τ/2

Figure D.2 The relationship between the pulse and its replica for the case in which tR≤ t.
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The first term on the right-hand side is just a carrier frequency, and will be filtered out once the
signal is down-converted. Therefore, the base-band version of the compressed pulse is then

vo t = ατ exp − i4πR λ
sin πKτ t− tR
πKτ t− tR

D 22

This is the usual expression found in many radar texts. Note that the compressed pulse has a total
length in time of twice the original pulse, although most of the energy is concentrated near the
center of the compressed pulse. The final question is, under what conditions is this last equation
is valid. To answer this question, let us look at the width of the compressed pulse at its half-power
points using this last expression. The half-power points occur where

sin 2 πKτ t− tR
πKτ t− tR

2 =
1
2

D 23

The solution to this transcendental equation is

πKτ t− tR = ± 1 392 D 24

t = tR ±
1 392
πKτ

D 25

Therefore, the half-power time width of this compressed signal is

Δt≈
2 8
πKτ

D− 26 D 26

If this width is small compared to the pulse length, then we can use the approximation given in
Equation (D.21). We have shown before that the bandwidth of the transmitted pulse is Kτ. There-
fore, we can say that the approximation would be valid as along as

Δt≈
2 8
πB

τ D 27

Or, alternatively,

Bτ
2 8
π

D 28

The quantity Bτ is known as the time-bandwidth product of the transmitted pulse. So, we can use
the approximation as long as the time-bandwidth product is large.
Finally, let us look at the resolution of this compressed pulse. Using the Rayleigh criterion for

resolution, one can discriminate two point scatterers if their echoes are separated by a minimum
time such that the maximum of the second return lies in the first null of the first return. This will
happen if the time difference between the two echoes is (see Equation (D.21)) πKτΔtmin = π. Since
Kτ = B, where B is the bandwidth of the chirp signal, we can write the minimum time separation as

Δtmin = 1 B D 29

The corresponding resolution in the slant range is then xr = c/2B, and in the ground range the
resolution is then xg = c/2B sin θ.
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Index

a
Absorptance, 31
Absorption coefficient, 390
Absorption spectra:
oxygen, 386
water, 7, 385

Active microwave, history, 8-9
Adiabatic lapse rate, 379
Albedo, 125
Altimeters:
beam limited, 307
description, 304
imaging, 312
pulse limited, 307
role of, 3
Seasat, 307
TOPEX/Poseidon, 308
wide swath ocean, 314

Array:
radiation pattern, 209
focused, 219
unfocused, 213

Atmosphere:
absorption of, 380
composition of, 380
density profile of, 379
occulation of, 420
scale height of, 378
surface pressure of, 378
temperature profile of, 380
transmission through, 15-18

Atmostphere, microwave sounders, 418

b
Backscatter cross section, 192
function of angle, 198
function of frequency, 205
function of polarization, 200
function of wind speed, 296
histogram, 208
matrix, 201
particles, 424, 425

Bandwidth, 216
Beamwidth, 201
Blue shift, 62, 66
Boltzman’s law, 35
Brewster angle, 50

c
Carbon dioxide:
absorption coefficient of, 390
vibrational modes of, 52
weighting function of, 469, 474

Cassini imaging system, 92
Cassini microwave radiometer, 433
Cassini radar, 276
Charge transfer, 58
Chirp, 217
compression ratio, 217

Christiansen frequencies, 138
Cloudsat, 439
Coherency:
length, 25
time, 25

Color centers, 58
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Conjugate bonds, 58
Crystal field effects, 55

in emerald, 56
in ferrous ions, 58
in fluorite, 58
in ruby, 56

d
Detectors:

arrays, 78
CCD, 78
CMOS, 80
detectivity, 77
film, 79
infrared, 77
NEDT, 143
photoconductive, 78
photoemissive, 78
photovoltaic, 78
quantum, 78
thermal, 76

Dielectric constant, effect of moisture, 166
Displacement vector, 20
Doppler

effect, 27-30
measurement, 221, 222

e
Einstein’s relations, 37
Electric field vector, 20
Electromagnetic wave(s):

detection of, 34, 35
equation, 20
frequency, 20
generation of, 32
interaction with matter, 35
phase of, 21
polarization of, 26
spectrum, 20
vector, 19

Electronic processes, 54
charge transfer, 57
conjugate bond, 58
crystal field effect, 55
semiconductors, 58

Emission:
instantaneous, 36
stimulated, 36

Emissivity:
blackbody, 123
directional, 123
factor, 123
graybody, 123
of metals, 124
of natural terrain, 129
of planets, 124

Emittance, 30
radiant, 461

Energy levels, 35-41
lifetime of, 37
of emerald, 56
of ruby, 56

Equation of state, 378
Extinction cross section, 392
Fading, 227-229
Fluorescence, 59
Fourier transform spectroscopy, 476

g
Gamma ray band, 19
spectroscopy, 98-100

Geoid, 335, 339
Greenland, 292
Group velocity, 26-27, 501
Gunn oscillator, 452
Gyrofrequency, 501

h
Heat capacity mapping radiometer, 144-146
Heat conduction equation, 127
Heat flux, 126

i
Imaging radars:
azimuth resolution:
real aperture, 224
synthetic aperature, 234
geometry, 224
interferometric, 252-265
of ice flows, 294
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Imaging radars: (cont’d)
of ocean waves, 360
polarimetric, 249-251
range resolution, 224

Imaging spectrometer:
data, 10, 84
description, 84-90

Imaging systems:
framing camera, 81, 82
push broom, 81, 82
scanning systems, 81, 82

Induction vector, 20
Infrared Band 19
Internal waves:
radar images, 293

Inversion Techniques, 41

j
Jason Altimeter, 310
Juno microwave radiometer, 433
Jupiter image, 93, 94

l
Lambertian surface, 160
Landsat:
enhanced thematic mapper plus, 84-87

Landsat images:
Death Valley, 9
Imperial Valley, 3
Los Angeles, 5
Sierra Madre, Mexico, 4

Loss tangent, 199
Luminous quantities, 31

m
Magnetic field vector, 24
Mars, atmospheric transmittivity, 48
Mars exploration rovers, 90
panchromatic camera, 90

Mars Global Surveyor, 89
Mars orbiter camera, 89
Maxwell’s equations, 20
Mircrowave:
band, 19

generation, 32
effective emission temperature, 100
radiometers, 170-180
radiometric temperature, 161, 163, 165

Millimeter sounders/spectrometers,
447-453

Minneart law, 50
Mixer, 223
Modulation, 215
chirp, 217
frequency, 216-219
phase, 219-220

o
Ocean surface:
backscatter.350-355
circulation, 335
imaging with radar, 356
temperature measurement of, 366
topography of, 339-350
waves, 337 . See also Ocean surface waves

Ocean surface waves:
capillary, 336
dispersion relation, 336
gravity, 338
orbital velocity, 337
spectrum, 339

Optical thickness, 393
Orbital properties:
inclination, 511
orientation, 511
period, 511
velocity, 511

Oxygen:
absorption spectrum of, 385
rotational modes of, 384
weighting function of, 409, 413, 418

p
Passive microwave images:
of Antarctic ice, 6, 168
of polar region, 168
of soil moisture, 168

Penetration depth, 199, 204
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Permeability, 21
Permittivity, 21
Phase:

function, 395, 466, 468
of an electromagnetic wave, 28
velocity, 26-27, 500

Photography:
color, 6
early development, 6
IR, 6

Planck’s:
constant, 22
formula, 33, 122

Plasma frequency, 500
Poincaré sphere, 24
Point spread function, 71
Polar ice:

concentration, 183, 184
emissivity of, 362
motion of, 365, 366

Polarimeters role, 3
Polarimetric SAR, 242-251
Polarization, 22-25

circular, 23
ellipse, 23
elliptical, 23
horizontal, 23
left-handed, 23
linear, 23
response, 251
right-handed, 23
vertical, 22

Precipitation, backscatter from, 427
Pressure modulator radiometer, 474
Pulse repetition frequency, 214

r
Radar:

Earth-based radar data, 13, 14
equation, 226
interferometry, 252-265
polarimetry, 249-251
real aperature imaging, 224
synthetic aperture imaging,

Radar images:
Black Forest, 205, 286
Brazil farmland, 271
Darwin volcano, 289
Eureka Valley, 297
Holinta river, 266
Manaus, Brazil, 282
Missisipi Delta, 271
of internal waves, 293
of ice floes, 294
of Nantucket shoals, 296
of ocean waves, 294
Prince Albert, 281
Richat dome, 272
Ryder Glacier, 291
Safsaf Oasis, 280
San Francisco, 201, 283, 285
Tonezrouf Basin, 272
Vojodina, 271
Western Australia, 271

Radar interferometry, 252-265
along-track, 261
ambiguity height, 255
baseline decorrelation, 256
critical baseline, 257
interferogram, 254, 262
polarimetric, 264
surface deformation, 262-264
surface velocity, 261-262

Radar polarimetry, 249-251
Radiance, 30
Radiant energy:
definition, 30
quantized, 22

Radiant flux, 30
density, 30

Radio:
band, 20
waves generation, 32

Radiometers role of, 2
Rain Cube, 439
Rayleigh-Jeans law, 159, 404
Rayleigh phase function, 464
Reflectance, 33
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Reflection, 49-52
coefficient, 49-51

Reflection spectra:
of actinolite, 54
of alunite, 63
of beptyl, 57
of beryl, 51
of birch, 64
of bronzite, 57
of calcite, 63
of cinnabar, 60
of fir, 64
of grass, 64
of gypsum, 53
of kaolinite, 54, 63
of montmorillonite, 59, 63
of muscovite, 54
of natrolite, 53
of phlogopite, 54
of pigeonite, 54
of pine, 64
of quartz, 53
of realgar, 60
of spessartine, 57
of staupolite, 57
of stibnite, 60
of Sulphur, 60

Reflectivity factor, 426
Refraction, index of, 391
Remote sensing:
definition of, 1
history of, 6-13
platforms of, 13
types of data, 2

Restrahlen effect, 49, 137
Rotatioal excitations:
energy levels, 383
of oxygen, 384
of water, 384

s
Saturn image, 91
Saturn rings, 279

Scale height, 377
Scattering, 49-52
backscatter cross section, 192
coefficient, 163
from particles, 391, 421
models, 192-199
phase functions, 394, 463

Scatterometers:
configuration, 297
data over Amazon, 12
data over hurricane, 304
role of, 3, 295
Seasat, 298
Sea Winds, 299

Seasat:
altimeter, 303
multispectral microwave radiometer, 180-181
scatterometer, 298

Sea surface height:
from Seasat altimeter, 14
from TOPEX/Poseidon altimeter, 348

Sea surface temperature:
from SMMR, 11
from AVHRR, 154, 155

Silicates transmission spectra, 40
Solar irradiance, 30
at Earth45-48
at Planets, 45-48

Sounders, 15, 317
Sounding:
of composition, 400
of density, 400
of pressure, 400
of temperature, 397
of wind, 400

Specific heat, 379
Spectral emissivity, 34
Spectral emittance, 33
peak wavelength, 33

Spectral lines:
broadening, 388, 389
shape, 392

Spectral quantities, 31
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Spectral signature:
of alunite, 10
of biologic materials, 62
of buddingtonite, 10
of geologic materials, 62-64
of kaolinite, 10
of Io, 112
of vegetation, 8
of water, 7

Spectrometers role, 3
Spectrum:

cw, 213-215
pulse train, 215
single pulse, 213-215

Stefan-Boltzman law, 35, 122
Stokes parameters:

definition, 24
geometrical interpretation, 24
of partially polarized wave, 26
of polarized wave, 24
of unpolarized wave, 26

Sun:
illumination of, 45
irradiance of, 45-46. See also Solar irradiance

Synthetic Aperature Radar (SAR):
ambiguities, 240
azimuth resolution, 235, 237, 247
Cassini, 276
ERS-1 and ERS-2, 269
focused, 236
geometry, 224
history, 8
interferometry, 252-265
JERS-1, 270
Magellan, 275
NISAR, 275
point target response, 242
polarimetry, 249-251
RADARSAT, 272
range resolution, 224
Sentinel, 269
Shuttle imaging radar missions (SIR-A, SIR-

C/X-SAR, STRM), 265-269

Shuttle radar topography mission, 269
Sweep SAR, 244
TANDEM-X, 272, 274
Terra SAR, 272
unfocused, 235

t
Thermal:
capacity, 126
conductivity, 126
images, 136, 137, 146, 147, 148, 152, 153, 154
inertia, 131
infrared multispectral scanner, 146
infrared sensors, 141-154
spectral signatures, 137-159

Thermal radiation:
Planck’s law, 33, 122
Stefan-Boltzman law, 33, 122
Wien’s law, 123

Tides, 335
Titan radar image, 279
Transmission spectra:
of albite, 140
of augite, 140
of dolomite, 139
of kaolinite, 139
of latite, 139
of limestone, 139
of montmorillonite, 139
of monzonite, 139
of Muscovite, 140
of olivine, 139, 140
of quartz, 140
of quartzite, 139
of silicates, 40

Transmittance, 30

u
Ulrtaviolet band, 20

v
Venus radar image, 277
Vibrational excitation, 51
combination tones, 52
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Vibrational excitation (cont’d)
energy levels, 52
fundamental tones, 52
overtones, 52

w
Water:
absorption spectrum of, 7, 385
classical vibrational frequencies of, 53
energy level diagram, 441
rotational modes of, 384
vapor absorption coefficient of, 408

weighting function of, 409
Weighting function, 405
for carbon dioxide, 469, 474
for temperature, 406, 468, 469
for limb, 444, 473
for oxygen, 411, 413
for water vapor, 413
off nadir, 470

Wein’s law, 123

x
X-ray band, 20
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