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Preface

This preface presents the sixth edition of our remote sensing text. During the interval
that has elapsed since our fifth edition, the pace of remote sensing has increased in sev-
eral respects, expanding the scope of our text and presenting new content. The advanced
capabilities of satellite systems, thermal imagery, and drones have made essential contri-
butions to our efforts to address the significant challenges of our time, including wild-
fires, floods, and coastal erosion. Few could have anticipated the development of ana-
lytical tools and techniques that are now available for analysis of remotely sensed data,
the explosion of new sensor systems, or the multiplicity of remote sensing’s applications
throughout society. Such developments alone present challenges for any text on this sub-
ject.

Our sixth edition benefits from the addition of a new author, Dr. Valerie Thomas, an
experienced faculty member at Virginia Tech, who now joins Dr. Randolph Wynne and
Dr. James Campbell. Dr. Thomas brings new knowledge and perspectives to the text that
will benefit users at all levels.

Changes in our field have also been reflected in the new four-color design throughout,
with hundreds of new photos and figures, including original drawings by Susmita Sen.
In addition, there are three new chapters on remote sensing platforms, agriculture, and
forestry. Technological advances and cutting-edge applications are presented throughout
this volume, including (1) discussions of Landsat 8 and Sentinel-2, (2) the growth of

Xiii



Xiv Preface

unmanned aerial systems, (3) mobile data collection, (4) current directions in climate
change detection, (5) fire monitoring, (6) disaster response, and many other timely topics.

With the use of varied local and global examples and case studies, this sixth edition
will provide readers with an understanding of the latest tools and principles of collecting
remote images, analyzing and interpreting the images, and applying them to land and
water use. It shows how remote sensing data are used in multiple fields, including plant
sciences, agriculture, forestry, earth sciences, hydrology, and land-use analysis.

WHO THIS BOOK IS FOR

We wrote this text as a two-in-one book that will provide students with an accessible
introduction to remote sensing, which can also serve as a foundational reference book.
For students who intend to specialize in remote sensing, this text forms not only an intro-
duction but also a framework for subjects to be studied in greater detail. Students who do
plan specialization in remote sensing should consult their instructors to plan a compre-
hensive course of study based on work in several disciplines, as discussed in Chapter 1.
This approach is presented in the text itself, introducing students to the principal topics of
significance for remote sensing, but acknowledging that students will require additional
depth in their chosen fields of specialization.

For those students who do not intend to pursue remote sensing beyond the introduc-
tory level, our text serves as an overview and introduction, so that they can understand
remote sensing, its applications in varied disciplines, and its significance in today’s world.
For many, the primary emphasis will likely be on study of the chapters and methods of
greatest significance in the student’s major field of study.

SPECIAL FEATURES TO AID READERS

The chapters now open with a list of the chapter’s major topics, and, as mentioned ear-
lier, new case examples, such as Washington State’s Oso River debris flow, illustrate each
chapter’s concepts. Chapters conclude with end-of-chapter review questions on the chap-
ter’s content. And, for many chapters, we have added a short list of teaching and learning
resources—principally a selection of online tutorials or short videos, such as those found
on YouTube; these videos provide depth or breadth to the content presented in the chap-
ter or simply illustrate content. They have been selected for their brevity (most are less
than 3-4 minutes or so in length) and for their effectiveness in explaining or illustrating
content relative to the chapter in question. For the most part, we have excluded videos
that focus on promotional content. Those videos that do serve a promotional purpose
have been selected for their effectiveness in presenting technical content rather than as an
endorsement of a particular product or service.

ORGANIZATION

We have retained the popular short-chapter format used in previous editions that can
be taught in any order to meet the specific needs of each instructor. Numbered sections
within chapters form smaller units that instructors can select and combine with other
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content as preferred. Our content provides organization at several levels to encourage
instructors to select specific structures for their courses. At the broadest level, the rough
division into four units offers a progression in the knowledge presented, with occasional
concessions to practicality (such as placing the “Image Interpretation” chapter in Part
IT under “Image Acquisition” rather than in its logical position in Part III, “Analysis”).
Here, we present each division as consisting of three or more chapters organized as fol-
lows:

Part I. Foundations
Chapter 1. Introducing Remote Sensing Basics
Chapter 2. Electromagnetic Radiation
Chapter 3. Remote Sensing Platforms

Part II. Image Acquisition
Chapter 4. Digital Mapping Cameras
Chapter 5. Digital Imagery
Chapter 6. Image Interpretation
Chapter 7. Land Observation Satellites
Chapter 8. Active Microwave
Chapter 9. Lidar
Chapter 10. Thermal Imagery

Part III. Analysis
Chapter 11. Statistics and Preprocessing
Chapter 12. Image Classification
Chapter 13. Accuracy Assessment
Chapter 14. Hyperspectral Remote Sensing
Chapter 15. Change Detection

Part IV. Applications
Chapter 16. Plant Science Fundamentals
Chapter 17. Agricultural Remote Sensing
Chapter 18. Forestry
Chapter 19. Earth Sciences
Chapter 20. Coastal Processes and Landforms
Chapter 21. Land Use and Land Cover

NEW TO THIS EDITION

Now in full color with over 400 figures, hundreds of which are new to this edition,
this sixth edition includes the latest technological advances and cutting-edge applications
throughout. Three new chapters have been added, and they cover remote sensing plat-
forms, agriculture, and forestry. Additional updates by chapter include:

Chapter 1. Introducing Remote Sensing Basics: A new section introduces both
workers who contributed to the basics of aviation and those who have advanced
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worldwide achievements. This chapter also includes updated coverage of Open
Landsat data policy, unmanned aerial vehicles (UAVs), and thermal infrared sen-
sors (TIRS) thermal imaging.

Chapter 3. Remote Sensing Platforms: This new chapter introduces readers to fun-
damental aspects of remote sensing, including aerial cameras, Landsat imagery,
unmanned aerial systems (UASs), tethered balloons used in the monitoring of
wildlife, satellite systems (including geofencing), and mobile collection of field
data (such as cell phones).

Chapter 7. Land Observation Satellites: This chapter describes the most recent
Landsat system, Sentinel-2A and 2B, from the European Space Agency, and
SPOT 7 (a French satellite), which provides information for land management,
disaster response, and security programs.

Chapter 9. Lidar: Lidar (light detection and ranging) systems record the intensity
and timing of returns from a pulsed laser. Airborne laser scanning systems often
use near-infrared lasers to map the elevation of land surfaces in fine detail. New
coverage includes lidar pulse densities, the normalized point cloud, lidar profiles,
point clouds derived using digital aerial photogrammetry, heights extracted from
waveforms, and lidar data collected from the International Space Station (ISS).

Chapter 10. Thermal Imagery: This chapter provides new examples of aerial images
depicting thermal features, such as the heating of urban landscapes or forest fires
(such as those within the Shasta-Trinity Forest); thermal images of residential
structures; urban heat islands; and daytime/nighttime satellite imagery.

Chapter 11. Statistics and Preprocessing: In the context of digital analysis of
remotely sensed data, preprocessing refers to those operations that are prelimi-
nary to the principal analysis. Thus, preprocessing forms a preparatory phase
that, in principle, improves image quality as the basis for later analyses that will
extract information from the image. New content includes expanded coverage of
principal components analysis (PCA), image statistics, and conversion to top- or
bottom-of-atmosphere reflectance.

Chapter 12. Image Classification: This chapter has been almost completely rewrit-
ten to include modern machine learning approaches that have largely supplanted
Bayesian maximum likelihood. These include k-nearest neighbor, classification
trees, and random forests.

Chapter 13. Accuracy Assessment: This chapter now reflects current best practices,
including guiding the user step-by-step through probabilistic sampling design,
computing and reporting area proportions in the area matrix, and using the area
proportions in summary statistics like the overall accuracy, user’s accuracy, and
producer’s accuracy.

Chapter 14. Hyperspectral Remote Sensing: This chapter now includes common
processing protocols like the spectral hourglass and their component steps (e.g.,
locating and identifying endmembers and spectral unmixing).

Chapter 15. Change Detection: This chapter has been updated to include a typol-
ogy of multitemporal change detection techniques and details of common algo-
rithms such as exponentially weighted moving average change detection and con-
tinuous change detection and classification. Change attribution is also explicitly

addressed.
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Chapter 16. Plant Science Fundamentals: Expanded discussion of leaf or canopy
water content has been added, along with indices appropriate for their estima-
tion. The land surface phenology section has been updated and expanded. Meth-
ods for the remote estimation of chlorophyll and solar-induced fluorescence have
been detailed.

Chapter 17. Agricultural Remote Sensing: This new chapter shows how remote
sensing’s aerial perspective provides significant insights into agricultural land-
scapes. It includes coverage of analytical strategies for agricultural analysis of sat-
ellite imagery, irrigated agriculture, crop calendars, storm-damaged crops, tillage
status, agricultural management, and the USDA cropland data layer.

Chapter 18. Forestry: Forestry’s wide-ranging management objectives—including
timber, forest products, water quality, carbon, sequestration, biodiversity, and
wildlife conservation—are explored in this new chapter. Other topics include
the assessment of competing vegetation, species identification, forest photogram-
metry, airborne laser scanning, fire fuel loading, and forest measurements and
monitoring.

Chapter 19. Earth Sciences: This chapter examines terrain, physiography, and geo-
morphic systems in an Earth systems context, with new coverage of major land-
slides (Oso, Washington, and Grand Mesa, Colorado); examples of stream diver-
sion (northwestern Virginia); soil mapping; and soil scientists.

Chapter 20. Coastal Processes and Landforms: New topics include multispectral
bathymetry, wave generation, swash and backwash, beach profiles (Virginia’s
barrier islands), coastal classification (Texas Point), storm damage (Mantoloking,
New Jersey), and renewal (Miami Beach).
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Introducing Remote
Sensing Basics

MAJOR TOPICS TO UNDERSTAND

e Definitions

e Milestones in the History of Remote Sensing

X} inTRoDUCTION

The field of remote sensing is devoted to analysis of a special class of images that employ
an overhead perspective (e.g., maps, aerial photographs, and similar images), including
many that are based on radiation not visible to the human eye. These images have special
properties that offer unique advantages for the study of the Earth’s surface: we can see
patterns instead of isolated points and see relationships between features that other-
wise seem independent. They are especially powerful because they permit us to moni-
tor changes over time; to measure sizes, areas, depths, and heights; and, in general, to
acquire information that is very difficult to acquire by other means. However, our abil-
ity to extract this kind of information is not innate; we must work hard to develop the
knowledge and skills that allow us to use images.



4 I. FOUNDATIONS

Foundations of remote sensing rely on the partnership of aerial photography with
the airplane. Photography began in the early 1800s; the airplane was used for aerial pho-
tography in 1908. Aerial photography began at an early date (using balloons and kites),
requiring many years of experimentation before the camera became a practical means for
aerial photography. Use of the aircraft for photography requires a feasible match between
the elements of remote sensing, including some of its many practical applications. Here in
Chapter 1 we consider a few topics to outline remote sensing’s content, origins, and scope
as a foundation for the more specialized chapters that follow.

£F) oeriviTions

The field of remote sensing has been defined many times (Table 1.1). Examination of
common elements in these varied definitions permits identification of the topics’ most
important themes. From a cursory look at these definitions, it is easy to identify a central
concept: the gathering of information at a distance. This excessively broad definition,
however, must be refined if it is to guide us in studying a body of knowledge that can be
approached in a single course of study.

The practice of remote sensing is devoted to observation of the Earth’s land and
water surfaces by means of reflected or emitted electromagnetic energy. This more
focused definition excludes applications that could be reasonably included in broader
definitions, such as sensing the Earth’s magnetic field or atmosphere or the temperature
of the human body. For our purposes, the definition can be a modification of concepts
given in Table 1.1:

Remote sensing is the practice of deriving information about the Earth’s land and
water surfaces using images acquired from an overhead perspective, using elec-
tromagnetic radiation in one or more regions of the electromagnetic spectrum,
reflected or emitted from the Earth’s surface.

This definition serves as a concise expression of the scope of this volume. It is not, how-
ever, universally applicable, and it is not intended to be so because practical constraints
limit the scope of this volume. So, although this book must omit many interesting topics
(e.g., meteorological or extraterrestrial remote sensing), it can review knowledge and
perspectives necessary for pursuit of topics that cannot be covered in full here.

m MILESTONES IN THE HISTORY OF REMOTE SENSING

We begin by outlining some of the noteworthy events and developments that introduce
the field of remote sensing. By necessity, we abbreviate our account to present concise
highlights of some key developments. More complete accounts are given by Fischer
(1975), Simonett (1983), and others. For some of our initial discussion, our thread fol-
lows the trajectory mainly as recorded by U.S., British, and French records. Readers
should, however, be aware that aviation, aerial photography, and photointerpretation all
have rich histories in Germany, Switzerland, Italy, Canada, Australia, Russia, and many
other nations. This chapter traces the evolution of this field to outline significant trends
and key innovations.



1. Introducing Remote Sensing Basics 5

1A= B2V Remote Sensing: Some Definitions

Remote sensing has been variously defined but basically it is the art or science of telling something
about an object without touching it. (Fischer, Hemphill, and Kover, 1976, p. 34)

Remote sensing is the acquisition of physical data of an object without touch or contact. (Lintz and
Simonett, 1976, p. 1)

Imagery is acquired with a sensor other than (or in addition to) a conventional camera through which a
scene is recorded, such as by electronic scanning, using radiations outside the normal visual range of
the film and camera—microwave, radar, thermal, infrared, ultraviolet, as well as multispectral, special
techniques are applied to process and interpret remote sensing imagery for the purpose of producing
conventional maps, thematic maps, resources surveys, etc., in the fields of agriculture, archaeology,
forestry, geography, geology, and others. (American Society of Photogrammetry)

Remote sensing is the observation of a target by a device separated from it by some distance. (Barrett
and Curtis, 1976, p. 3)

The term remote sensing in its broadest sense merely means “reconnaissance at a distance.” (Colwell,
1966, p. 71)

Remote sensing, though not precisely defined, includes all methods of obtaining pictures or other forms
of electromagnetic records of the Earth’s surface from a distance, and the treatment and processing

of the picture data. . . . Remote sensing then in the widest sense is concerned with detecting and
recording electromagnetic radiation from the target areas in the field of view of the sensor instrument.
This radiation may have originated directly from separate components of the target area; it may be solar
energy reflected from them; or it may be reflections of energy transmitted to the target area from the
sensor itself. (White, 1977, pp. 1-2)

“Remote sensing” is the term currently used by a number of scientists for the study of remote objects
(earth, lunar, and planetary surfaces and atmospheres, stellar and galactic phenomena, etc.) from great
distances. Broadly defined . . ., remote sensing denotes the joint effects of employing modern sensors,
data-processing equipment, information theory and processing methodology, communications theory
and devices, space and airborne vehicles, and large-systems theory and practice for the purposes of
carrying out aerial or space surveys of the earth’s surface. (National Academy of Sciences, 1970, p. 1)

Remote sensing is the science of deriving information about an object from measurements made at a
distance from the object, i.e., without actually coming in contact with it. The quantity most frequently
measured in present-day remote sensing systems is the electromagnetic energy emanating from objects
of interest, and although there are other possibilities (e.g., seismic waves, sonic waves, and gravitational
force), our attention . . . is focused upon systems which measure electromagnetic energy. (D. A.
Landgrebe, quoted in Swain and Davis, 1978, p. 1)

Early Photography (1839—-1909)

Because the practice of remote sensing focuses on the examination of images of the
Earth’s surface, remote origins lie in the beginnings of the practice of photography. Early
attempts to form photographic images date from the early 1800s, when a number of
scientists, now largely forgotten, conducted experiments with photosensitive chemicals.
In 1839, Louis Daguerre (1789-1851), well recognized as one of the early photogra-
phers, publicly reported results of his experiments with photographic chemicals. This date
forms a convenient, though arbitrary, milestone for the birth of photography. History has
generally credited acquisition of the first aerial photograph to Gaspard-Félix Tournachon
(1829-1910) (known also by his pseudonym, Nadar). In 1858, he acquired an aerial photo
using a tethered balloon. Nadar’s aerial photographs have been lost, although other early
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balloon photographs survive. In succeeding years, numerous improvements were made in
photographic technologies and methods of acquiring photographs of the Earth from bal-
loons and kites. Early photography employed slow exposures, so the subjects in photos
of the day often appear stiff and contrived because any movement would create blurred
images. Photography from hills and mountainous terrain were of interest because of their
scenic character and distant vistas. Thus, even before there were aerial cameras, there
were aerial vistas from high buildings and mountainous terrain that engaged popular
interest. Aerial images of the Earth are among the first to fit our definition of remote
sensing, although many of these images must be regarded as curiosities rather than as
foundations for the field of remote sensing.

The Camera and the Airplane

The use of powered aircraft as platforms for aerial photography formed the next mile-
stone. In 1909, Wilbur Wright piloted the plane that acquired motion pictures of the
Italian landscape near the town of Centocelli; these are said to be the first aerial photo-
graphs taken from an airplane. The maneuverability of the airplane provided the capa-
bility of controlling the speed, altitude, and direction required for systematic use of
the airborne camera. Although there were many attempts to blend the camera with the
airplane, the initial efforts were clearly not effective for systematic use with each other
(Figure 1.1).

m Early aerial photography by the U.S. Navy, 1914. This photograph illustrates the dif-
ficulties encountered in early efforts to match the camera with the airplane. At that time, neither device
was well suited for use with the other. From U.S. Navy, National Archives and Records Administration,
ARC 295605.
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World War | (1914-1918)

World War I (1914-1918) marked the beginning of the acquisition of aerial photography
on a systematic basis. The earliest efforts for aerial reconnaissance relied upon notes
and sketches recorded by aerial observers in the rear cockpit. Soon, pilots and observers
were using their own cameras, which were subsequently replaced by early aerial cameras
specifically designed for aerial observation. Such cameras, typically handheld, required
manual transfer of glass or metal plates. (Although, by that time, film cameras had been
in use for many years, they were not routinely used for military applications until late in
the conflict; Figure 1.2.)

Although cameras used for aerial photography during World War I were intended
for use with the airplane, the match between the two instruments was still rudimentary
(Figure 1.3). The value of aerial photography for military reconnaissance and surveil-
lance became increasingly clear as the war continued, and aerial photography became
increasingly sophisticated (see Campbell, 2008). By the conclusion of the conflict, aerial
photography’s role in military operations was valued, especially among pilots, observers,
and aviation leadership, although senior military leadership remained skeptical. (In due
course, the value of military aviation, including aerial observation, was recognized by the
formation of the U.S. Army Air Corps in 1926, and eventually, in 1947, of the U.S. Air
Force.)

m Early aerial photography, World War | (ca. 1917-1918). By the time of World War |,
attempts to match the camera and the airplane had progressed only to a modest extent, as illustrated
by this example. This photographer, using a Graflex camera (here, likely posed for a publicity photo-
graph), designed by the U.S. Army Signal Corps, aims the camera over the edge of the fuselage. The
wooden camera body, with leather jacket, and focal plane shutter, required use of glass plates (likely
4 x 5in.). Photographers operated within the cold slip-stream, manually changing plates in flight. From
U.S. Army.
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m Aircraft showing later designs (relative to those in Figures 1.1 and 1.2) for both the
biplane and the aerial camera. Here, the aerial camera has a lateral port (the square shape near the
photographer, designed for oblique photography to allow the photographer to aim the camera through
the port from within the fuselage, to avoid the disadvantages of leaning over edges of the cockpit. The
photographer wears a chest-mounted microphone for communication with the pilot, shown here hold-
ing a supply of extra plates for the camera. From U.S. National Archives and Records Administration,
Still Pictures, E-4156.

Interwar Years (1919-1939)

Numerous improvements followed from these beginnings. Camera designs were improved
and tailored specifically for use in aircraft. The science of photogrammetry—the prac-
tice of making accurate measurements from photographs—applied specifically to aerial
photography, with the development of instruments specifically designed for analysis of
aerial images. Military applications of aerial photography drove rapid innovations of
photographic technologies. During the postwar years, military budgets were tight, so
much of the aviation effort was devoted to refining civil applications of aerial imagery.
After the conclusion of the war, cameras and aircraft formed the basics for photogram-
metric engineering. Although the fundamentals of photogrammetry had been previously
defined, the field developed toward its modern form in the 1920s, with the development
of specialized photogrammetric instruments.

During this period, the well-illustrated volume by Willis T. Lee (1922), The Face of
the Earth as Seen from the Air, surveyed a range of civil applications of aerial photogra-
phy. About 12 years after the end of World War I, Lee presented examples (Figure 1.4) of
practical civil applications for aerial photography and of advanced aerial cameras. Many
of his examples introduced applications beyond those developed during the war, includ-
ing vertical aerial photographs and applications of panchromatic film. Lee used panchro-
matic films, developed by Kodak in 1913 for color imagery and, later (1918), for main-
taining balanced tones to capture shades of gray recorded by the imagery. (Panchromatic
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films provide black-and-white photographic emulsions sensitive to wavelengths of the
visible spectrum. These films also provide balanced shades of gray that convey the tones
observed in nature.)

Photogrammetric technologies, initially devised and perfected largely in Switzerland
and Germany, provided the basis for broad-scale aerial mapping. These technologies were
brought to the United States, initially by the U.S. Geological Survey and the Tennessee
Valley Authority, then later, more generally by other organizations. From these origins,
more or less routine applications of aerial mapping became significant for government
programs and private industry, initially for topographic mapping, but later for soil sur-
vey, geologic mapping, forest surveys, highways, dams, and agricultural statistics.

Many innovations during this era were led by visionary pioneers who established suc-
cessful niches in private industry to develop civil applications of aerial mapping. Sherman
Fairchild (1896-1971) founded numerous companies, including Fairchild Aerial Surveys
and Fairchild Camera and Instruments, which became leaders in aviation and in aerial
camera design. Talbert Abrams (1895-1990) led many innovations in aerial survey, avia-
tion, camera design, training, and worldwide commercial operations.

Although applications that Lee envisioned matured at a slow pace, expression of
governmental interest ensured continuity in the scientific development of aerial photogra-
phy and the training of many in uses of aerial photography. Nonetheless, the acceptance
of aerial photography in governmental and scientific activities developed slowly because
of resistance among traditionalists, imperfections in equipment and technique, and genu-
ine uncertainties regarding the proper role of aerial photography in scientific inquiry and
practical applications.

The worldwide economic depression of 1929-1939 was not only an economic and
financial crisis but also, for many nations, an environmental crisis. National concerns
about the social and economic impacts of rural economic development, widespread soil
erosion, reliability of water supplies, and similar issues led to some of the early gov-

m Aerial image acquired by the K-2

Eastman mapping camera, illustrating post-World
War | aerial cameras with fuselage-mounted aerial
cameras designed for vertical aerial photography.
Here, the white plate positioned at the top of the
image frame provides real-time records of altitude,
date, time of day, and orientation of the lens. From
Lee (1922).
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ernmental applications of aerial surveys to record and monitor rural economic develop-
ment. In the United States, the U.S. Department of Agriculture and the Tennessee Valley
Authority led efforts to apply aerial photography to guide environmental planning and
economic development. Such efforts made an important contribution to the institution-
alization of the use of aerial photography in government and to the creation of a body of
practical experience in applications of aerial photography (Figure 1.5).

World War Il 1939-1945)

World War II (1939-1945) marks the next milestone in our history. During the war years,
use of the electromagnetic spectrum extended from almost exclusive emphasis on the
visible spectrum to other regions, most notably the infrared and microwave regions (far
beyond the range of human vision). Knowledge of these regions of the spectrum had been
developed in both basic and applied sciences during the preceding 150 years. However,
during the war years, application and further development of this knowledge acceler-
ated, as did dissemination of the means to apply it. Although research scientists had
long understood the potential of the nonvisible spectrum, the equipment, materials, and

m Progress in applications of aerial photography, 1919-1939. During the interval
between World War | and World War Il (1919-1939), integration of the camera and the airplane pro-
gressed, as did institutionalization of aerial photography in government and industry. By June 1943
(the date of this photograph), progress on both fronts was obvious. Here, an employee of the U.S.
Geological Survey (USGS) uses a specialized instrument, the Oblique Sketchmaster, to match detail
on an aerial photograph to an accurate map. By the time of this photograph, aerial photography
formed an integral component of USGS operations. From USGS and U.S. Library of Congress, digital
ID fsa.8d38549.
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experience necessary to apply it to practical problems were not at hand. Wartime research
and operational experience provided both the theoretical and the practical knowledge
required for everyday use of the nonvisible spectrum in remote sensing.

Furthermore, the wartime training and experience of large numbers of pilots, camera
operators, and photointerpreters created a large pool of experienced personnel who were
able to transfer their skills and experience into civilian occupations after the war. Many
of these people assumed leadership positions in the efforts of business, scientific, and
governmental programs to apply aerial photography and remote sensing to a broad range
of problems. Whereas photointerpreters of the World War I era focused on identification
and examination of military equipment and fortifications, their counterparts in World
War II also examined topography, vegetation, trafficability, and other terrain features,
thereby expanding the scope and knowledge base and the practice of photointerpretation.

The Cold War (1946—-1989)

The successes of strategic photointerpretation during World War II set the stage for
continued interest in aerial surveillance during the cold war era. Initially, technological
trends established during the war were continued and improved. However, as the nature
of the cold war became more clearly defined, strategic photointerpretation formed one of
the few means of acquiring reliable information from within the closed societies (Figure
1.6). Perhaps the best known contribution of photoreconnaissance within the cold war

m A U.S. Air Force intelligence officer using a stereoscope to examine aerial photog-
raphy, Korean conflict, July 1951. From U.S. Air Force, National Archives and Records Administration,

ARC 542288.
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era came during the Cuban Missile Crisis. In 1962, U.S. photointerpreters were able
to detect with confidence the early stages of the Soviet Union’s introduction of missiles
into Cuba, far earlier than Soviet strategists had anticipated, thereby setting the stage
for initiating one of the most serious incidents of the cold war era (see Brugioni, 1991).
Such events created an environment for further development of advanced reconnaissance
techniques. As newer, more sophisticated instruments were developed, the superseded
technologies were released for wider, nondefense applications in the civilian economy
(Figures 1.7 and 1.8).

Robert Colwell’'s Research

Among the most significant developments in the civilian sphere were the works of Robert
N. Colwell (see Colwell, 1956, 1966, 1983; Figure 1.9), who applied color infrared film
(then popularly known as “camouflage detection film,” originally developed for use in
World War II) to advance its applications for practice of aerial agriculture and forestry.
During the war, Colwell served as an officer in the U.S. Naval Reserve, with exper-
tise in applications of aerial photography for analysis of terrain, vegetation, and coastal
environments. Later, Colwell joined the faculty of the University of California—Berkeley
School of Forestry, where he developed applications of photographic interpretation to the
practice of forestry. His research expanded to examine applications of the near-infrared
spectrum to monitor vegetation health in the context of forestry and agricultural crops as
well (Figure 1.10). Colwell’s research defined the practice of multispectral remote sensing
that today forms the basis for much of modern aerial imaging.

SRS AS A 1950s forester exam-

ining aerial photography to delineate land-
scape units. By the 1950s, aerial photog-
raphy and related forms of imagery had
become integrated into the day-to-day
operations of a multitude of businesses and
industries throughout the world. From For-
est History Society, Durham, North Carolina.
Used by permission.



A Twinplex stereoscopic plotting instrument designed to prepare topographic
maps to derive accurate elevation data from aerial photography (1957). During much of the twentieth
century, photogrammetric analyses depended on optical-mechanical instruments such as shown
here, designed to extract information by controlling the physical orientation of the photograph and
optical projection of the image. By the end of the century, such processes were conducted in the

digital domain using electronic instruments. From Photographic Library, USGS. Photograph by E. F.
Patterson, no. 223.

Robert Colwell, as photographed in 1956, Berkeley, California. Professor Colwell
(1918-2005) served much of his career as a faculty member at the University of California—Berkeley,
where his research defined key concepts in the practice of remote sensing, especially practical appli-
cations in forestry and agriculture. He is recognized internationally for his leadership in pioneering
technological advances in the field of remote sensing of Earth resources. Here, Professor Colwell
holds an aerial image depicting northeastern San Francisco. From University of California—Berkeley
Library (Carol Ness, Berkeley News editor, U.C. Berkeley News), April 13, 2016. Used by permission.

13



14 I. FOUNDATIONS

M Robert Colwell's aerial photo-

graphs of experimental plots as seen from differing
altitudes. From Colwell (1956). Copyright © 1956
Regents of the University of California. Used by per-
mission.

Civil Applications of Aerial Imagery

During the 1950s, government and civil society accepted aerial photography as an impor-
tant resource for applications in agriculture, forestry, and broad-scale resource inventory
and as a source of cartographic information (Figures 1.7 and 1.8). During this period, some
remote sensing capabilities were available for civilian use as superseded military applica-
tions were released for civil applications. For example, some instruments extended the
reach of aerial observation outside the visible spectrum into the infrared and microwave
regions; over subsequent decades, these instruments, including imaging radars, multispec-
tral imaging, and related instruments, developed into especially effective sensor systems.

Remote Sensing

It was in this context that analysts began to accept the term remote sensing as the com-
mon vocabulary to describe the family of nonphotographic sensors. Evelyn Pruitt (1918-
2000) (Figure 111), a scientist working for the U.S. Navy’s Office of Naval Research
(ONR), coined this term when she recognized that the term aerial photography no longer
accurately described the many forms of imagery collected using radiation outside the
visible spectrum. Pruitt studied geography at the University of California—Los Angeles,
but also had interests in geology, meteorology, and related disciplines (Walker, 2006). In
1943, she began employment with the U.S. Coast and Geodetic Survey (C&GS) in Wash-
ington, D.C., and then worked for the newly formed ONR, which had been organized
to conduct research to improve scientific knowledge of coastal environments. Her initial
work for ONR focused on arctic studies but soon included broadly based research in
coastal systems and processes in coastal regions worldwide.

As Pruitt worked with her colleagues to develop new photointerpretation techniques,
she realized that continued use of phrases such as photointerpretation to describe imag-
ery from nonphotographic sensors was off the mark. Thus, Pruitt has been credited with
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initial use of the term remote sensing (Larson, 2004, in Walker, 2006) for this family of
instruments. ONR, as one of the few organizations regularly engaged in use of multiple
sensor systems, provided the context for this contribution.

Early in the 1960s, the U.S. National Aeronautics and Space Administration (NASA)
established a research program in remote sensing—a program that, during the next
decade, was to support remote sensing research at institutions throughout the United
States. During this same period, a committee of the U.S. National Academy of Sciences
(NAS) studied opportunities for application of remote sensing in the fields of agriculture
and forestry. In 1970, the NAS reported the results of their work in a document that
outlined many of the opportunities offered by this emerging field of inquiry (National
Academy of Sciences, 1970).

Figures 112 and 113 show the manual interpretation of aerial imagery using tech-
niques that would later be superseded by automated technologies.

Satellite Remote Sensing

In 1972, the launch of Landsat 1 (initially named the Earth Resources Technology Satel-
lite [ERTS]), the first of many Earth-orbiting satellites specifically designed for observa-
tion of the Earth’s land areas, provided another advancement of remote sensing technolo-
gies. Landsat provided, for the first time, systematic, repetitive observation of the Earth’s
land areas. Each Landsat image depicted large areas of the Earth’s surface in several
regions of the electromagnetic spectrum and yet provided modest levels of detail suffi-
cient for practical applications in many fields.

The Landsat program evolved from the vision, skills, and engineering insight of
several organizations, especially NASA’s technical program and the U.S. Geological Sur-
vey (USGS), to anticipate the value of capturing images of the Earth’s surface. William
Pecora, chief geologist and later director of the USGS, made many notable contributions
to the Landsat vision. His contributions addressed tasks of national scope, especially
for his advocacy of satellite systems capable of observing Earth’s surface—not only for
mineral resources, but also for monitoring broad-scale views of the Earth’s surface. His
advocacy of such programs, supported also by other institutions, led to the formation of
the Landsat satellite program.

Although it is difficult to recognize Landsat’s full significance, it is possible to rec-
ognize three of its most important contributions. First, routine availability of multispec-

BGENLTEEEMN Evelyn Pruitt (1918-2000) in about 1973, probably

at the time of her retirement from ONR. She is praised for her research
in applying remote sensing analysis to study coastal environments.
During her long career for ONR, she recognized that the term photoin-
terpretation poorly described imagery from nonphotographic sensors
used by ONR. She has been credited with use of the term remote
sensing to describe this broader family of aerial imagery. From ONR.



A USGS cartographic technician using an airbrush to depict relief, as interpreted
from aerial photographs, 1961. Within a few decades, computer cartography and GIS would routinely
create this effect by applying hill-shading algorithms to create digital elevation models. From Photo-
graphic Library, USGS. Photograph by E. F. Patterson, no. 1024.

el RERS U.S. Navy Intelligence Specialist 3rd Class John Yanc using a binocular stereo-
scope to examine a strip of aerial photographs positioned on a light table on board the U.S. Navy’s
nuclear-powered aircraft carrier USS George Washington (CVN 73) (2010). From U.S. Navy.
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tral data for large regions of the Earth’s surface greatly expanded the ability of analysts
of all varieties to acquire multispectral satellite imagery. Such data, though previously
available, were largely confined to specialized research laboratories. The broad reach
of Landsat’s data, ease of access, and its open availability have greatly expanded the
population of analysts who can acquire multispectral satellite data at varied dates and
locations.

A second pivotal contribution of the Landsat program was the creation of an incen-
tive for the rapid and broad expansion of digital analysis for remote sensing (Figure 1.14).
Prior to Landsat, image analyses were largely completed by visual examination of prints
and transparencies of aerial images. Analyses of digital images by computer were possible
mainly in specialized research institutions; personal computers and the variety of image
analysis programs that we now regard as commonplace, were not routinely available for
most analyses. Routine availability of digital data in a standard format created the con-
text that spurred growth of digital analyses and set the stage for developing image analy-
sis software that is now commonplace. A third contribution of the Landsat program was
its role as a model for developing other land observation satellites designed and operated
by diverse organizations throughout the world.

Virginia Norwood

Finally, we note the value of satellite sensor systems, which, generally speaking, provide
reliable observations of the Earth’s surface. Many of us recognize the U.S. Landsat sys-
tem as one of the oldest, most reliable, and established satellite observation systems. First,

m NASA-Goddard staff working with Landsat/TIRS thermal imaging, March 13, 2012.
Landsat’s thermal instruments can record landscape temperatures from satellite altitudes to monitor
water usage and water resources. Data from these instruments have provided reliable information doc-
umenting the availability of water resources for southwestern agriculture. From NASA-Goddard.
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we recognize Virginia Norwood (Figure 1.15) for her significant contributions to the
early Landsat systems. As a Hughes Aerospace engineer, she proposed using digital scan-
ning technology for the first Landsat mission (launched in 1972). Her insight led to use
of the Multispectral Scanner System (MSS), which, although intended as an experimental
instrument, became the primary sensor for Landsat 1 when the primary sensor failed to
perform as planned. The MSS’s reliability and high-quality imagery formed a model for
later Landsat instruments. This instrument therefore made a little-known contribution to
the success of the Landsat system.

Free and Open Landsat Data Policy

Although U.S. policy long allowed distribution of satellite imagery to the public without
cost, Landsat data formed an exception. For many years, individual Landsat data were
distributed at costs varying from $600 to several thousand dollars, depending on vari-
ous policies in effect during the period from 1973 to 2008. However, in 2008, the U.S.
federal government implemented a policy that now distributes Landsat data without cost
to the customer. This change in policy has greatly increased the number of downloads
of Landsat imagery, creating a rapid expansion of scientific and operational applica-
tions, serving government, private sector, and civil society. Within U.S. governmental
programs, the availability of imagery has greatly expanded and accelerated the scope
of analyses. The Landsat Program is a model for other nations and space agencies (e.g.,
the European Copernicus Program), demonstrating the value of open access for Earth
observation data, and has motivated other nations to implement similar policies (Zhu et
al., 2016).

Unmanned Aerial Vehicles

Unmanned aerial vehicle (UAV) technologies and applications are a rapidly evolving area
of remote sensing. UAVs, also known as “drones,” are aircraft guided remotely by human
pilots or by onboard programming (Figure 1.16). Hobbyists have a long history of inter-
est in recreational aircraft, typically radio-controlled fixed-wing aircraft. Likely begin-
ning in the 1990s, improvised UAV designs were created using miniaturized technologies
derived from some of the technologies originally designed for mobile phones and similar

MVirginia Norwood, a Hughes

Aerospace engineer, whose insight and initiative
formed the foundations for satellite observation. Pho-
tograph by Steve Covington of Aerospace Corp.
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FLElSN NG A systems analyst examining data and video transmitted by a U.S. Navy UAV to
acquire intelligence, conduct surveillance, and collect reconnaissance data. From U.S. Marine Corps.
Photograph by Cpl. Michael P. Snody.

instruments, including GPS, inertial measurement units (IMUs), infrared cameras, lasers,
and remote control.
Although they vary widely, the principal UAV components include:

e Overall body (or frame)
e Power supply

e Computing

e Software

e Sensors

e Flight control

e Remote networking

UAV systems can include additional capabilities and can have a copter or fixed-
wing design. Sizes and capabilities vary greatly according to purpose. For our discus-
sions here, we think of UAVs of rather modest sizes (perhaps dimensions up to a meter),
modest costs, modest capabilities, and limited range. These characteristics are especially
practical for many civilian applications (Table 1.2). Because they can be rapidly deployed
and are flexible in their acquisition parameters, UAV applications tend to focus on high-
resolution acquisitions, particularly on-demand survey or monitoring tasks that may also
complement more routine broader-scale remote sensing operations.
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1A =1 B = =R Example UAV Applications

Aerial mapping Precision agriculture Mapping and surveying
Aerial photography Forestry Bridge and infrastructure monitoring
Weather survey Irrigation Land cover mapping
Search and rescue Wildlife counts Disaster management
) summary

This chapter has introduced the basics of remote sensing, in part by reviewing technologi-
cal changes over time as innovations provide new capabilities and resources for assessing
and recording the status of the Earth’s surface. Broadly stated, remote sensing monitors
a landscape, city, or region by recording reflected or emitted radiation using one or more
of the varied instruments that record radiation emitted from the Earth’s surface. This
chapter illustrates key historic contributions through innovation, insight, and experimen-
tation.

We provide insight into how remote sensing technologies have matured from rough
improvisations into systems that support collection of data, detect changes, assess land-
scapes, and maintain counts (vehicles, numbers of soldiers, and such, if we take the early
days of World War I as an example). Postconflict developments saw remote sensing appli-
cations tailored to civic applications (forestry, agriculture, urban systems, and coastlines,
for example) by applying approaches to a wider range of tasks supporting the broader
needs of society.

As we progress through this book, we will explore the common tools, strategies
and applications that form basic principles for the practice of remote sensing. We orga-
nize this discussion through chapters on common themes related to image acquisition,
analysis, analytical techniques, and the use of remote sensing for several environmental
applications.

REVIEW QUESTIONS

1. Satellite observation of the Earth provides many advantages over aircraft-borne sensors.
Consider fields such as agronomy, forestry, or hydrology. For one such field of study, list
as many of the advantages as you can. Can you suggest some disadvantages?

2. Much (but not all) information derived from remotely sensed data comes from spectral
information. To understand how spectral data may not always be as reliable as one
might first think, briefly describe the spectral properties of a maple tree and a cornfield.
How might these properties change over the period of a year? Or a day?

3. All remotely sensed images observe the Earth from above. Can you list some advan-
tages of the overhead view (as opposed to ground-level views) that make remote sens-
ing images inherently advantageous for many purposes? List some disadvantages of the
overhead view.

4. Remotely sensed images show the combined effects of many landscape elements,
including vegetation, topography, illumination, soils, and drainage. In your view, is this
diverse combination an advantage or a disadvantage? Explain.
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5. List ways in which remotely sensed images differ from maps. Also, list the advantages
and disadvantages of each. List some of the tasks for which each might be more useful.

6. This chapter emphasizes how the field of remote sensing is formed by knowledge
and perspectives derived from many different disciplines. Examine the undergraduate
catalog for your college or university and prepare a comprehensive program of study in
remote sensing from courses listed. Identify gaps—courses or subjects that would be
desirable but are not offered.

1. Inspect library copies of some of the remote sensing texts and journals listed in the
references for this chapter. Examine the tables of contents, selected chapters, and lists
of references. Many of these volumes may form useful references for future study or
research in the field of remote sensing.
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Electromagnetic Radiation

MAJOR TOPICS TO UNDERSTAND

The Electromagnetic Spectrum

e Major Divisions of the Electromagnetic Spectrum

Radiation Laws
e |nteractions with the Atmosphere

e |nteractions with Surfaces
\ J

£X)) inTRoDUCTION

With the exception of objects at absolute zero, all objects emit electromagnetic radiation.
Objects also reflect radiation that has been emitted by other objects. By recording emit-
ted or reflected radiation and applying knowledge of its behavior as it passes through the
Earth’s atmosphere and interacts with objects, remote sensing analysts develop knowl-
edge of the character of features such as vegetation, structures, soils, rock, or water
bodies on the Earth’s surface. Interpretation of remote sensing imagery depends on a
sound understanding of electromagnetic radiation and its interaction with surfaces and
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the atmosphere. The discussion of electromagnetic radiation in this chapter builds a foun-
dation that will permit development in subsequent chapters of the many other important
topics within the field of remote sensing.

The most familiar form of electromagnetic radiation is visible light, which forms
only a small (but very important) portion of the full electromagnetic spectrum. The large
segments of this spectrum that lie outside the range of human vision require our special
attention because they may behave in ways that are quite foreign to our everyday experi-
ence with visible radiation.

%) THE ELECTROMAGNETIC SPECTRUM

Electromagnetic energy is generated by several mechanisms, including changes in the
energy levels of electrons, acceleration of electrical charges, decay of radioactive sub-
stances, and the thermal motion of atoms and molecules. Nuclear reactions within the
Sun produce a full spectrum of electromagnetic radiation, which is transmitted through
space without experiencing major changes. As this radiation approaches the Earth, it
passes through the atmosphere before reaching the Earth’s surface. Some is reflected
upward from the Earth’s surface; it is this radiation that forms the basis for photographs
and similar images. Other solar radiation is absorbed at the surface of the Earth and is
then reradiated as thermal energy. This thermal energy can also be used to form remotely
sensed images, although they differ greatly from the aerial photographs formed from
reflected energy. Finally, human-made radiation, such as that generated by imaging
radars, is also used for remote sensing.

Electromagnetic radiation consists of an electrical field (E) that varies in magnitude
in a direction perpendicular to the direction of propagation (Figure 2.1). In addition, a
magnetic field (H) oriented at right angles to the electrical field is propagated in phase
with the electrical field.

m Electric (E) and magnetic (H) components of electromagnetic radiation. The elec-
tric and magnetic components are oriented at right angles to one another and vary along an axis
perpendicular to the axis of propagation. Image by Susmita Sen.
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Electromagnetic energy can be characterized by several properties (Figure 2.2):

1.

Wavelength is the distance from one wave crest to the next. Wavelength can
be measured in everyday units of length, although very short wavelengths have
such small distances between wave crests that extremely short (and therefore less
familiar) measurement units are required (Table 2.1).

. Frequency is measured as the number of crests passing a fixed point in a given

period of time. Frequency is often measured in hertz, each of which is equivalent
to one cycle per second (Table 2.2), and multiples of hertz.

Amplitude is equivalent to the height of each peak (see Figure 2.2). Ampli-
tude is often measured as energy levels (formally known as spectral irradiance),
expressed as watts per square meter per micrometer (i.e., as energy level per wave-
length interval).

In addition, the phase of a waveform specifies the extent to which the peaks of
one waveform align with those of another. Phase is measured in angular units,
such as degrees or radians. If two waves are aligned, they oscillate together and
are said to be “in phase” (a phase shift of 0 degrees). However, if a pair of waves
is aligned such that the crests match with the troughs, they are said to be “out of
phase” (a phase shift of 180 degrees) (see Figure 2.2).
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M Amplitude, frequency, and wavelength. The second diagram represents high fre-
quency, short wavelength; the third, low frequency, long wavelength. The bottom diagram illustrates

two waveforms that are out of phase. Image by Susmita Sen.
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A= B == B Units of Length Used in Remote Sensing

Unit Distance
Kilometer (km) 1,000 m

Meter (m) 1.0m
Centimeter (cm) 0.01m =102m
Millimeter (mm) 0.001 m =10"3%m
Micrometer (um)2 0.000001 m =10"%m
Nanometer (nm) 10°m
Angstrém unit (A) 10-19m

aFormerly called the micron (u); the term micrometeris now used by agreement of the General Conference on
Weights and Measures.

1A 82220 Frequencies Used in Remote Sensing

Unit Frequency (cycles per second)
Hertz (Hz) 1

Kilohertz (kHz) 108 (= 1,000)

Megahertz (MHz) 108 (= 1,000,000)

Gigahertz (GHz) 109 (= 1,000,000,000)

The speed of electromagnetic energy (c) is constant at 299,792 kilometers (km) per
second. Frequency (v) and wavelength (A) are related:

c=M (E0.2.1)

Therefore, characteristics of electromagnetic energy can be specified using either fre-
quency or wavelength. Varied disciplines and varied applications follow different con-
ventions for describing electromagnetic radiation, using either wavelength (measured in
Angstrém units [A], microns/micrometers, nanometers, millimeters, etc., as appropriate)
or frequency (using hertz, kilohertz, megahertz, etc., as appropriate). Although there is
no authoritative standard, a common practice in the field of remote sensing is to define
regions of the spectrum on the basis of wavelength, often using micrometers (each equal
to one one-millionth of a meter, symbolized as pm), millimeters (mm), and meters (m)
as units of length. Departures from this practice are common; for example, electrical
engineers who work with microwave radiation traditionally use frequency to designate
subdivisions of the spectrum. In this book, we usually employ wavelength designations.
The student should, however, be prepared to encounter different usages in scientific jour-
nals and in references.
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m MAJOR DIVISIONS OF THE ELECTROMAGNETIC SPECTRUM

Major divisions of the electromagnetic spectrum (Table 2.3) are, in essence, arbitrarily
defined. In a full spectrum of solar energy there are no sharp breaks at the divisions, as
indicated graphically in Figure 2.3. Subdivisions are established for convenience and by
traditions within different disciplines, so do not be surprised to find different definitions
in other sources or in references pertaining to other disciplines.

Table 2.3 does not show two important categories: the optical and reflective spec-
tra. The optical spectrum, from 0.30 to 15 pm, defines those wavelengths that can be
reflected and refracted with lenses and mirrors. The reflective spectrum extends from
about 0.38 to 3.0 pm and defines that portion of the solar spectrum used directly for
remote sensing. As an introduction, Figure 2.3 presents subdivisions for the electromag-
netic spectrum, as often defined within the field of remote sensing; specifics are discussed
in subsequent chapters.

e Visible: The short range of wavelengths is defined by the sensitivity of the human
visual system for films, sensors, and imagery.

e NIR (near-infrared region): The NIR (about 0.7 pm-1.4 pm), outside the visible
spectrum, is valuable mainly because it is not subject to atmospheric scattering
and because of its effectiveness in detecting and monitoring living vegetation.

e VNIR (visible and near-infrared region): The VNIR (0.4-1.4 um) is defined by
the full visible spectrum, extended to include the adjacent region of the infrared
spectrum.

e SWIR (shortwave infrared region): The SWIR (sometimes defined as 0.9-1.7 pm
or as 0.7-2.5 pm) is effective because it is not subject to atmospheric scattering,
and yet it is effective for the mapping of minerals, fires, crop health, and surface
moisture.

e Thermal: Thermal radiation, designated here by its broad range of wavelengths
within the 8 pm—-14 pm atmospheric window, conveys temperature information.

1A\ =1E==Re i Principal Divisions of the Electromagnetic Spectrum

Division Limits
Gamma rays <0.03nm
X-rays 0.03-300 nm
Ultraviolet radiation 0.30-0.38 um
Visible light 0.38-0.72 um
Infrared radiation

Near infrared 0.72—1.30 pm

Mid infrared 1.30-3.00 pm

Far infrared 7.0-1,000 pm (1 mm)
Microwave radiation 1 mm-30 cm

Radio >30cm
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m Some important features of the electromagnetic spectrum, labeled to identify key
aspects for the practice of remote sensing (not presented at scale). VNIR = visible and near-infrared
portion of the electromagnetic spectrum; SWIR = shortwave and near-infrared region. Image by
Susmita Sen.

(Technically, thermal radiation covers a wide range of wavelengths, but as a prac-
tical matter, it is defined here more narrowly to focus wavelengths that are largely
free of atmospheric scattering.)

e Microwave: Microwave radiation is often defined as 1.0 pm-1.0 m. Shorter wave-
lengths of the microwave region can convey thermal information, although the
microwave region is especially significant for active remote sensing (using imaging
radars; see Chapter 8) and both aircraft and satellite sensors.

The Ultraviolet Spectrum

For practical purposes, radiation of significance for remote sensing can be said to begin
with the ultraviolet region, a zone of short-wavelength radiation that lies between the
X-ray region and the limit of human vision. Often, the ultraviolet region is subdivided
into the near ultraviolet (sometimes known as UV-A; 0.32-0.40 pm), the far ultraviolet
(UV-B; 0.28-0.32 pm), and the extreme ultraviolet (UV-C; below 0.28 pm). The ultra-
violet region was discovered in 1801 by the German scientist Johann Wilhelm Ritter
(1776-1810). Literally, ultraviolet means “beyond the violet,” designating it as the region
just outside the violet region, the shortest wavelengths visible to humans. Near-ultraviolet
radiation is known for its ability to induce fluorescence (emission of visible radiation) in
some materials; it has significance for a specialized form of remote sensing (see Section
2.6). However, ultraviolet radiation is easily scattered by the Earth’s atmosphere, so it is
not generally used for remote sensing of Earth materials.

The Visible Spectrum

Although the visible spectrum constitutes a very small portion of the spectrum, it has
obvious significance in remote sensing. Colors of features depend on the physical char-
acteristics of objects and the circumstances of their perception. For example, color can
be defined by the nature of light from surfaces, usually depending on the spectrum of
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incident radiation, and viewing and illumination angles. Perceived colors are associated
with wavelets as reflected from objects and their physical properties such as light absorp-
tion and emission spectra.

Limits of the visible spectrum are defined by the sensitivity of the human visual
system. Optical properties of visible radiation were first investigated by Isaac Newton
(1641-1727), who, during 1665 and 1666, conducted experiments revealing that visible
light can be divided (using prisms, or, in our time, diffraction gratings) into three seg-
ments. Today we know these segments as the additive primaries, defined approximately
from 0.4 to 0.5 pm (blue), 0.5 to 0.6 pm (green), and 0.6 to 0.7 pm (red) (Figure 2.4).
Primary colors are defined such that no single primary can be formed from a mixture of
the other two and that all other colors can be formed by mixing the three primaries in
appropriate proportions. Equal proportions of the three additive primaries combine to
form white light.

The color of an object is defined by the color of the light that it reflects (Figure 2.4).
Thus, a “blue” object is “blue” because it reflects blue light. Intermediate colors are
formed when an object reflects two or more of the additive primaries, which combine to
create the sensation of “yellow” (red and green), “purple” (red and blue), or other colors.
The additive primaries are significant whenever we consider the colors of light, as, for
example, in the exposure of photographic films.

In contrast, representations of colors in films, paintings, and similar images are
formed by combinations of the three subtractive primaries that define the colors of pig-
ments and dyes. Each of the three subtractive primaries absorbs a third of the visible
spectrum (Figure 2.4). Yellow absorbs blue light (and reflects red and green), cyan (a
greenish-blue) absorbs red light (and reflects blue and green), and magenta (a bluish red)
absorbs green light (and reflects red and blue light). A mixture of equal proportions
of pigments of the three subtractive primaries yields black (complete absorption of the

é VISIBLE é
|
M Color in the visible spectrum. Color is characterized by behavior of light within the
visible spectrum, defined by behavior of the additive primaries (top row; colors of light, as reflected

from objects), and the subtractive primaries (bottom row; colors of pigments and dyes as they reflect
light). Image by Susmita Sen.
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visible spectrum). The additive primaries are of interest in matters concerning radiant
energy, whereas the subtractive primaries specify colors of the pigments and dyes used in
reproducing colors on films, photographic prints, and other images.

The Infrared Spectrum

Wavelengths longer than the red portion of the visible spectrum are designated as the
infrared region, discovered in 1800 by the British astronomer William Herschel (1738-
1822). This segment of the spectrum is very large relative to the visible region, as it
extends from 0.72 to 15 pm, making it more than 40 times as wide as the visible light
spectrum. Because of its broad range, it encompasses radiation with varied properties.
Two important categories can be recognized here. The first consists of near-infrared and
mid-infrared radiation, defined as those regions of the infrared spectrum closest to the
visible. Radiation in the near-infrared region behaves, with respect to optical systems,
in a manner analogous to radiation in the visible spectrum. Therefore, remote sensing in
the near-infrared region can use films, filters, and cameras with designs similar to those
intended for use with visible light.

The second category of infrared radiation is the far-infrared region, consisting of
wavelengths well beyond the visible, extending into regions that border the microwave
region (Table 2.3). This radiation is fundamentally different from that in the visible and
the near-infrared regions. Whereas near-infrared radiation is essentially solar radiation
reflected from the Earth’s surface, far-infrared radiation is emitted by the Earth. In every-
day language, the far infrared consists of “heat,” or “thermal energy.” Sometimes this
portion of the spectrum is referred to as the emitted infrared.

Microwave Energy

The longest wavelengths commonly used in remote sensing are those from about 1 mm to
1 pm in wavelength. The shortest wavelengths in this range have much in common with
the thermal energy of the far infrared. The longer wavelengths of the microwave region
merge into the radio wavelengths used for commercial broadcasts. Our knowledge of the
microwave region originates from the work of the Scottish physicist James Clerk Max-
well (1831-1879) and the German physicist Heinrich Hertz (1857-1894).

£X) rRADIATION LAWS

The propagation of electromagnetic energy follows certain physical laws. In the interest
of conciseness, some of these laws are outlined in abbreviated form because our interest
here is the basic relationships they express rather than the formal derivations that are
available to the student in more comprehensive sources.

Isaac Newton was among the first to recognize the dual nature of light (and, by
extension, all forms of electromagnetic radiation), which simultaneously displays behav-
iors associated with both discrete and continuous phenomena. Newton maintained that
light is a stream of minuscule particles (“corpuscles”) that travel in straight lines. This
notion is consistent with the modern theories of Max Planck (1858-1947) and Albert
Einstein (1879-1955). Planck discovered that electromagnetic energy is absorbed and
emitted in discrete units called quanta, or photons. The size of each unit is directly
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proportional to the frequency of the energy’s radiation. Planck defined a constant (/) to
relate frequency (v) to radiant energy (Q):

O=hv (E0.22)

His model explains the photoelectric effect, the generation of electric currents by the
exposure of certain substances to light, as the effect of the impact of these discrete units
of energy (quanta) on surfaces of certain metals, causing the emission of electrons.

Newton knew of other phenomena, such as the refraction of light by prisms, that are
best explained by assuming that electromagnetic energy travels in a wave-like manner.
James Clerk Maxwell was the first to formally define the wave model of electromag-
netic radiation. His mathematical definitions of the behavior of electromagnetic energy
are based on the assumption from classical (mechanical) physics that light and other
forms of electromagnetic energy propagate as a series of waves. The wave model best
explains some aspects of the observed behavior of electromagnetic energy (e.g., refraction
by lenses and prisms and diffraction), whereas quantum theory provides explanations of
other phenomena (notably, the photoelectric effect).

The rate at which photons (quanta) strike a surface is the radiant flux (¢.), measured
in watts (W); this measure specifies energy delivered to a surface in a unit of time. We
also need to specify a unit of area; the irradiance (E,) is defined as radiant flux per unit
area (usually measured as watts per square meter). Irradiance measures radiation that
strikes a surface, whereas the term radiant exitance (M,) defines the rate at which radia-
tion is emitted from a unit area (also measured in watts per square meter).

All objects with temperatures above absolute zero have temperature and emit energy.
The amount of energy and the wavelengths at which it is emitted depend on the tempera-
ture of the object. As the temperature of an object increases, the total amount of energy
emitted also increases, and the wavelength of maximum (peak) emission becomes shorter.
These relationships can be expressed formally using the concept of the blackbody. A
blackbody is a hypothetical source of energy that behaves in an idealized manner. It
absorbs all incident radiation; none is reflected. A blackbody emits energy with perfect
efficiencys its effectiveness as a radiator of energy varies only as temperature varies.

The blackbody is a hypothetical entity because in nature all objects reflect at least a
small proportion of the radiation that strikes them and thus do not act as perfect reradia-
tors of absorbed energy. Although truly perfect blackbodies cannot exist, their behavior
can be approximated using laboratory instruments. Such instruments have formed the
basis for the scientific research that has defined relationships between the temperatures
of objects and the radiation they emit. Kirchhoff’s law states that the ratio of emitted
radiation to absorbed radiation flux is the same for all blackbodies at the same tempera-
ture. This law forms the basis for the definition of emissivity (g), the ratio between the
emittance of a given object (M) and that of a blackbody at the same temperature (M,):

&= M/M, (EQ. 2.3)

The emissivity of a true blackbody is 1, and that of a perfect reflector (a whitebody)
would be 0. Blackbodies and whitebodies are hypothetical concepts, approximated in
the laboratory under contrived conditions. In nature, all objects have emissivities that
fall between these extremes (graybodies). For these objects, emissivity is a useful measure
of their effectiveness as radiators of electromagnetic energy. Those objects that tend to
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absorb high proportions of incident radiation and then reradiate this energy will have
high emissivities. Those that are less effective as absorbers and radiators of energy have
low emissivities (i.e., they return much more of the energy that reaches them). (In Chapter
10, further discussion of emissivity explains that emissivity of an object can vary with its
temperature.)

The Stefan-Boltzmann law defines the relationship between the total emitted radia-
tion (W) (often expressed in watts + cm2) and temperature (T) (absolute temperature, K):

W = oT* (E0.24)

Total radiation emitted from a blackbody is proportional to the fourth power of its
absolute temperature. The constant (o) is the Stefan—Boltzmann constant (5.6697 x
10-8) (watts -+ m=2 - K-#), which defines unit time and unit area. In essence, the Stefan—
Boltzmann law states that hot blackbodies emit more energy per unit area than do cool

blackbodies.

Wien’s displacement law specifies the relationship between the wavelength of radiation
emitted and the temperature of a blackbody:

A =2,897.8/T (EQ. 25)

where A is the wavelength at which radiance is at a maximum and T is the absolute
temperature (K). As blackbodies become hotter, the wavelength of maximum emittance
shifts to shorter wavelengths (Figure 2.5).

All three of these radiation laws are important for understanding electromagnetic
radiation. They have special significance later in discussions of detection of radiation in
the far-infrared spectrum (Chapter 10).

700K
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I ]
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M Wien's displacement law. For blackbodies at high temperatures, maximum radia-
tion emission occurs at short wavelengths. Blackbodies at low temperatures emit maximum radiation
at longer wavelengths. Image by Susmita Sen.
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£X) INTERACTIONS WITH THE ATMOSPHERE

All radiation used for remote sensing must pass through the Earth’s atmosphere. If the
sensor is carried by a low-flying aircraft, the effects of the atmosphere on image qual-
ity may be negligible. In contrast, energy that reaches sensors carried by Earth satellites
(Chapter 7) must pass through the entire depth of the Earth’s atmosphere. Under these
conditions, atmospheric effects may have substantial impact on the quality of images and
data that the sensors generate. Therefore, the practice of remote sensing requires knowl-
edge of interactions of electromagnetic energy with the atmosphere.

In cities we are often acutely aware of the visual effects of dust, smoke, haze, and
other atmospheric impurities due to their high concentrations. We easily appreciate their
effects on brightnesses and colors we see. But even in clear air, the visual effects of the
atmosphere are numerous, though so commonplace that we may not recognize their sig-
nificance. In both settings, as solar energy passes through the Earth’s atmosphere, it is
subject to modification by several physical processes, including (1) scattering, (2) refrac-
tion, and (3) absorption.

—_—
(c)

m Scattering behaviors of three classes of atmospheric particles. (a) Atmospheric
dust and smoke form rather large, irregular particles that create a strong forward-scattering peak, with
a smaller degree of backscattering. (b) Atmospheric molecules are more nearly symmetric in shape,
creating a pattern characterized by preferential forward- and backscattering, but without the pro-
nounced peaks observed in the first example. (c) Large water droplets create a pronounced forward-
scattering peak, with smaller backscattering peaks. From Lynch and Livingston (1995). Used by per-
mission of Cambridge University Press.
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Scattering

Scattering is the redirection of electromagnetic energy by particles suspended in the
atmosphere or by large molecules of atmospheric gases (Figure 2.6). The amount of scat-
tering that occurs depends on the sizes of these particles, their abundance, the wavelength
of the radiation, and the depth of the atmosphere through which the energy is traveling.
The effect of scattering is to redirect radiation so that a portion of the incoming solar
beam is directed back toward space, as well as toward the Earth’s surface.

A common form of scattering was discovered by the British scientist Lord J. W. S.
Rayleigh (1824-1919) in the late 1890s. He demonstrated that a perfectly clean atmo-
sphere, consisting only of atmospheric gases, causes scattering of light in a manner such
that the amount of scattering increases greatly as the wavelength becomes shorter. Ray-
leigh scattering occurs when atmospheric particles have diameters that are very small
relative to the wavelength of the radiation. Typically, such particles could be very small
specks of dust or some of the larger molecules of atmospheric gases, such as nitrogen (N,)
and oxygen (O,). These particles have diameters that are much smaller than the wave-
length (A) of visible and near-infrared radiation (on the order of diameters less than 1).

Because Rayleigh scattering can occur in the absence of atmospheric impurities, it
is sometimes referred to as clear atmosphere scattering. It is the dominant scattering
process high in the atmosphere, up to altitudes of 9-10 km, which is the upper limit for
atmospheric scattering. Rayleigh scattering is wavelength-dependent, meaning that the
amount of scattering changes greatly as one examines different regions of the spectrum
(Figure 2.7). Blue light is scattered about four times as much as is red light, and ultra-
violet light is scattered almost 16 times as much as is red light. Rayleigh’s law states
that this form of scattering is in proportion to the inverse of the fourth power of the
wavelength.
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Flell 2= Rayleigh scattering. The effect of Rayleigh scattering is much higher at shorter
wavelengths. Image by Susmita Sen.
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Rayleigh scattering is the cause of both the blue color of the sky and the brilliant red
and orange colors often seen at sunset. At midday, when the Sun is high in the sky, the
atmospheric path of the solar beam is relatively short and direct, so an observer at the
Earth’s surface sees mainly the blue light preferentially redirected by Rayleigh scatter. At
sunset, observers on the Earth’s surface see only those wavelengths that pass through the
longer atmospheric path caused by the low solar elevation; because only the longer wave-
lengths penetrate this distance without attenuation by scattering, we see only the reddish
component of the solar beam. Variations of concentrations of fine atmospheric dust or of
tiny water droplets in the atmosphere may contribute to variations in atmospheric clarity
and therefore to variations in the colors of sunsets.

Although Rayleigh scattering forms an important component of our understand-
ing of atmospheric effects on transmission of radiation in and near the visible spectrum,
it applies only to a rather specific class of atmospheric interactions. In 1906, the Ger-
man physicist Gustav Mie (1868-1957) published an analysis that describes atmospheric
scattering involving a broader range of atmospheric particles. Mie scattering is caused
by large atmospheric particles, including dust, pollen, smoke, and water droplets. Such
particles may seem to be very small by the standards of everyday experience, but they
are many times larger than those responsible for Rayleigh scattering. Those particles
that cause Mie scattering have diameters that are roughly equivalent to the wavelength
of the scattered radiation. Mie scattering can influence a broad range of wavelengths in
and near the visible spectrum; Mie’s analysis accounts for variations in the size, shape,
and composition of such particles. Mie scattering is wavelength-dependent, but not in the
simple manner of Rayleigh scattering; it tends to be greatest in the lower atmosphere (0
to 5 km), where larger particles are abundant.

Nonselective scattering is caused by particles that are much larger than the wave-
length of the scattered radiation. For radiation in and near the visible spectrum, such
particles might be larger water droplets or large particles of airborne dust. “Nonselec-
tive” means that scattering is not wavelength-dependent, so we observe it as a whitish or
grayish haze; all visible wavelengths are scattered equally.

Effects of Scattering

Scattering causes the atmosphere to have a brightness of its own. In the visible portion of
the spectrum, shadows are not jet black (as they would be in the absence of scattering)
but are merely dark; we can see objects in shadows because of light redirected by particles
in the path of the solar beam. The effects of scattering are also easily observed in vistas
of landscapes; the colors and brightnesses of objects are altered as they are positioned at
locations more distant from the observer. Landscape artists take advantage of this effect,
called atmospbheric perspective, to create the illusion of depth by painting more distant
features in subdued colors and those in the foreground in brighter, more vivid colors.
Scattering has several important consequences for remote sensing (Figure 2.8).
Because of the wavelength dependency of Rayleigh scattering, radiation in the blue and
ultraviolet regions of the spectrum (which are most strongly affected by scattering) is
usually not considered useful for remote sensing. Images that record these portions of
the spectrum tend to record the brightness of the atmosphere rather than the brightness
of the scene itself. For this reason, remote sensing instruments often exclude short-wave
radiation (blue and ultraviolet wavelengths) by use of filters or by decreasing the sensi-
tivities of films to these wavelengths. (However, some specialized applications of remote
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m Effects of atmospheric scattering. Image by Susmita Sen.

sensing, not discussed here, do use ultraviolet radiation.) Scattering also directs energy
from outside the sensor’s field of view toward the sensor’s aperture, thereby decreasing
the spatial detail recorded by the sensor. Furthermore, scattering tends to make dark
objects appear brighter than they would otherwise be, and bright objects appear darker,
thereby decreasing the contrast recorded by a sensor (Chapter 4). Because “good” images
preserve the range of brightnesses present in a scene, scattering degrades the quality of
an image.

Some of these effects are also illustrated in Figure 2.9. Observed radiance at the
sensor, I, is the sum of I, radiance reflected from the Earth’s surface, conveying informa-
tion about surface reflectance; I, radiation scattered from the solar beam directly to the
sensor without reaching the Earth’s surface; and I, diffuse radiation, directed first to the
ground, then to the atmosphere, before reaching the sensor.

The effects of these components are additive within a given spectral band (Kaufman,
1984):

I=Ig+15+1, (EQ. 2.6)

I varies with differing surface materials, topographic slopes and orientation, and angles
of illumination and observation. I is often assumed to be more or less constant over
large areas, although most satellite images represent areas large enough to encompass
atmospheric differences sufficient to create variations in I,. Diffuse radiation, Iy, is
expected to be small relative to other factors, but it varies from one land surface type to
another, so in practice it would be difficult to estimate. We should note the special case
presented by shadows in which I = 0, because the surface receives no direct solar radia-
tion. However, shadows have their own brightness, derived from I, and their own spec-
tral patterns, derived from the influence of local land cover on diffuse radiation. Remote
sensing is devoted to the examination of I at different wavelengths to derive information
about the Earth’s surface. Figure 2.10 illustrates how I, I, and I, vary with wavelength
for surfaces of differing brightness.
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Principal components of observed brightness. g represents radiation reflected
from the ground/water surface, Iy is energy scattered by the atmosphere directly to the sensor, and /
represents diffuse light directed to surface features, then to the atmosphere, before reaching the sen-
sor. This diagram describes the behavior of radiation in and near the visible region of the spectrum.
Based on Campbell and Ran (1993). Image by Susmita Sen.
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Changes in reflected, diffuse, scattered, and observed radiation over wavelength
for dark (left) and bright (right) surfaces. The diagram shows the magnitude of the components illus-
trated in Figure 2.9. Atmospheric effects constitute a larger proportion of observed brightness for dark
objects than for bright objects, especially at short wavelengths. (Here, radiance has been normalized.
Note also the differences in scaling of the vertical axes for the two diagrams.) Adapted from Kaufman
(1984). Image by Susmita Sen. Used by permission of the author and the Society of Photo-Optical
Instrumentation Engineers.
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Refraction

Refraction is the bending of light rays at the contact area between two media that trans-
mit light. Familiar examples of refraction are the lenses of cameras or magnifying glasses
(Chapter 4), which bend light rays to project or enlarge images, and the apparent dis-
placement of objects submerged in clear water. Refraction also occurs in the atmosphere
as light passes through atmospheric layers of varied clarity, humidity, and temperature.
These variations influence the density of atmospheric layers, which in turn causes a bend-
ing of light rays as they pass from one layer to another. An everyday example is the shim-
mering appearance on hot summer days of objects viewed in the distance as light passes
through hot air near the surface of heated highways, runways, and parking lots. The
index of refraction (n) is defined as the ratio between the velocity of light in a vacuum (c)
to its velocity in the medium (c,,):

n=clc, (E0.2.7)

Assuming uniform media, as the light passes into a denser medium, it is deflected toward
the surface normal, a line perpendicular to the surface at the point at which the light ray
enters the denser medium, as represented by the solid line in Figure 2.11. The angle that
defines the path of the refracted ray is given by Snell’s law:

nsin® =n'sin 0’ (E0.2.8)
where 7 and n' are the indices of refraction of the first and second media, respectively,

and 0 and 0’ are angles measured with respect to the surface normal, as defined in Figure
2.11.

M Refraction. This diagram represents the

path of a ray of light as it passes from one medium (air) to
another (glass) and again as it passes back to the first. Differ-
ing densities of the atmosphere and the glass deflect the path
of light rays. Image by Susmita Sen.
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Absorption

Absorption of radiation occurs when the atmosphere prevents, or strongly attenuates,
transmission of radiation or its energy through the atmosphere. (Energy acquired by the
atmosphere is subsequently reradiated at longer wavelengths.) Three gases are responsible
for most absorption of solar radiation. Ozone (O;) is formed by the interaction of high-
energy ultraviolet radiation with oxygen molecules (O,) high in the atmosphere (maxi-
mum concentrations of ozone are found at altitudes of about 20-30 km in the strato-
sphere). Although naturally occurring concentrations of ozone are quite low (perhaps
0.07 parts per million at ground level, 0.1 to 0.2 parts per million in the stratosphere),
ozone plays an important role in the Earth’s energy balance. Absorption of the high-
energy, short-wavelength portions of the ultraviolet spectrum (mainly less than 0.24 pm)
prevents transmission of this radiation to the lower atmosphere.

Carbon dioxide (CO,) also occurs in low concentrations (about 0.03% by volume of
a dry atmosphere), mainly in the lower atmosphere. Aside from local variations caused
by volcanic eruptions and human activities, the distribution of CO, in the lower atmo-
sphere is probably relatively uniform (although human activities that burn fossil fuels
have apparently contributed to increases during the past 100 years or so). Carbon dioxide
is important in remote sensing because it is effective in absorbing radiation in the mid-
and far-infrared regions of the spectrum. Its strongest absorption occurs in the region
from about 13 to 17.5 pm in the mid infrared.

Finally, water vapor (H,O) is commonly present in the lower atmosphere (below
about 100 km) in amounts that vary from 0 to about 3% by volume. (Note the distinc-
tion between water vapor, discussed here, and droplets of liquid water, mentioned pre-
viously.) From everyday experience we know that the abundance of water vapor varies
greatly from time to time and from place to place. Consequently, the role of atmospheric
water vapor, unlike those of ozone and carbon dioxide, varies greatly with time and loca-
tion. It may be almost insignificant in a desert setting or in a dry air mass, but it may be
highly significant in humid climates and in moist air masses. Furthermore, water vapor
is several times more effective in absorbing radiation than are all other atmospheric gases
combined. Two of the most important regions of absorption are in several bands between
5.5 and 7.0 pm and above 27.0 pm; absorption in these regions can exceed 80% if the
atmosphere contains appreciable amounts of water vapor.

Atmospheric Windows

Thus, the Earth’s atmosphere is by no means completely transparent to electromagnetic
radiation because these gases together form important barriers to transmission of elec-
tromagnetic radiation through the atmosphere. It selectively transmits energy of certain
wavelengths; those wavelengths that are relatively easily transmitted through the atmo-
sphere are referred to as atmospheric windows (Figure 2.12). Positions, extents, and
effectiveness of atmospheric windows are determined by the absorption spectra of atmo-
spheric gases.

Atmospheric windows are of obvious significance for remote sensing; they define
those wavelengths that can be used for forming images. Energy at other wavelengths, not
within the windows, is severely attenuated by the atmosphere and therefore cannot be
effective for remote sensing. In the far-infrared region, the two most important windows
extend from 3.5 to 4.1 pm and from 10.5 to 12.5 pm. The latter is especially important
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m Atmospheric windows. This schematic representation illustrates the most promi-
nent windows (i.e., transparent regions of the atmosphere that permit radiation to pass through the
atmosphere). The shaded regions represent wavelengths regions clear to transmit radiation, espe-
cially at the 8 to 14 micrometer region (8—14 um), and for much of the 0.2-5.5 pm (visible—mid-infrared)
region. From U.S. Navy.

because it corresponds approximately to wavelengths of peak emission from the Earth’s
surface. A few of the most important atmospheric windows are given in Table 2.4; other,
smaller windows are not given here but are listed in reference books.

Overview of Energy Interactions in the Atmosphere

Remote sensing is conducted in the context of all the atmospheric processes discussed
thus far, so it is useful to summarize some of the most important points by outlining a
perspective that integrates much of the preceding material. Figure 213 is an idealized
diagram of the Earth’s energy balance created by NASA from data produced by satel-
lite measurements (NASA Langley Research Center, 2021). The energy balance quanti-

1A B2 E Major Atmospheric Windows

Ultraviolet and visible 0.30-0.75 um
0.77-0.91 pm
Near infrared 1.55-1.75 ym
2.05-2.4 pym
Thermal infrared 8.0-9.2 um
10.2-12.4 pm
Microwave 7.5-11.5 mm
20.0+ mm

Note: Data from Fraser and Curran (1976, p. 35). Used by permission of Addison-Wesley Publishing Co., Inc.
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m Earth’s energy budget. A depiction of average incoming and outgoing radiation
from Earth, created by NASA and many scientists using satellite measurements. From NASA.

fies the way energy moves to the Earth from the Sun and away from the Earth through
reflectance and emission. The yellow portion of the diagram represents the behavior of
“shortwave” radiation (defined loosely here to include radiation with wavelengths less
than 4.0 pm), which is the primary energy that reaches Earth from the Sun. It is true that
the Sun emits a broad spectrum of radiation, but the maximum intensity is emitted at
approximately 0.5 pm within this region, and little solar radiation at longer wavelengths
reaches the ground surface.

In the balance presented in Figure 2.13, of the 340 W/m? average shortwave radia-
tion that reaches the outer edge of the Earth’s atmosphere, roughly half is either absorbed
by the atmosphere or reflected from the atmosphere and Earth’s surface back into space.
For remote sensing in the visible spectrum, it is the portion reflected from the Earth’s
surface that is of primary interest (see Figure 2.3), although knowledge of the quantity
scattered is also important. The other half (roughly) of the incoming radiation is ulti-
mately absorbed and then reradiated at the Earth’s surface. From Wien’s displacement
law (Equation 2.5), we know that the Earth, being much cooler than the Sun, must emit
radiation at much longer wavelengths than does the Sun. The Sun, at 6,000 K, has its
maximum intensity at 0.5 pm (in the green portion of the visible spectrum); the Earth, at
300 K, emits with maximum intensity near 10 pm, in the far-infrared spectrum.
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Terrestrial radiation, with wavelengths longer than 10 pm, is represented in Figure
213 by the orange arrows. The bulk of emitted energy is absorbed by the atmosphere
and either emitted into space as infrared radiation or reradiated back to Earth. A smaller
portion of energy (about 40 W/m?) is emitted directly into space at wavelengths that
correspond to atmospheric windows (chiefly 8-13 pm). For meteorology, it is reradi-
ated energy that is the primary interest because it is the source of energy for heating the
Earth’s atmosphere. For remote sensing, the energy that passes through the atmospheric
windows is also of significance, as it is this radiation that conveys information concern-
ing the radiometric properties of features on the Earth’s surface.

£T) INTERACTIONS WITH SURFACES

As electromagnetic energy reaches the Earth’s surface, it must be reflected, absorbed, or
transmitted. The proportions accounted for by each process depend on the nature of the
surface, the wavelength of the energy, and the angle of illumination.

Reflection

Reflection occurs when a ray of light is redirected as it strikes a nontransparent sur-
face. The nature of the reflection depends on sizes of surface irregularities (roughness or
smoothness) in relation to the wavelength of the radiation considered. If the surface is
smooth relative to wavelength, specular reflection occurs (Figure 2:14a). Specular reflec-
tion redirects all, or almost all, of the incident radiation in a single direction. For such
surfaces, the angle of incidence is equal to the angle of reflection (i.e., in Equation 2.8,
the two media are identical, so 7z = ', and therefore 8 = 0). For visible radiation, specular
reflection can occur with surfaces such as a mirror, smooth metal, or a calm water body.

If a surface is rough relative to wavelength, it acts as a diffuse, or isotropic, reflector.
Energy is scattered more or less equally in all directions. For visible radiation, many natu-
ral surfaces might behave as diffuse reflectors, including, for example, uniform grassy
surfaces. A perfectly diffuse reflector (known as a Lambertian surface) would have equal
brightnesses when observed from any angle (Figure 2.14h).

The idealized concept of a perfectly diffuse reflecting surface is derived from the
work of Johann H. Lambert (1728-1777), who conducted many experiments designed to

g

(b)

m Specular (a) and diffuse (b) reflection. Specular reflection occurs when a smooth
surface tends to direct incident radiation in a single direction (mirror-like reflection). Diffuse reflection
occurs when a rough surface tends to scatter energy more or less equally in all directions.
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describe the behavior of light. One of Lambert’s laws of illumination states that the per-
ceived brightness (radiance) of a perfectly diffuse surface does not change with the angle
of view. This is Lambert’s cosine law, which states that the observed brightness (I) of such
a surface is proportional to the cosine of the incidence angle (0), where I is the brightness
of the incident radiation as observed at zero incidence:

I' = I/cos O (E0.2.9)

This relationship is often combined with the equally important inverse square law, which
states that observed brightness decreases according to the square of the distance from the
observer to the source:

I' = (I/D?) (cos 0) (E0. 2.10)

Both the cosine law and the inverse square law are depicted in Figure 2.15.

Bidirectional Reflectance Distribution Function

Because of its simplicity and directness, the concept of a Lambertian surface is frequently
used as an approximation of the optical behavior of objects observed in remote sensing.
However, the Lambertian model does not hold precisely for many, if not most, natural
surfaces. Actual surfaces exhibit complex patterns of reflection determined by details of
surface geometry (e.g., the sizes, shapes, and orientations of plant leaves). Some surfaces
may approximate Lambertian behavior at some incidence angles but exhibit clearly non-
Lambertian properties at other angles.

Reflection characteristics of a surface are described by the bidirectional reflectance
distribution function (BRDF). The BRDF is a mathematical description of the optical
behavior of a surface with respect to angles of illumination and observation, given that it
has been illuminated with a parallel beam of light at a specified azimuth and elevation.
(The function is “bidirectional” in the sense that it accounts for both the angle of illumi-
nation and the angle of observation.) The BRDF for a Lambertian surface has the shape
depicted in Figure 2.14b, with even brightnesses as the surface is observed from any
angle. Actual surfaces have more complex behavior. Descriptions of BRDFs for actual,
rather than idealized, surfaces permit assessment of the degrees to which they approach
the ideals of specular and diffuse surfaces (Figure 2.16).

«
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Lambert’s cosine law. Image by Susmita Sen.
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Bidirectional reflectivity

Incident zenith angle = 60

Anisotropic factor
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0.0

Incident zenith angle = 85

m BRDFs for two surfaces. The varied shading represents the effects of differing
angles of illumination as indicated in the annotations (calculated by Pierre Villeneuve). Image by Sus-
mita Sen.

Transmission

Transmission of radiation occurs when radiation passes through a substance without sig-
nificant attenuation (Figure 2.17). From a given thickness, or depth, of a substance, the
ability of a medium to transmit energy is measured as the transmittance (#):

.o Transmitted radiation (EQ. 2.11)

Incident radiation

In the field of remote sensing, the transmittance of films and filters is often important.
With respect to naturally occurring materials, we often think only of water bodies as
capable of transmitting significant amounts of radiation. However, the transmittance of
many materials varies greatly with wavelengths, so our direct observations in the visible
spectrum do not transfer to other parts of the spectrum. For example, plant leaves are
generally opaque to visible radiation but transmit significant amounts of radiation in the
infrared.
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ALl SR A Transmission.  Incident

radiation passes through an object without
significant attenuation (left), or selectivity
transmitted (right). The object on the right
would act as a yellow (“minus blue”) filter,
as it would transmit visible radiation, except
for blue light, which is blocked by the filter.
Image by Susmita Sen.

Fluorescence

Fluorescence occurs when an object illuminated with radiation of one wavelength emits
radiation at a different wavelength. The most familiar examples are some sulfide min-
erals, which emit visible radiation when illuminated with ultraviolet radiation. Other
objects also fluoresce, although observation of fluorescence requires very accurate and
detailed measurements that are not now routinely available for most applications. Chlo-
rophyll fluorescence is an important phenomenon to examine with remote sensing for
vegetation, as it is an indication of photosynthetic activity and has been shown through
spectroscopy to reveal differences between healthy and stressed leaves.

Polarization

The polarization of electromagnetic radiation denotes the orientation of the oscillations
within the electric field of electromagnetic energy (Figure 2:18). A light wave’s electric
field (traveling in a vacuum) is typically oriented perpendicular to the wave’s direction of
travel (i.e., the energy propagates as a transverse wave); the field may have a preferred ori-
entation, or it may rotate as the wave travels. Although polarization of electromagnetic
radiation is too complex for a full discussion here, it is possible to introduce some of the
basics and highlight its significance.

—— °
/M. '
HORIZONTALLY VERTICALLY
POLARIZED POLARIZED

m Schematic representation of horizontally and vertically polarized radiation. The
arrows signify the orientations of the electric fields. Image by Susmita Sen.
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An everyday example of the effect of polarized light is offered by polarizing sun-
glasses, which are specifically designed to reduce glare. Typically, sunlight within the
atmosphere has a mixture of polarizations; when it illuminates surfaces at steep angles
(i.e., when the Sun is high in the sky), the reflected radiation tends to also have a mixture
of polarizations. However, when the Sun illuminates a surface at low angles (i.e., the Sun
is near the horizon), many surfaces tend to preferentially reflect the horizontally polarized
component of solar radiation. The polarizing sunglasses are manufactured with lenses
that include molecules that can preferentially absorb the horizontally polarized bright
radiation, thereby reducing glare. Polarization has broader significance in the practice of
remote sensing. Within the atmosphere, polarization of light is related to the nature and
abundance of atmospheric aerosols and atmospheric clarity. Chapter 8 introduces the use
of polarized radiation in the design of active microwave sensors.

Reflectance

For many applications of remote sensing, the brightness of a surface is best represented
not as irradiance but rather as reflectance. Reflectance (R,,) is expressed as the relative
brightness of a surface as measured for a specific wavelength interval:

Observed brightness

Reflectance = (E0.2.12)

Irradiance

As a ratio, it is a dimensionless number (between 0 and 1), but it is commonly expressed
as a percentage. In the usual practice of remote sensing, R, is not directly measurable
because normally we can observe only the observed brightness and must estimate irradi-
ance. Strategies devised for estimation of reflectance are discussed in Chapter 11.

Spectral Properties of Objects

Remote sensing consists of the study of radiation emitted and reflected from features at
the Earth’s surface. In the instance of emitted (far-infrared) radiation, the object itself is
the immediate source of radiation. For reflected radiation, the source may be the Sun, the
atmosphere (by means of scattering of solar radiation), or human-made radiation (chiefly
imaging radars).

A fundamental premise in remote sensing is that we can learn about objects and
features on the Earth’s surface by studying the radiation reflected and/or emitted by
these features. Using cameras and other remote sensing instruments, we can observe the
brightnesses of objects over a range of wavelengths, so that there are numerous points of
comparison between the brightnesses of separate objects. A set of such observations or
measurements constitutes a spectral response pattern, sometimes called the spectral sig-
nature of an object (Figure 2.19). In the ideal, detailed knowledge of a spectral response
pattern might permit identification of features of interest, such as separate kinds of crops,
forests, or minerals. This idea has been expressed as follows:

Everything in nature has its own unique distribution of reflected, emitted, and absorbed
radiation. These spectral characteristics can—if ingeniously exploited—be used to dis-
tinguish one thing from another or to obtain information about shape, size, and other
physical and chemical properties. (Parker and Wolff, 1965, p. 21)
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This statement expresses the fundamental concept of the spectral signature, the notion
that features display unique spectral responses that permit clear identification, from spec-
tral information alone, of individual crops, soils, and so on from remotely sensed images.
In practice, it is now recognized that spectra of features change both over time (e.g., as
a cornfield grows during a season) and over distance (e.g., as proportions of specific tree
species in a forest change from place to place).

Nonetheless, study of the spectral properties of objects forms an important part of
remote sensing. Some research has been focused on examination of the spectral proper-
ties of different classes of features. Thus, although it may be difficult to define unique
signatures for specific kinds of vegetation, we can recognize distinctive spectral patterns
for vegetated and nonvegetated areas and for certain classes of vegetation, and we can
sometimes detect the existence of diseased or stressed vegetation. In other instances, we
may be able to define spectral patterns that are useful within restricted geographic and
temporal limits as a means of studying the distributions of certain plant and soil charac-
teristics. Chapter 14 describes how detailed spectral measurements permit application of
some aspects of the concept of the spectral signature.
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M Spectral response curves for vegetation and water. These curves represent con-
trasting relationships between brightness (vertical axis) and wavelength (horizontal axis) for two com-
mon surfaces: living vegetation and open water. The sketches represent schematic views of a cross
section of a living leaf (left) and a pond with clear, calm water (right). The large arrows represent
incident radiation from the Sun; the small lateral arrows represent absorbed radiation; the downward
arrows represent transmitted energy; and the upward arrows represent energy directed upward to
the sensor (known as reflectance) that form the spectral response patterns illustrated at the top of the
diagram. Fuller discussions of both topics are presented in later chapters. Image by Susmita Sen.
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£X) summary

Remote sensing typically takes one of three basic forms, depending on the wavelengths
of energy detected and the purposes of the study. In the simplest form, one records the
reflection of solar radiation from the Earth’s surface (Figure 2.20). This is the kind of
remote sensing that is most nearly similar to everyday experience. For example, film in
a camera records radiation from the Sun after it is reflected from the objects of inter-
est, regardless of whether one uses a simple handheld camera to photograph a family
scene or a complex aerial camera to photograph a large area of the Earth’s surface. This
form of remote sensing mainly uses energy in the visible and near-infrared portions of
the spectrum. Key variables include atmospheric clarity, spectral properties of objects,
angle and intensity of the solar beam, choices of films and filters, and others explained
in Chapter 4.

A second strategy for remote sensing is to record radiation emitted (rather than
reflected) from the Earth’s surface. Because emitted energy is strongest in the far-infrared
spectrum, this kind of remote sensing requires special instruments designed to record
these wavelengths. (There is no direct analog to everyday experience for this kind of
remote sensing.) Emitted energy from the Earth’s surface is mainly derived from short-
wave energy from the Sun that has been absorbed, then reradiated at longer wavelengths
(Figure 2.21).

Emitted radiation from the Earth’s surface reveals information concerning the ther-
mal properties of materials, which can be interpreted to suggest patterns of moisture,
vegetation, surface materials, and human-made structures. Other sources of emitted
radiation (of secondary significance here, but often of primary significance elsewhere)
include geothermal energy and heat from steam pipes, power plants, buildings, and forest
fires. This example also represents “passive” remote sensing because it employs instru-
ments designed to sense energy emitted by the Earth, not energy generated by a sensor.

m Remote sensing using reflected solar radiation. The sensor detects solar radiation
that has been reflected from features at the Earth’s surface. Image by Susmita Sen.
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O

2 [e]0] S A B Remote sensing using emitted terrestrial radiation. The sensor records solar radi-
ation that has been absorbed at the Earth’s surface and is then reemitted as thermal infrared radiation.
(See also Figure 2.13.) Image by Susmita Sen.

Finally, sensors belonging to a third class of remote sensing instruments generate
their own energy, then record the reflection of that energy from the Earth’s surface (Fig-
ure 2.22). These are “active” sensors—“active” in the sense that they provide their own
energy, so they are independent of solar and terrestrial radiation. As an everyday anal-
ogy, a camera with a flash attachment can be considered to be an active sensor. In prac-
tice, active sensors are best represented by imaging radars and lidars (Chapters 8 and
9), which transmit energy toward the Earth’s surface from an aircraft or satellite, then
receive the reflected energy to form an image. Because they sense energy provided directly
by the sensor itself, such instruments have the capability to operate at night and during
cloudy weather.

m Active remote sensing. The airborne radar system illuminates terrain with micro-
wave energy and then receives and records the reflected energy as it has been reflected by the
Earth's surface. Image by Susmita Sen.
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SOME TEACHING AND LEARNING RESOURCES

® Quantum Mechanics
www.youtube.com/watch?v=1_t8dn4c6_g

e XNA Atmospheric Scattering
www.youtube.com/watch?v=W0ocgQd_huU

e Atmospheric Rayleigh Scattering in 3D with Unity 3D
www.youtube.com/watch?v=PNBnfqUycto

® How a Sunset Works
www.youtube.com/watch?v=BdNQ1xB34 QI feature=related

® Tour of the EMS 04—Infrared Waves
www.youtube.com/watch?v=i8caGm9Fmh0

® IR Reflection
www.youtube.com/watch?v=h2n9WQCH]1ds& feature=related

® Emissivity Makes a Temperature Difference: Blackbody Calibrator
www.youtube.com/watch?v=]EIKE-ADXr8& feature=related

REVIEW QUESTIONS

1. Using books provided by your instructor or available through your library, examine
reproductions of landscape paintings to identify artistic use of atmospheric perspective.
Perhaps some of your own photographs of landscapes illustrate the optical effects of
atmospheric haze.

2. Some streetlights are deliberately manufactured to provide illumination with a reddish
color. From material presented in this chapter, can you suggest why?

3. Although this chapter has largely dismissed ultraviolet radiation as an important aspect
of remote sensing, there may well be instances in which it might be effective, despite the
problems associated with its use. Under what conditions might it prove practical to use
ultraviolet radiation for remote sensing?

4. The human visual system is most nearly similar to which model of remote sensing?

5. Can you identify analogs from the animal kingdom for each of the models for remote
sensing discussed in Section 2.7?

6. Examine Figure 2.13, which shows the radiation balance of the Earth’s atmosphere.
Explain how it can be that there are more units of radiation emitted from the ground than
enter through the incoming solar radiation.

7. Examine Figure 2.13 again. Discuss how the values in this figure might change in
different environments, including (a) desert, (b) the Arctic, and (c) an equatorial climate.
How might these differences influence our ability to conduct remote sensing in each
region?

8. Spectral signatures can be illustrated using values indicating the brightness in several
spectral regions.
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uv Blue | Green | Red NIR
Forest 28 29 36 27 56
Water 22 23 19 13 8
Corn 53 58 59 60 71
Pasture 40 39 42 32 62

Assume for now that these signatures are influenced by effects of the atmosphere. Can
all categories be reliably separated, based on these spectral values? Which bands are
most useful for distinguishing between these classes?

L 9. Describe ideal atmospheric conditions for remote sensing.
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Remote Sensing Platforms

MAJOR TOPICS TO UNDERSTAND

e Platforms
e Fixed-Wing Aircraft
e Helicopters

Satellite Systems

Unmanned Aerial Systems

Tethered Balloons
Mobile Collection of Field Data

\, J

X)) inTRoDUCTION

This chapter introduces an important dimension to the practice of remote sensing—plat-
forms—remote sensing’s generic name for the aerial (sometimes orbital) vehicles used to
place sensors in appropriate positions to acquire imagery to satisfy a specific need. These
vehicles cover a wide range of technologies and applications. Remote sensing systems
acquire information about the Earth’s surface and landscape features as observed from

54
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aerial perspectives at varied altitudes, without contact with objects. Remote sensing plat-
forms presented here illustrate capabilities such as ecology, land survey, geology, geogra-
phy, cities, agriculture, and forest fires. Active remote sensing emits energy from surfaces
or sensors that scan features detecting and measuring radiation reflected from the Earth’s
surface. In contrast, passive remote sensing collects radiation emitted or reflected from
a landscape surface. Aside from sunlight, the most common sources of radiation are fea-
tures such as infrared radiation, photography, and other features characterized by passive
sensors.

£X) pLATFORMS

Remote sensing platforms refer to the various vehicles that carry sensor systems that
collect electromagnetic radiation we use to form images of the Earth’s surface. They
provide the overhead perspective for the map-like views of the Earth’s surface we see in
remotely sensed imagery. Platforms include vehicles such as fixed-wing aircraft, helicop-
ters, unmanned aerial systems (UAS), satellites, and balloons—vehicles that provide the
means to control the altitude, orientation, trajectory, and timing necessary to acquire
useful imagery. Although the choice of platform may seem to be a secondary concern
for the practice of remote sensing, even cursory consideration reveals that it is central to
the practice of remote sensing. Often, the choice of sensor for a remotely sensed image is
closely connected to the choice of platform; the unavailability of a suitable platform may
change the entire design strategy for a remote sensing project. Thus, matching a sensor to
an appropriate platform forms a key aspect of any remote sensing mission.

Platforms vary greatly with respect to size, range, maneuverability, expense, and
altitudinal range. Here, we briefly consider the most commonly used platforms, includ-
ing fixed-wing aircraft, rotorcraft (chiefly helicopters), unmanned aerial systems (UASs),
satellites, and tethered balloons. Each provides its own distinct advantages and disadvan-
tages and has its own niche in the practice of remote sensing.

£X) FIXED-WING AIRCRAFT

Fixed-wing aircraft are what we usually picture when we think of an airplane—a cylin-
drical fuselage with rigid wings, powered by propeller, jet engines, or turbo-props. Fixed-
wing aircraft have many distinctive capabilities for remote sensing, including long flight
range, precise navigation, ability to accommodate varied sensor systems, and the ability
to lift heavy loads to support a variety of alternative remote sensing missions. Aerial sur-
vey firms will carefully select aircraft models to meet specific operational requirements
for their business models with respect to supporting sensors, flight range, sensors, and
fuel economy. Although some aircraft were designed specifically for aerial survey and
observation, current systems are based mainly on specialized models of general-purpose
aircraft tailored for the aerial survey mission.

Fixed-wing aircraft have disadvantages of high costs for purchase, maintenance, and
operation. They can incur costs for weather delays and for expenses incurred for transit
from one project site to another. In addition, they require supporting staff for mainte-
nance, flight planning, IT support, navigation, and sensor operation and maintenance.



56 I. FOUNDATIONS

Small Aircraft

Figure 31 illustrates the Cessna 172, as an example of the smaller fixed-wing aerial
platform—a single-engine aircraft, small in size, capacity, and range relative to other
systems. It features four seats and a high-wing design (favoring oblique photography, as
it provides a largely unobstructed lateral view). Because of their widespread availability,
such aircraft are often used for handheld photography, news photography or videos, and
aerial photography for real estate advertising. The pod illustrated in Figure 3.2 modifies
the aircraft to provide a capability for vertical aerial photography, and for use of other
sensors.

m The Cessna 172, an example of a small aircraft with capabilities for aerial photogra-
phy. It is one of the most widely used general aviation aircraft, employed also as a trainer by the U.S.
Air Force, the U.S. Army, and federal agencies for aerial search and patrol. From NOAA.

m The camera pod, visible as the dark capsule positioned below the fuselage just
below the wing strut, is approved for use on the Cessna 172 and other aircraft. This detachable pod is
suitable for small- and medium-format camera systems, as well as compact lidar systems and thermal
sensors. From Airborne Scientific. Used by permission.
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Midsized Aircraft

Larger aircraft, perhaps turbo-prop or jet-powered, offer an increased capability for pay-
load and for crew and passengers. They have higher purchase and operating costs but
provide the advantages of longer flight range and larger payload capacity, and they are
available in models that support aerial survey and remote sensing equipment. Figures 3.3
and 3.4 illustrate the DeHavilland Twin Otter (DHC-6) and the Beechcraft King Air 90,
both larger aircraft used by the U.S. National Oceanic and Atmospheric Administration
(NOAA) to support their remote sensing and aerial survey missions.

Aerial survey firms use midsized aircraft for a variety of tasks, staffed by crews with
expertise for navigation, extended flights, and instrument operations. Such aircraft and
their instrument payloads are supported by additional staff for ground support, including
IT services, maintenance, flight planning, and image analysis and interpretation. Busi-
nesses must operate not only to acquire imagery locally, but also to cover costs for transit
of aircraft and crew from one project site to another, and for weather delays. Collection
of aerial imagery is usually guided by a statement of work (SOW), which is basically a
contract between the customer and the aerial survey firm, with precise specifications as
to the nature of the imagery, its quality, date, time of day, and season (leaf-off/leaf-on).
Aerial survey firms acquire imagery to support a wide variety of projects, including high-
way and building construction, urban planning, coastal management, and agricultural
management.

Large Fixed-Wing Aircraft

Less frequently, much larger aircraft are configured for remote sensing missions, which
are often those requiring the use of experimental sensors, larger crews, multisensor sys-
tems, longer missions, or operations at higher altitudes. An example is the Douglas DC-8
design, which is a four-engine, long-range, narrow-body jet airliner that was manufac-
tured from 1958 to 1972, initially used in passenger and cargo service. Later, many of the
DC-8s were reconfigured for special-purpose missions, such as NASA’s remote sensing
programs. The DC-8 can operate at an altitude of 41,000 ft, with a range of 5,000 mi.

The DeHavil-

land Twin Otter (DHC-6) mid-
size aircraft, used by NOAA for
aerial survey missions because
of its maneuverability, versatility,
and ability to accommodate var-
ied remote sensing instruments.
From NOAA, Northeast Fisheries
Science Center. Photograph by
Christin Khan.
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M The Beechcraft King Air 90 midsize aircraft, available in a version (model 200T)
designed specifically to support remote sensing and aerial observation missions. Modifications sup-
port imaging radars and provide dome-shaped windows in the rear fuselage that allow vertical obser-
vation directly below the aircraft path. From NOAA.

Figures 3.5 and 3.6 show the AIRSAR DC-8-72, with synthetic aperture radar (SAR)
antennae installed in the aft fuselage, with a special port to accommodate radar anten-
nae. (Note: Specifics of radar systems are presented in Chapter 8.)

One example use of the DC-8 is the NASA AIRSAR, which has been employed
since 1988 as the NASA DC-8 Airborne Laboratory Program (NASA/Ames Research
Center, CA, http:/lairsar.jpl.nasa.govidocuments/genairsar/overview.html) to support
airborne science research. AIRSAR is configured to accommodate imaging radars (spe-
cifically SARs, described in Chapter 8), with the flexibility to operate a wide variety of
other instruments and sensors. This flexibility provides a platform for a wide range of
experiments, supporting many disciplines for NASA, federal, state, academic, and for-
eign investigators. As an example, the AIRSAR serves as a testbed for NASA’s evaluation
of new radar technologies, processing techniques, and exploration of new application
missions.

£X) HELICOPTERS

Helicopters are rotary-wing aircraft with rotor blades functioning as wings to provide
lift. They are the best-known examples of the class of aerial vehicles labeled as rozor-
craft (aircraft characterized by horizontally oriented blades). Helicopters provide specific
capabilities to support remote sensing activities, including a unique ability to hover, fly
laterally, and operate in confined surroundings, and they have the maneuverability to
navigate complex flight plans. They are expensive to operate and maintain, and gener-



3. Remote Sensing Platforms 59

m NASA's DC-8 large aircraft,

configured mainly for testing and developmen-
tal missions. The port for the imaging radar
antenna is visible at the aft fuselage, just aft of
the left wing. From NASA.

ally have shorter ranges than fixed-wing aircraft. Helicopter designs vary greatly in size,
range, and cargo capacity.

Helicopters can accommodate a wide range of remote sensing instruments. Larger
models can be flown with cargo doors open to allow unobstructed visibility to the sides,
and they can also accommodate bulky equipment and instruments within the cabin.
Smaller models can be transported by trailer to project sites, and for longer distances,
they can be transported in cargo aircraft. They are well suited for a wide variety of
remote sensing missions because of their versatility and maneuverability, ability to oper-

m A closer view of the radar

antenna port in the DC-8 fuselage, showing
antenna panels that transmit microwave pulses
from the imaging radar system. From NASA.
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ate in confined circumstances, such as forested regions, uneven terrain, or other set-
tings unsuitable for fixed-wing aircraft. Disadvantages include high purchase prices and
operating expenses, and shorter ranges of operation, which may restrict helicopters to
smaller, specialized, remote sensing projects. Helicopters can operate at low flight speeds
relative to other aircraft, so they can be effective for observing sites from multiple per-
spectives and for tracking wildlife.

Aerial photography and videography (provided that they are protected from vibra-
tion associated with helicopters) are effectively supported by helicopters, often for TV
news, documentary films, and scientific studies. Helicopters are often used when maneu-
verability is important or low flight speeds are advantageous. Examples include their
use in rugged terrain for wildlife mapping/monitoring and environmental disasters, or
in airspace where fixed-wing flight operations are impractical (see Figures 3.7 and 3.8).

EX) SATELLITE SYSTEMS

Today artificial Earth satellites (i.e., human-built) are so commonplace that it can be dif-
ficult to recognize how significant they are for observing the Earth, acquiring environ-
mental data, and functioning in communications and data systems. Here, we will refer
specifically to artificial Earth satellites designed for Earth observation.

With the launch of the first U.S. Landsat satellite in 1972, civil remote sensing began
to use satellites as platforms to observe the Earth’s surface. (At that time, previous satel-
lite systems had been used for specialized, unpublicized, strategic reconnaissance pho-
tography and for meteorological observations.) Land observation satellite systems are

The Bell 412 helicopter, often identified as the NOAA Ocean Explorer. Designed for
transport, aerial survey, and other capabilities, it is often used for remote sensing applications. The
original version of the Bell 412 was designed in the 1970s, with subsequent versions developed as
late as 2013. From NOAA.
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m The Huey rescue helicopter (Bell UH-1, nicknamed the “Huey”) in flight. The Huey
family of helicopters have both military and civil applications, including rescue, reconnaissance, medi-
cal evacuation, crop dusting, cargo lifting, and aerial firefighting. Photograph by Alan Radecki.

unique in their focus on land observation—systematic collection of imagery that records
site-specific data about the Earth’s land areas, including, for example, agriculture, water
bodies, urban systems, forests, and rangelands.

From this beginning, today numerous corporations and national governments oper-
ate satellite remote sensing systems that are specifically designed for observation of the
Earth’s surface. Campbell and Salomonson (2010) list nations that are now operating
land observation satellites that collect data in the optical region, and others that oper-
ate their own radar imaging satellites. Such satellite platforms offer unique capabilities,
including an ability to provide synoptic perspective (observation of large areas in a single
image), fine detail, and systematic, repetitive coverage. These capabilities are well suited
to maintaining an up-to-date, worldwide, cartographic infrastructure, and for monitor-
ing changes in the many broad-scale environmental issues that the world faces today.

Satellite systems contribute important capabilities to the overall remote sensing mis-
sion by doing the following:

e Providing systematic collection on established, repetitive, schedules

e Using consistent data formats

e Depending on specifics, providing a capability for worldwide coverage

e Archiving data to provide resources for change detection

e Offering a revisit capability (ability to observe the same region on a repetitive
basis)

e Providing a broad customer base for remote sensing

e Allowing the routine image acquisition of remote, hazardous, or inaccessible sites

Remote sensing satellite systems also have shortcomings, including:
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Substantial costs for development, manufacturing, and operations

Requirement of long lead times to develop the systems

Difficulties in recovering from system or equipment failures

Difficulty in responding to unexpected or fast-moving events for which imagery
may be desired because of the systematic coverage cycles

The Basic Satellite Platform

A remote sensing satellite is a specialized version of a standard instruments platform that
provides support services for the remote sensing payload. The satellite’s overall frame,
often known as the bus, provides a structure to hold and organize a collection of devices
necessary to support the satellite mission. The power supply is composed of solar panels
that accumulate energy on the sunlit side of the orbit, and batteries that retain energy
for use as the satellite passes through the Earth’s shadow. A thermal control subsystem
balances the effects of solar heating and the heat generated from the satellite. A com-
puter subsystem coordinates the satellite’s varied systems and monitors system status. An
attitude control subsystem tracks the course of the satellite and ensures that it is aimed
correctly. Finally, a propulsion system adjusts the satellite’s orientation and makes minor
course corrections (once in orbit, the satellite does not require propulsion to maintain its
motion, but it does require energy to periodically adjust its orbital track). These compo-
nents, though differing in specifics, form a standard inventory of key components of the
satellite bus.

A remote sensing satellite system acquires its distinctive identity through its design,
sensors, and specific orbit, which together define its unique capabilities. Another unique
feature of a satellite remote sensing satellite system is its ground component, which pro-
vides a specialized capability for monitoring and guiding satellite operations and for
archiving, processing, and distributing specialized products tailored to support specific
scientific and business applications.

Satellite Orbits

A key characteristic of any remote sensing satellite system is its orbit—its repetitive tra-
jectory in space. Each satellite orbit can be uniquely described by six properties, known
as Classical Orbital Elements (COEs). While all six of these elements are important to
spacecraft design and operation, for our present purposes, two orbital parameters are
sufficient: (1) inclination and (2) altitude.

An important characteristic of a satellite orbit is inclination, which specifies an
orbit’s angle with respect to the equator (Figure 3.9). For example, an inclination of 0
degrees would specify a perfectly equatorial orbit, while an orbit with an inclination of
90 degrees would pass directly over the North and South Poles. Orbits with inclinations
greater than 90 degrees are said to be retrograde because the satellite orbits counter to
the Earth’s rotation, while orbits with inclinations between 0 and 90 degrees are said to
be prograde because they travel in the direction of the Earth’s rotation.

Each satellite orbit is designed for an inclination that will best support its mission.
For example, the Tropical Rainfall Measuring Mission (TRMM) satellite, designed
to monitor tropical rainfall, is placed in an orbit with a relatively low inclination (35
degrees), permitting frequent observation of equatorial regions. Other orbits likewise
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Orbital
inclination

Earth’s rotation

Satellite orbit

PGEEEEEM Orbital inclination. From NASA.

provide specific capabilities matched to satellite missions. For example, polar orbits pass
close to both poles on each revolution (inclinations at or close to 90°). Sometimes the
designation near-polar orbit signifies remote sensing satellites positioned within a few
degrees of truly polar. Such satellites, positioned in near-polar orbits, indicate that the
satellite initially progresses northward as it approaches on one side of the Earth, then
southward as it passes to the opposite side.

Orbital altitude is the second important parameter for describing orbits. Satellites
orbit at all altitudes, and by Newton’s Laws, the speed of a satellite is a direct function
of its altitude. It is noteworthy that orbital altitude is traditionally considered in orbital
mechanics textbooks as the semi-major axis.

Not all orbits are useful for remote sensing purposes. Many factors are considered
when selecting an orbit for a remote sensing mission, including, but not limited to, the
required spatial resolution, field of view, and the illumination angle of features on the
surface. A relatively small set of orbital categories suffice to describe orbits for remote
sensing satellites (see Figure 3.10 for some examples).

International Space Station (ISS)
Sun-synchronous orbit (SSO)

Geostationary orbit (GEO)

Medium Earth orbit (MEO)

Low Earth orbit (LEO)
Geostationary transfer orbit (GTO)

M Several distinctive orbital units, including the International Space Station, the geo-
stationary transfer orbit, and the sun-synchronous orbit, together contributing to our understanding of
orbital systems.
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1. Low Earth orbit (LEO): LEOs operate within the region closest to Earth, roughly
described as starting at the top of the atmosphere, extending to about 2,000 km alti-
tude—a region above most of the Earth’s atmosphere and below 2,000 km. This zone
favors economical launch and maintenance of satellite orbits. LEO is used often for scien-
tific satellites, including remote sensing satellites, and for many weather satellites, which
are often placed in nearly circular LEOs. For imaging systems, the LEO’s low altitudes
favor capture of high-resolution imagery.

2. Sun-synchronous orbit (SSO): The SSO is a special type of LEO orbit inclined at
or near 98 degrees. Not all LEO satellites are sun-synchronous, but all sun-synchronous
satellites operate in LEO. Of course, the sun-synchronous satellites are important enough
to merit individual discussion. The defining property of a sun-synchronous orbit is that,
due to its slightly off-polar inclination, it passes over locations on the ground at the
same solar time every day, owing to a property called orbital precession. This charac-
terization is a particularly useful feature for missions that use passive sensors to gather
reflected sunlight, since it reduces discrepancies due to illumination differences between
consecutive imaging passes. The list of satellites operating in SSO is quite extensive as it
is perhaps the most popular orbit for scientific remote sensing satellites. Some particu-
larly well-known examples of SSO satellites include Landsat, Polar Operational Environ-
mental Satellite (with the Advanced Very-High-Resolution Radiometer [AVHRR] instru-
ments), and TIROS Operational Vertical Sounder (TOVS).

3. Medium Earth orbit (MEO): While MEO can sometimes be used to describe
the broad region between LEO and GEO (geosynchronous Earth orbit), spanning the
altitude ranges of 2,000 km to 35,780 km, it is almost always used to refer to a much
narrower band of particularly useful orbits: the semisynchronous orbits. These orbits are
characterized by an orbital period of approximately 12 hours (hence the name because
they orbit the Earth twice for every rotation) and fall close to 20,200 km altitude. These
MEO orbits are used almost exclusively for Global Navigation Satellite Systems (GNSS),
including the United States’ Global Positioning System (GPS), Russia’s GLONASS, Chi-
na’s Compass, and the European Union’s Galileo systems. From our geospatial perspec-
tive, the principal satellites of interest in MEO are navigation satellites; the GPS is com-
posed of 24 satellites that orbit at an altitude of 20,000 km above the Earth. Differences
in time delay for signals received from four of the satellites form the basis for assessing
the precise locations of a GPS receiver on the Earth’s surface.

4. Geosynchronous Earth orbit (GEO): At an altitude of 35,786 km and an inclina-
tion at or near 0 degrees, GEO orbits are very popular. Satellites in this orbit have the
useful property of orbiting at the same angular rate as the Earth rotates, so they appear
to be stationary with respect to the surface of the Earth. While the GEO is highly valued
as a location for communication satellites, it is also used extensively for remote sensing
missions. Such orbits are valuable because a satellite in such an orbit can view the same
location. For example, communication satellites are positioned to provide telecommuni-
cation links and television signals, and to gather meteorological data. Weather satellites
in geosynchronous orbits are especially valuable for their ability to provide views of the
progress of weather systems for an entire hemisphere.

Weather satellites such as the U.S. Geostationary Operational Environmental Satel-
lite (GOES) and the European Meteosat satellites operate from GEO. GEO is also unique
in that it consists exclusively of equatorial (i.e., 0-degree-inclination) orbits. A satellite at
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the GEO altitude of 35,786 km but at any other inclination would drift relative to Earth.
Occasionally, this effect happens to GEO satellites as a result of perturbations, but it is
not a desirable situation and may even result in the early termination of a mission. The
ability to remain stationary over a fixed location on the equator is the most important
feature of this category of orbits. The main disadvantage of GEO orbits from a remote
sensing perspective is that they are quite far from the Earth. The trade-off comes in the
form of resolution for field of view. A satellite in GEO can observe almost an entire hemi-
sphere but at the cost of relatively low resolution, while a satellite in LEO can image at a
comparatively high resolution but has a much smaller field of view.

Many other types of orbits exist aside from those discussed above, but they generally
are not of significance for remote sensing applications.

Image Footprint

In operation, satellite sensors view a strip of land centered on the system’s ground track
(Figures 311 and 3.12), forming the system’s swath width. The swath is typically sub-
divided into quadrilaterals (Figure 3.12) that form scenes, the basic image units for a
specific remote sensing system. Scenes are typically identified by unique scene IDs that
identify dates, times, and locations of images. Sizes of scenes vary with the specific satel-
lite system, ranging from a few kilometers on a side for high-resolution commercial satel-
lite systems to much larger dimensions for broad-scale systems. Each scene is composed
of picture elements (“pixels”—the uniform cells that systematically subdivide the image)

m Composite of Landsat image tracks for the 48 U.S. states, illustrating the NE-SW
orientation of the satellite track and its sun-synchronous orbit (on its descending track), and width of
the image coverage track, known as swath width. From NASA.
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Flell SRR A single Landsat image

footprint (the yellow outline), central California
(San Francisco, and its region). The Landsat
image footprint is about 185 x 185 km (115 x
115 mi.) in size. From U.S. Geological Survey.

forming the image’s basic informational units. Small-footprint satellite systems might
have fine-resolution pixels of a few meters or less. Systems with much larger footprints
use larger pixels, providing much coarser spatial detail.

Satellite Constellations

When a group of satellites work in concert, they are referred to as a satellite constellation.
In some cases, constellations allow for more complete and continuous coverage of areas
on the Earth as the satellites travel along their orbits. There are common examples of these
constellations that are relevant for remote sensing applications, including the well-known
GPS constellation mentioned earlier. These are essentially multiple instances of the same
or similar satellites, operating as part of the same system. In other cases, satellites with
different but complementary systems may closely follow each other along the same orbit
path. Each satellite is independent, but the constellation allows acquisition of data from
different sensors that are collected within very close timing over the same location on
Earth. An example of this type of configuration is the international afternoon constella-
tion, which consists of a series of satellites that collect information on the atmosphere and
Earth’s surface (e.g., water, aerosols, temperature, clouds, wind). This information can be
used synergistically to better understand atmospheric dynamics (see https://atrain.nasa.
gov for additional information). Finally, constellations are also used for CubeSats. These
are miniaturized satellites (typically 10-cm cubes) that are much cheaper than other sys-
tems, and they often use off-the-shelf components. They are usually deployed in clusters
and are frequently launched as a secondary payload off a launch vehicle for a different
mission (or, in some cases, they may be launched from the International Space Station).

£X) uNMANNED AERIAL SYSTEMS

An unmanned aerial system (UAS) is a powered aerial vehicle, using aerodynamic lift,
which is remotely or autonomously piloted. Although their long history is rooted mainly
in military applications, current uses reach deep into a broad range of civil applications,
including science, meteorology, agriculture, and operations in environments that are



3. Remote Sensing Platforms 67

dangerous for humans. These systems have other designations such as unmanned aerial
vehicles (UAVs) or drones. The usage UAS has been officially adopted by the U.S. Fed-
eral Aviation Administration, Department of Defense, and similar organizations in other
nations and will be used henceforth in this book.

Fixed-Wing UAS

For many decades, the civil interest in UAS resided in dedicated hobbyists; often, they
were members of local clubs who specialized in gasoline-powered, fixed-wing, aerial
vehicles, often built or modified by the operators for their specific avocations (Figure
3.13). These systems can be relatively large, awkward to handle, and difficult to operate,
often requiring skill and experience both to construct and to operate. These UASs were
usually piloted from the ground by radio link. In recent decades, technological advances
(chiefly, improvements in batteries, miniaturization of inertial navigation systems, navi-
gation components, and software) have permitted manufacturers to design the large vari-
ety of inexpensive, compact, battery-powered UASs now in wide use (Figure 3.14). These
systems can be smaller, lighter vehicles, some of Styrofoam construction, which is feasible
because of the availability of lighter battery and sensor technologies (Figures 314 and
3.15). In this form, the UAS is inexpensive, compact, and flexible, widely used for both
practical applications and recreational activities.

Rotorcraft/Helicopters

The conventional helicopter design has been used for UAS, and often for larger UASs
designed for military applications. A popular UAS design is the quadcopter, a version
of the helicopter design powered by two pairs of rotors, positioned at the extremities of
four arms (Figure 3.16). Quadcopters are characterized by their compact size, maneuver-
ability, and ability to operate in confined spaces, leading to their role as a favored design
for a large proportion of UAS systems in operation. The four rotary blades (two rotors
rotating clockwise and two counterclockwise) favor effective lift, stability, safety, and
maneuverability. Such characteristics are feasible because of technological advances in
the designs of inexpensive, lightweight flight controllers, accelerometers (IMU), global

Flight  prepara-

tion for gasoline-powered, fixed-wing
drone/UAS.
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PGENGEERE Trimble UX5 fixed wing

UAS. This style of fixed-wing UAS is relatively
inexpensive but has limited range, and it can

FlellSe R Flight check for battery- be subject to loss in trees, construction sites,
powered fixed-wing SenseFly eBee UAS and the like. From Trimble Navigation Limited.
prior to launch. Used by permission.

positioning systems, and compact sensors. The quadcopter system independently var-
ies speeds of each rotor to control the vertical and lateral orientation and motion of the
vehicle. This design results in stability and ability to launch vertically, permitting use
in confined spaces (e.g., forested zones) without the clear horizontal track required for
launch of fixed-wing vehicles.

UAS Sensors

The UASs described here can accommodate sensors comparable to those carried by other
platforms, in sizes comparable to cell phone cameras, capturing imagery in the visible
(blue, green, and near infrared). UASs can also carry specialized sensors, thermal infra-
red, and multispectral (i.e., beyond visible region). Although miniaturized versions of
hyperspectral, lidar, and SARs have been developed for UASs (these sensors are described
in subsequent chapters), their effectiveness is still being tested for many applications, and
thus they have not yet been widely adopted for commercial purposes.

mmmble ZX5 quadcopter

UAS, illustrating a more expensive design, but
one with increased capabilities. From Trimble
Navigation Limited. Used by permission.
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UAS Flight Planning and Operations

Current UAS systems provide the ability to program detailed flight plans (autonomous
flight planning) by delineating an area of interest, setting the flight altitude, and outlin-
ing the specifics of coverage. The analyst can program flight lines to follow a predeter-
mined strategy or can set the program to optimize coverage through orientation of flight
lines (Figure 317). A UAS flight plan can set a geofence. In the context of UAS, geofenc-
ing is a software program that establishes a virtual barrier for an in-flight UAS, using
GPS to define geographic boundaries within the flight plan (Figure 3.17). The geofence
prevents an in-flight UAS from leaving a predetermined region, preventing encroachment
into approaching prohibited/undesired areas or entering restricted airspace. Commonly,
flight programming detects when battery power declines to unacceptably low levels and
directs the UAS to return to the launch point to prevent loss of the vehicle due to battery
failure. UAS battery life is one of the main limitations for UAS applications and must be
carefully planned for.

Applications

Although a list of current UAS applications would be far too long, some of the most fre-
quently reported uses indicate that UAS technology is flexible and may apply to a broad
range of applications:

e Agriculture—inspect and monitor fields and rangeland

e Precision agriculture—provide detailed maps of within-field soil and moisture
patterns

e Forestry—monitor forest growth, occurrence of disease, and insect infestations

e Emergency response—floods, fire, extreme weather, transportation accidents,
industrial accidents

e Infrastructure monitoring and maintenance—monitoring pipelines, powerlines,
towers, etc.

e Mobile collection of field data (described in Section 3.8)

Slell S RPA | eft: UAS flight plan, showing geofence (thick circular outline) boundary and flight
paths. Right: UAS flight plan, highlighting curved tracks positioned outside the coverage zone to align
successive paths to build systematic photographic coverage.
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Most people are usually quick to realize the advantages that UASs offer for economi-
cal acquisition of imagery with fine spatial detail, but they are often slower to recognize
their value for quick responses to record details of events such as floods, tornado damage,
fire, or coastal erosion, when critical details of the events may vanish within a few hours.

UASs contribute to a trend in the practice of remote sensing that has seen remote
sensing move from a field requiring specialized knowledge and software that could be
mastered only by people willing to devote considerable effort to learning specialized tech-
niques to one that is increasingly accessible for a wide variety of applications.

£X) TETHERED BALLOONS

Tethered balloons are unusual remote sensing platforms, but they are practical for spe-
cialized applications. The technical but infrequently used term aerostat designates a teth-
ered balloon of strong construction, typically using helium for buoyancy, without its own
means of propulsion. The tether is usually a strong cable, or set of cables, controlled by a
winch, to anchor the balloon in fixed position.

Tethered balloons have a long history in remote sensing (Vierling et al., 2006),
initially in military service, but now include increasing numbers of civil applications.
Although various types of balloons were used as platforms for early aerial photography,
their systematic use began in World War I for military use. Prior to the common use of
aircraft, tethered balloons were used for artillery observation and, to a lesser extent,
for aerial photography (Campbell, 2008). Once the airplane came into routine use, the
balloon was vulnerable to attack by hostile aircraft, so use of balloons as photographic
platforms declined. Later, especially during World War II, balloons were used in anti-
submarine warfare because of their ability to linger over designated areas to observe the
same region for extended intervals.

Tethered balloons are currently in use to support research, offering, as Vierling et
al. (2006) have noted, opportunities for continuous service over weeks, as well as the
advantages of precise control over altitude and ease of use in remote regions, when air-
craft use is restricted or difficult. They offer benefits of low costs and freedom from the
low-frequency vibration that can create problems for other platforms, especially helicop-
ters. As remote sensing platforms, tethered balloons can lift heavy equipment (including
cameras and other sensors). The balloon described by Vierling et al. (2006) measures,
when in service, 12 m in length and 4.3 m in width, with sensors controlled remotely by
wireless communications, powered by batteries (Figure 3.18).

In remote sensing contexts, tethered balloons have been used in numerous appli-
cations, including monitoring wildlife (Nosal et al., 2013) and collecting hyperspectral
data (Chen and Vierling, 2006). Perhaps the longest established use of tethered balloons
for aerial observation has been in the field of archaeology (Verhoeven, 2009). The abil-
ity to fix the position of the balloon permits archaeologists to monitor the progress of
an archaeological excavation using sequential photography that provides day-by-day (or
perhaps hour-by hour) records of an excavation’s progress. Thus, in archaeology, the bal-
loon provides the ability to measure locations and configurations of excavated objects.
Under development now are much larger balloons designed for use as either fixed-point
or mobile units for surveillance of very large areas, such as border zones, traffic patterns,
oil fields, or wildlife (Laskas, 2016).
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(a) (b) ()

m Tethered balloon: (a) Inflating a balloon in preparation for launch. (b) Tethered bal-
loon (on the left) deployed for flight, anchored by a cable, with the instrument platform visible on the
right. (c) Closer view of the instrument platform during flight preparation, with a selection of sensors
visible near the upper portion of the platform. Photographs by Lee Vierling. Used by permission.

£X) MOBILE COLLECTION OF FIELD DATA

Mobile data collection refers to the use of devices (usually mobile phones or tablets) that
enable the analyst to collect in situ data in real time (i.e., data can be collected in the
field as they are observed—locations, time, measurement, characterization) without the
intermediate steps of transcribing based on use of portable devices.

The current availability of mobile technologies provides opportunities to use devices
such as smartphones (Android or IOS) with GPS capabilities to record location, time, and
date. Many different mobile apps are available for download to a mobile phone or tablet.
Often, they include a menu to code identifying information (e.g., tree species, crop types,
forests, or geology) or the analyst’s notes. Such information can be posted to a layer
within a geographic information system (GIS) to support geospatial analysis. Examples
include collection of data for accuracy assessment, training data for image classification,
and validation data collected directly in the field. Other examples include labeling point
features, updating databases, and recording time-sensitive data. Such applications bypass
the usual steps that require separate operations for recording, transporting, recoding,
and manual data entry. Mobile data collection apps enable analysts to update data in
the field, integrate field observations with other data, and immediately share with other
analysts. Although there are many more apps, four common mobile field data collection
apps are briefly described next (Figure 3.19).

o Collector for ArcGIS App (http://doc.arcgis.com/en/collector) is a recent intro-
duction to the Environmental Systems Research Institute’s suite of ArcGIS products. Col-
lector enables real-time collection of point, line, and polygon features, together with
immediate entry to ArcGIS Online.

e Nature’s Notebook App (bttps:/lusanpn.org/natures_notebook) is designed for
entry of phenological data, as observed on-site. Its use with a mobile phone can record
geographical locations, as well as dates and times that match to field observations, build-
ing a phenological record in time and space.
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Sl SRR Examples  of  four

mobile apps for collecting data field in
situ. Clockwise from upper left: Avenza
Maps logo, ESRI Collector app, Nature’s
Notebook app, Fulcrum app.

e Avenza Maps (www.avenza.com) permits users to enter field data, using mobile
phones or tablets, on digital maps prepared in advance by the user or selected from a col-
lection available online. The maps form the framework for entering field information, as
observed in the field. Because other workers can simultaneously use the same template,
the PDF map system is effective for team efforts. At any time, the maps can be observed
to evaluate the overall data collection effort (Figure 3.20).

e The Fulcrum App (bttp://fulcrumapp.com) is an Android app that permits mobile
collection of field data. It provides options for several application themes (including agri-
culture, archaeology, construction, and environment). For each template, alternative collec-
tion schemes (e.g., for environmental surveys, invasive species, and land cover survey) are

m&ample screen display for

Avenza Maps on the 10S platform. Users can place
and label markers.
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Flell S A B Data points labeled using the Fulcrum mobile app (Android).

available. The app registers data as a point, but it can include photographs to document the
landscape. Data can be exported to a .kml file to use with other GIS software (Figure 3.21).

fX) summary

This chapter briefly reviewed the common platforms on which remote sensing instru-
ments are mounted, within the contexts of the types of remote sensing described in this
book. Of course, the platforms mentioned can be explored in much greater detail within
their own specific disciplines. The fields of aeronautics, geodetics, and orbital mechan-
ics have all made significant contributions to the practical utility of remote sensing, but
they are well beyond the scope of this book. For our purposes, the concepts of revisit
(systematic or otherwise), altitude, and swath/coverage have major impacts on the type,
resolution, timing, characteristics, and utility of the remote sensing imagery that are used
for applications described in later chapters.

REVIEW QUESTIONS

1. This chapter discusses numerous platforms that can be used for remote sensing. How
would you decide which type of platform is most suitable for a given application?

2. CubeSats were described as miniaturized, low-cost satellites that are often launched in
clusters. Under what circumstances might CubeSats be desired over the larger, more
complex satellites typically run by space agencies or companies?

3. What type of platform is best suited to track a large weather system, such as a hurri-
cane, and why? What type of platform would be most useful to monitor forest fires in the
Amazon and why? For each of these applications, what are some trade-offs that must
be considered if only the platform could be chosen?
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4. UASs have become increasingly popular in recent years. What are some new remote
sensing applications that have emerged with them, that might not be possible with other
types of remote sensing platforms?

5. Mobile field data collection platforms allow for the immediate integration of field data with
other data, including remote sensing data. What are some applications for which this
would be a major advantage of the more time-consuming methods previously available
to us?
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Digital Mapping Cameras

MAJOR TOPICS TO UNDERSTAND

e Fundamentals of the Aerial Photograph
e Geometry of the Vertical Aerial Photograph
e Digital Aerial Cameras

e Digital Scanning of Analog Images

e Spectral Sensitivity

e Band Combinations: Optical Imagery

e Coverage by Multiple Photographs

e Photogrammetry

e Sources of Aerial Photography

e Your Own Infrared Photographs

e Your Own 3D Photographs

e Your Own Kite Photography
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X)) inTRoDUCTION

This chapter introduces sensors used for acquiring aerial photographs. Although cam-
eras are the oldest form of remote sensing instrument, they have changed dramatically
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in recent decades, yet nonetheless exhibit continuity with respect to their fundamental
purposes. Cameras designed for aerial use capture imagery that provides high positional
accuracy and fine spatial detail. Despite the many other forms of remotely sensed imagery
in use today, aerial photography remains a widely used form of aerial imagery, employed
for a wide variety of tasks by local and state governments, private businesses, and federal
agencies to gather information to support planning, environmental studies, construc-
tion, transportation studies, routing of utilities, and many other tasks. The versatility of
these images accounts for a large part of their enduring utility over the decades, even as
fundamental technological shifts have transformed the means by which these images are
acquired and analyzed. It is noteworthy that, especially in the United States, there is a
large archive of aerial photographs acquired over the decades that form an increasingly
valuable record of landscape changes since the 1930s.

During recent decades, the cameras, films, and related components that long formed
the basis for traditional photographic systems (known as analog technologies) are rapidly
being replaced by digital instruments that provide imagery with comparable characteris-
tics that is acquired using electronic technologies. Here we introduce basic concepts that
apply to these sensors, characterized by their use of aircraft as a platform and of the vis-
ible and near-infrared spectrum, and by their ability to produce imagery with fine detail
and robust geometry. Although the majority of this chapter presents broad, generally
applicable concepts without reference to specific instruments, it does introduce a selec-
tion of specific systems now used for acquiring aerial imagery.

The transition from analog-to-digital aerial cameras has been under way for several
decades and is now maturing with respect to collection of imagery, for analysis, and
storage. Yet, digital systems are still evolving, with a variety of systems in use and under
development, with uncertain standards, and with discussion of relative merits of alterna-
tive systems. The following sections, therefore, present a snapshot of the transition from
analog-to-digital technologies.

m FUNDAMENTALS OF THE AERIAL PHOTOGRAPH

Systems for acquiring aerial images rely on the basic components common to the familiar
handheld cameras we all have used for everyday photography: (1) a lens to gather light to
form an image; (2) a light-sensitive surface to record the image; (3) a shutter that controls
entry of light; and (4) a camera body—a light-tight enclosure that holds the components
together in their correct positions (Figure 4.1). Aerial cameras include these components
in a structure that differs from that encountered in our everyday experience with cam-
eras: (1) a film magazine, (2) a drive mechanism, and (3) a lens cone (Figure 4.1). This
structure characterizes the typical design for the analog aerial camera that has been used
(in its many variations) for aerial photography starting in the early 1900s. Although
alternative versions of analog cameras were tailored to optimize specific capabilities, for
our discussion, it is the metric, or cartographic, camera that has the greatest significance.
Whereas other cameras may have been designed to acquire images (for example) of very
large areas or under unfavorable operational conditions, the design of the metric camera
is optimized to acquire high-quality imagery of high positional fidelity; it is the metric
camera that forms the current standard for aerial photography.

For most of the history of remote sensing, aerial images were recorded as photo-
graphs or photograph-like images. A photograph forms a physical record—paper or film
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M Schematic diagram of an aerial framing camera, cross-sectional view. Image by
Susmita Sen.

with chemical coatings that portray the patterns of the images. Such images are referred
to as analog images because the brightness of a photograph is proportional (i.e., analo-
gous) to the brightness in a scene. Although photographic media have value for recording
images, in the context of remote sensing, their disadvantages, including difficulties of
storage, transmission, searching, and analysis, set the stage for replacement by digital
media. Digital technologies, in contrast, record image data as arrays of individual values
that convey the pattern of brightness within an image.

Although a digital aerial camera shares many of the components and characteristics
outlined above, in detail its design differs significantly from that of the analog camera.
Because the image is captured by digital technology, digital cameras do not require the
film and the complex mechanisms for manipulating the film. Furthermore, digital cam-
eras often include many capabilities that were not fully developed during the analog era,
including links to positional and navigational systems and elaborate systems for annotat-
ing images.

The Lens

The lens gathers reflected light and focuses it on the focal plane to form an image. In
its simplest form, a lens is a glass disk carefully ground into a shape with nonparallel
curved surfaces (Figure 4.2). The change in optical densities as light rays pass from the
atmosphere to the lens and back to the atmosphere causes refraction of light rays; the
sizes, shapes, arrangements, and compositions of camera lenses are carefully designed to
control refraction of light to maintain color balance and to minimize optical distortions.
Optical characteristics of lenses are determined largely by the refractive index of the glass
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plex lenses designed for aerial cameras can bring the differing wavelengths to a common focal point.
Image by Susmita Sen.

(Chapter 2) and the degree of curvature. The quality of a lens is determined by the quality
of its glass, the precision with which that glass is shaped, and the accuracy with which it
is positioned within a camera. Imperfections in lens shape contribute to spherical aberra-
tion, a source of error that distorts images and causes loss of image clarity. For modern
aerial photography, spherical aberration is usually not a severe problem because most
modern aerial cameras use lenses of very high quality. Figure 4.2a shows the simplest of
all lenses: a simple positive lens. Such a lens is formed from a glass disk with equal curva-
ture on both sides; light rays are refracted at both edges to form an image.

Most aerial cameras use compound lenses, formed from many separate lenses of
varied sizes, shapes, and optical properties. These components are designed to correct
for errors that may be present in any single component, so the whole unit is much more
accurate than any single element. For present purposes, consideration of a simple lens will



4. Digital Mapping Cameras 81

be sufficient to define the most important features of lenses, even though a simple lens
differs greatly from those actually used in modern aerial cameras. The optical axis joins
the centers of curvature of the two sides of the lens. Although refraction occurs through-
out a lens, a plane passing through the center of the lens, known as the image principal
plane, is considered to be the center of refraction within the lens (Figure 4.2a). The image
principal plane intersects the optical axis at the nodal point.

Parallel light rays reflected from an object at a great distance (at an “infinite” dis-
tance) pass through the lens and are brought to focus at the principal focal poini—the
point at which the lens forms an image of the distant object. The chief ray passes through
the nodal point without changing direction; the paths of all other rays are deflected by
the lens. A plane passing through the focal point parallel to the image principal plane is
known as the focal plane. For handheld cameras, the distance from the lens to the object
is important because the image is brought into focus at distances that increase as the
object is positioned closer to the lens. For such cameras, it is important to use lenses that
can be adjusted to bring each object to a correct focus as the distance from the camera
to the object changes. For aerial cameras, the scene to be photographed is always at such
large distances from the camera that the focus can be fixed at infinity, with no need to
change the focus of the lens.

In a simple positive lens, the focal length is defined as the distance from the center
of the lens to the focal point and is usually measured in inches or millimeters. (For a
compound lens, the definition is more complex.) For a given lens, the focal length is not
identical for all wavelengths. Blue light is brought to a focal point at a shorter distance
than are red or infrared wavelengths (Figure 4.2h). This effect is the source of chromatic
aberration. Unless corrected by lens design, chromatic aberration would cause the indi-
vidual colors of an image to be out of focus. In high-quality aerial cameras, chromatic
aberration is corrected to ensure that radiation used to form the image is brought to a
common focal point.

A lens’s field of view can be controlled by a field stop, a mask positioned just in front
of the focal plane. An aperture stop is usually positioned near the center of a compound
lens; it consists of a mask with a circular opening of adjustable diameter (Figure 4.3). An
aperture stop can control the intensity of light at the focal plane but does not influence
the field of view or the size of the image. Manipulation of the aperture stop controls only
the brightness of the image without changing its size. Usually, aperture size is measured
as the diameter of the adjustable opening that admits light to the camera.

Relative aperture is defined as:

fo Focallength (EQ.41)

Aperture size

where focal length and aperture are measured in the same units of length and £ is the f
number, the relative aperture. A large f number means that the aperture opening is small
relative to focal length; a small f number means that the opening is large relative to focal
length.

Why use f numbers rather than direct measurements of aperture? One reason is that
standardization of aperture with respect to focal length permits specification of aperture
sizes using a value that is independent of camera size. Specification of an aperture as “23
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M Diaphragm aperture stop. (a) Perspective view; (b) narrow aperture; (c) wide aper-
ture. f stops are represented in the lower portion of the diagram.

mm” has no practical meaning unless we also know the size (focal length) of the camera.
Specification of an aperture as “f 4” has meaning for cameras of all sizes; we know that
it is one-fourth of the focal length for any size camera.

The standard sequence of apertures is: f 1, f 1.4, f2, /2.8, f4,f5.6,f8, 11, f 16,
722,132, f64 (and so forth). This sequence is designed to change the amount of light by
a factor of 2 as the f stop is changed by one position. For example, a change from /2 to
2.8 halves the amount of light entering the camera; a change from /11 to f 8 doubles the
amount of light. A given lens, of course, is capable of using only a portion of the range of
apertures mentioned above.

Lenses for aerial cameras typically have rather wide fields of view. As a result, light
reaching the focal plane from the edges of the field of view is typically dimmer than light
reflected from objects positioned near the center of the field of view. This effect creates
a dark rim around the center of the aerial photograph—an effect known as vignetting.
It is possible to employ an antivignetting filter, darker at the center and clearer at the
periphery, which can be partially effective in evening brightness across the photograph.
Digital systems can also employ image processing algorithms, rather than physical filters,
to compensate for vignetting.

The Shutter

The shutter controls the length of time that the film is exposed to light. The simplest shut-
ters are often metal blades positioned between elements of the lens, forming “intralens,”
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or “between-the-lens,” shutters. An alternative form of shutter is the focal plane shutter,
consisting of a metal or fabric curtain positioned just in front of the detector array, near
the focal plane. The curtain is constructed with a number of slits; the choice of shutter
speed by the operator selects the opening that produces the desired exposure. Although
some analog aerial cameras once used focal plane shutters, the between-the-lens shut-
ter is preferred for most aerial cameras. The between-the-lens shutter subjects the entire
focal plane to illumination simultaneously and presents a clearly defined perspective that
permits use of the image as the basis for precise measurements.

Image Motion Compensation

High-quality aerial cameras usually include a capability known as image motion com-
pensation (or forward motion compensation) to acquire high-quality images. Depending
on the sensitivity of the recording media (either analog or digital), the forward motion of
the aircraft can subject the image to blur when the aircraft is operated at low altitudes
and/or high speeds. In the context of analog cameras, image motion compensation is
achieved by mechanically moving the film focal plane at a speed that compensates for the
apparent motion of the image in the focal plane. In the context of digital systems, image
motion compensation is achieved electronically. Use of image motion compensation wid-
ens the range of conditions (e.g., lower altitudes and faster flight speeds) that can be used,
while preserving the detail and clarity of the image.

m GEOMETRY OF THE VERTICAL AERIAL PHOTOGRAPH

This section presents the basic geometry of a vertical aerial photograph as acquired by
a classic framing camera. Not all portions of this discussion apply directly to digital
cameras, but the concepts and terminology presented here do apply to a broad range of
optical systems used for remote sensing instruments described both in this chapter and in
later sections of this book.

Aerial photographs can be classified according to the orientation of the camera in
relation to the ground at the time of exposure (Figure 4.4). Oblique aerial photographs
have been acquired by cameras oriented toward the side of the aircraft. High oblique
photographs (Figure 4.4a and Figure 4.5, left) show the horizon; low oblique photo-
graphs (Figure 4.4b and Figure 4.5, right) are acquired with the camera aimed more
directly toward the ground surface and do not show the horizon. Oblique photographs
have the advantage of showing very large areas in a single image. Often those features in
the foreground are easily recognized, as the view in an oblique photograph may resemble
that from a tall building or mountain peak. However, oblique photographs are not widely
used for analytic purposes, primarily because the drastic changes in scale that occur
from foreground to background prevent convenient measurement of distances, areas, and
elevations.

Vertical photographs are acquired by a camera aimed directly at the ground surface
from above (Figures 4.4c and 4.6). Although objects and features are often difficult to
recognize from their representations on vertical photographs, the map-like view of the
Earth and the predictable geometric properties of vertical photographs provide practical
advantages. It should be noted that few, if any, aerial photographs are truly vertical; most
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(a) HIGH OBLIQUE (b) LOW OBLIQUE (c) VERTICAL

M Oblique and vertical aerial photographs. Oblique orientations (a and b) provide

intuitive perspectives but present large variations in image scale. Vertical photography (c) provides a
more consistent scale but provides an unfamiliar view of the landscape. Image by Susmita Sen.

have some small degree of tilt due to aircraft motion and other factors. The term verti-
cal photograph is commonly used to designate aerial photographs that are within a few
degrees of a corresponding (hypothetical) truly vertical aerial photograph.

Because the geometric properties of vertical and nearly vertical aerial photographs
are well understood and can be applied to many practical problems, they form the basis
for making accurate measurements using aerial photographs. The science of making
accurate measurements from aerial photographs (or from any photograph) is known as
photogrammetry. The following paragraphs outline some of the most basic elements of
introductory photogrammetry; the reader should consult a photogrammetry text (e.g.,
Wolf, 1983) for complete discussion of this subject.

M Oblique aerial photographs, as acquired from a helicopter and light aircraft. Left:
High oblique aerial photography; view to east from Denver, Colorado. Right: Low oblique aerial pho-

tograph, Blacksburg, Virginia.
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m Vertical aerial photography, Tampa, Florida, October 1987. From U.S. Geological
Survey (USGS).

Analog aerial cameras are manufactured to include adjustable index marks attached
rigidly to the camera so that the positions of the index marks are recorded on the photo-
graph during exposure. These fiducial marks (usually four or eight in number) appear as
silhouettes at the edges and/or corners of the photograph (Figure 4.7). Lines that connect
opposite pairs of fiducial marks intersect to identify the principal point, defined as the
intersection of the optical axis with the focal plane, which forms the optical center of the
image.

The ground nadir is defined as the point on the ground vertically beneath the center
of the camera lens at the time the photograph was taken (Figure 4.8). The photographic
nadir is defined by the intersection with the photograph of the vertical line that intersects
the ground nadir and the center of the lens (i.e., the image of the ground nadir). Accu-
rate evaluation of these features depends on systematic and regular calibration of aerial
cameras; the camera’s internal optics and positioning of fiducial marks are assessed and
adjusted to ensure the optical and positional accuracy of imagery for photogrammetric
applications. Calibration can be achieved by using the cameras to photograph a standard-
ized target designed to evaluate the quality of the imagery, as well as by internal measure-
ments of the camera’s internal geometry (Clarke and Fryer, 1998).

The isocenter can be defined informally as the focus of tilt. Imagine a truly vertical
photograph that was taken at the same instant as the real, almost vertical, image. The
almost vertical image would intersect with the (hypothetical) perfect image along a line
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that would form a “hinge”; the isocenter is a point on this hinge. On a truly vertical
photograph, the isocenter, the principal point, and the photographic nadir coincide. The
most important positional errors in the vertical aerial photograph can be summarized as
follows.

1. Optical distortions are errors caused by an inferior camera lens, camera malfunc-
tion, or similar problems. These distortions are probably of minor significance in most
modern photography by professional aerial survey firms.

2. Tilt is caused by displacement of the focal plane from a truly horizontal position
by aircraft motion (Figure 4.8). The focus of tilt, the isocenter, is located at or near the
principal point. Image areas on the upper side of the tilt are displaced farther away from
the ground than is the isocenter; these areas are therefore depicted at scales smaller than
the nominal scale. Image areas on the lower side of the tilt are displaced down; these
areas are depicted at scales larger than the nominal scale. Therefore, because all photo-
graphs have some degree of tilt, measurements confined to one portion of the image run
the risk of including systematic error caused by tilt (i.e., measurements may be consis-
tently too large or too small). To avoid this effect, it is a good practice to select distances
used for scale measurements (Chapter 6) as lines that pass close to the principal point;
then errors caused by the upward tilt compensate for errors caused by the downward tilt.
The resulting value for image scale is not, of course, precisely accurate for either portion
of the image, but it will not include the large errors that can arise in areas located farther
from the principal point.

3. Because of routine use of high-quality cameras and careful inspection of photog-
raphy to monitor image quality, today the most important source of positional error in
vertical aerial photography is probably relief displacement (Figure 4.9). Objects posi-
tioned directly beneath the center of the camera lens will be photographed so that only
the top of the object is visible (e.g., object A in Figure 4.9). All other objects are posi-
tioned such that both their tops and their sides are visible from the position of the lens.
That is, these objects appear to lean outward from the central perspective of the camera
lens. Correct planimetric positioning of these features would represent only the top view,
yet the photograph shows both the top and sides of the object. For tall features, it is intui-
tively clear that the base and the top cannot both be in their correct planimetric positions.

This difference in apparent location is due to the height (relief) of the object and
forms an important source of positional error in vertical aerial photographs. The direc-
tion of relief displacement is radial from the nadir; the amount of displacement depends
on (1) the height of the object and (2) the distance of the object from the nadir. Relief
displacement increases with increasing heights of features and with increasing distances
from the nadir. (It also depends on focal length and flight altitude, but these may be
regarded as constant for a selection of sequential photographs.) Relief displacement can
form the basis of measurements of heights of objects, but its greatest significance is its
role as a source of positional error. Uneven terrain can create significant relief displace-
ment, so all measurements made directly from uncorrected aerial photographs are sus-
pect. We should note that this is a source of positional error, but it is not the kind of error
that can be corrected by selection of better equipment or more careful operation; it is an
error that is caused by the central perspective of the lens and so is inherent to the choice
of basic technology.
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M Relief displacement. The diagram displays a vertical aerial photograph of an ideal-
ized flat terrain with towers of equal height located at different positions with respect to the principal

point. Images of the tops of towers are displaced away from the principal point along lines that radiate
outward from the nadir. Image by Susmita Sen.

X} DIGITAL AERIAL CAMERAS

Digital imagery is acquired using a family of instruments that can systematically view
portions of the Earth’s surface, recording photons reflected or emitted from individual
patches of ground, known as pixels, that together compose the array of discrete bright-
ness values that form an image. Thus, a digital image is composed of a matrix of many
thousands of pixels, each too small to be individually resolved by the human eye. Each
pixel represents the brightness of a small region on the Earth’s surface, recorded digitally
as a numeric value, often with separate values for each of several regions of the electro-
magnetic spectrum (Figure 4.10).

Although the lens of any camera projects an image onto the focal plane, the mere
formation of the image does not create a durable image that can be put to practical use.
To record the image, it is necessary to position a light-sensitive material at the focal
plane. Analog cameras record images using the photosensitive chemicals that coated the
surfaces of photographic films, as previously described. In contrast, digital cameras use
an array of detectors positioned at the focal plane to capture an electronic record of the
image. Detectors are light-sensitive substances that generate minute electrical currents
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m Pixels. A complete view of

an image is represented in the inset; the larger
image shows an enlargement of a small sec-
tion to illustrate pixels that convey variations in
brightness.

when they intercept photons from the lens, thereby creating an image from the matrix of
brightness values that is proportional to the strengths of the electrical charges that reach
the focal plane. Detectors in digital aerial cameras apply either of two alternative designs:
charge-coupled devices (CCDs) or complementary metal oxide semiconductor (CMOS)
chips (described below). Each strategy offers its own advantages and disadvantages.

A CCD (Figure 4.11) is formed from light-sensitive material embedded in a sili-
con chip. The potential well receives photons from the scene through an optical system
designed to collect, filter, and focus radiation. The sensitive components of CCDs can
be manufactured to be very small, perhaps as small as 1 pm in diameter, and sensitive
to selected regions within the visible and near-infrared spectra. These elements can be
connected to each other using microcircuitry to form arrays. Detectors arranged in a
single line form a linear array; detectors arranged in multiple rows and columns form
two-dimensional arrays. Individual detectors are so small that a linear array shorter than
2 c¢m in length might include several thousand separate detectors. Each detector within
a CCD collects photons that strike its surface and accumulates a charge proportional
to the intensity of the radiation it receives. At a specified interval, charges accumulated
at each detector pass through a transfer gate, which controls the flow of data from the

Photons
N EE— Electrical connection
[ < Transfer gate

Polysilicon
\ ; [ Silicon
AN

~ Potential well

M Schematic representation of a CCD. A CCD is a sensor for recording digital
images, consisting of an integrated circuit containing an array of linked (coupled) capacitors serving
as many small pixels. Light accumulating on each pixel is converted to charged pulse, which is then
transmitted, measured by CCD electronics, and represented as a digital number. Image by Susmita
Sen.
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detectors. Microcircuits connect detectors within an array to form shift registers. Shift
registers permit charges received at each detector to be passed to adjacent elements (in
a manner analogous to a bucket brigade), temporarily recording the information until it
is convenient to transfer it to another portion of the instrument. Through this process,
information read from the shift register is read sequentially.

A CCD, therefore, scans electronically without the need for mechanical motion.
Moreover, relative to other sensors, CCDs are compact and efficient in detecting pho-
tons (CCDs are especially effective when intensities are dim), and they respond linearly
to brightness. As a result, CCD-based linear arrays have been used for remote sensing
instruments that acquire imagery line by line as the motion of the aircraft or satellite
carries the field of view forward along the flight track (Figure 412). As a result, over
the past several decades, CCD technology has established a robust, reliable track record
for scientific imaging. Disadvantages include (1) manufacturing expense, (2) high power
consumption, and (3) analog-to-digital (A-to-D) conversion (Chapter 5), which requires
an external design element.

An alternative imaging technology, CMOS, has a history of use for mobile phones
and cameras and related consumer products. Early designs were characterized by low
sensitivity and unfavorable signal-to-noise ratios. However, current CMOS-based instru-
ments are recognized for their wide dynamic range, fast readout time, low power require-
ments, and ability to provide fine detail at low costs and at low power requirements.
Some aerial cameras are now designed using CMOS technology (Neumann et al., 2016),
a trend that will likely continue and increase.

FORWARD MOTION
OF SENSOR

INSTANTANEOUS FIELD
OF VIEW OF
LINEAR ARRAY

M Schematic representation of a linear array. The satellite system uses an optical
system that directs light to a linear array composed of CCDs (Figure 4.10), or similar devices, to
capture light reflected from the Earth’s surface. As the satellite’s CCD scans the landscape along the
orbital track, it forms a strip-like image of a region of the Earth (Chapter 7). Image by Susmita Sen.
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Digital Camera Designs

In the digital realm, there are several alternative strategies for acquiring images, each
representing a different strategy for forming digital images that are roughly equivalent
to the 9 in. x 9 in. size of analog aerial photographs that became a commonly accepted
standard in the United States after the 1930s. Although this physical size offers certain
advantages with respect to convenience and standardization during the analog era, there
is no technical reason to continue use of this format in the digital era. Indeed, some digi-
tal cameras use slightly different sizes. In due course, a new standard or set of standards
may well develop as digital systems mature to establish their own conventions.

Practical constraints of forming the large arrays of detectors necessary to approxi-
mate this standard size have led to camera designs that differ significantly from those
of analog cameras described earlier. Analog cameras captured images frame by frame,
meaning that each image was acquired as a single image corresponding to the single
image projected into the focal plane at the time the shutter closed. This area, known
as the camera format, varied in size and shape depending on the design of the camera,
although, as mentioned above, a common standard for mapping photography used the 9
in. x 9 in. standard, now defined by its metric equivalent, 230 mm x 230 mm. This pho-
tographic frame, acquired at a single instant, forms the fundamental unit for the image;
every such image is a frame, a portion of a frame, or a composite of several frames. Such
cameras are therefore designated as framing cameras, or as frame array cameras, which
have formed the standard for analog aerial camera designs.

However, the framing camera design does not transfer cleanly into the digital domain.
A principal reason for alternative designs for digital cameras is that the use of the tradi-
tional 230-mm x 230-mm film format for mapping cameras would require a nearly 660
megapixel array—a size that, currently, is much too large (i.e., too expensive) for most
civilian applications. This situation requires some creative solutions for large-format digi-
tal cameras. One solution is to use multiple-area CCDs (and thus multiple lens systems) to
acquire images of separate quadrants within the frame, and then to digitally stitch the four
quadrants together to form a single image. Such composites provide an image that is visu-
ally equivalent to that of an analog mapping camera but that will have its own distinctive
geometric properties. For example, such an image will have a nadir for each lens that might
be used, and its brightness values will be altered when the images are processed to form the
composite. Another design solution for a digital aerial camera is to employ linear rather
than area arrays. One such design employs a camera with separate lens systems to view (1)
the nadir, (2) the forward-looking, and (3) the aft-looking position. At any given instant,
the camera views only a few lines at the nadir, at the forward-looking position, and at the
aft-viewing position. However, as the aircraft moves forward along its flight track, each
lens accumulates a separate set of imagery. These separate images can be digitally assem-
bled to provide complete coverage from several perspectives in a single pass of the aircraft.

The following paragraphs highlight several state-of-the-art examples of digital cam-
era designs, including the large-format frame-based digital modular camera (DMC) from
Intergraph, the Vexcel UltraCamX, and the line sensor-based Hexagon/Leica Geosys-
tems ADS100, to illustrate general concepts. By necessity, these descriptions can outline
only basic design strategies; readers who require detailed specifications should refer to
the manufacturers’ complete design specifications to see both the full details of the many
design variations and the up-to-date information describing the latest models, which
offer many specific applications of the basic strategies outlined here.
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Area Arrays: The Intergraph Digital Modular Camera

The Intergraph Digital Modular Camera (DMC; Figure 4.13) is a large-format-frame
digital camera. It uses four high-resolution panchromatic camera heads (focal length =
120 mm) in the center and four multispectral camera heads (focal length 25 mm) on the
periphery. The panchromatic CCD arrays are 7,000 x 4,000 pixels, resulting in a resolu-
tion of 3,824 pixels across track and 7,680 pixels along track (Boland et al., 2004). The
multispectral arrays are 3,000 x 2,000 pixels, with wavelength ranges as follows: blue
(0.40-0.58 pm), green (0.50-0.65 pm), red (0.59-0.675 pm), and near infrared (0.675-
0.85 or 0.74-0.85 pm).

Images from the two camera modules are merged into a single frame, without the
need for postprocessing, to provide a single-color-image, geometrically and radiometri-
cally correct frame suitable for both photogrammetric and orthophoto applications.

Area Arrays: The Vexcel UltraCamX

The Vexcel UltraCamX employs multiple lens systems and CCDs positioned in the same
plane, but with timing of the exposures to offset exposures slightly such that the scene
is viewed from the same perspective center. Together, they form a system of eight CCDs:
four panchromatic CCDs at fine resolution (which are combined to form a master image)
and four multispectral CCDs at coarser resolution to image each frame. The master
image provides the spatial framework for a mosaic of the coarser resolution multispec-
tral images. The resulting single multispectral image is rectangular, with the long axis
oriented in the across-track dimension. This is different from analog framing cameras,
as the multiple lens systems and interpolation of the mosaic affects the optical and radio-
metric properties (Figure 4.14).

Frame
Images Photo 2

Photo 1

Flight
Direction
Ground

M DIMAC area array. A single composite image is composed of two separate images
acquired by independent lens systems with overlapping fields of view. From Intergraph. Used by per-

mission of DIMAC.
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Linear Arrays

The Leica ADS100 captures several linear arrays, each oriented to collect imagery line
by line, from three orientations: forward-looking, nadir, and aft-looking. Multispectral
arrays acquire data in the blue, green, red, and near-infrared regions. Thus, in one pass
of the aircraft, using one instrument, it is possible to acquire, for a given region, multi-
spectral imagery from several perspectives. One distinctive feature of this configuration
is that the nadir for imagery collected by this system is, in effect, the line connecting the
nadirs of each linear array, rather than the center of the image, as is the case for an image
collected by a framing camera. Therefore, each image displays relief displacement along
track as a function only of object height, whereas in the across-track dimension relief dis-
placement resembles that of a framing camera (i.e., relief displacement is lateral from the
nadir). This instrument, like many others, requires high-quality positioning data, and, to
date, data from this instrument require processing by software provided by the manufac-
turer. We can summarize by saying that this linear array solution is elegant and robust
and is now used by photogrammetric mapping organizations throughout the world.

] DIGITAL SCANNING OF ANALOG IMAGES

The value of the digital format for digital analysis has led to the scanning of images
originally acquired in analog form to create digital versions, which offer advantages for
storage, transmission, and analysis. Although the usual scanners designed for office use
provide, for casual use, reasonable positional accuracy and preserve much of the detail
visible in the original, they are not satisfactory for scientific or photogrammetric applica-
tions. Such applications require scanning of original positives or transparencies to pre-
serve the positional accuracy of images and to accurately capture colors and original spa-
tial detail using specialized high-quality flatbed scanners, which provide large scanning
surfaces, large CCD arrays, and sophisticated software to preserve information recorded
in the original. Although there are obvious merits to scanning archived imagery, scan-
ning of imagery for current applications must be regarded as an improvisation relative to
original collection of data in a digital format.
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[X) sPECTRAL SENSITIVITY

Just as analog cameras used color films to capture the spectral character of a scene, so
can detectors be configured to record separate regions of the spectrum as separate bands,
or channels. CCDs and CMOS arrays have sensitivities determined by the physical prop-
erties of the materials used to construct sensor chips and the details of their manufacture.
The usual digital sensors have spectral sensitivities that encompass the visible spectrum
(with a maximum in the green region) and extend into the near infrared. Although arrays
used for consumer electronics specifically filter to exclude the near-infrared region (NIR),
aerial cameras can use this sensitivity to good advantage.

Color films use emulsions that are sensitive over a range of wavelengths, so even
if their maximum sensitivity lies in the red, green, or blue regions, they are sensitive to
radiation beyond the desired limits. In contrast, digital sensors can be designed to have
spectral sensitivities cleanly focused in a narrow range of wavelengths and to provide
high precision in measurement of color brightness. Therefore, digital sensors provide
better records of the spectral characteristics of a scene—a quality that is highly valued
by some users of aerial imagery. If the sensor chip is designed as separate arrays for each
region of the spectrum, it acquires color images as separate planar arrays for each region
of the spectrum. Although such designs would be desirable, they are not practical for
current aerial cameras. Such large-array sizes are extremely expensive and difficult to
manufacture to the required specifications, and they may require long readout times to
retrieve the image data. In due course, these costs will decline, and the manufacturing
and technical issues will improve. In the meantime, aerial cameras use alternative strate-
gies for simulating the effect of planar color data.

One alternative strategy uses a single array to acquire data in the three primaries
using a specialized filter, known as a Bayer filter, to select the wavelengths that reach
each pixel. A Bayer filter is specifically designed to allocate 50% of the pixels in an
array to receive the green primary and 25% each to the red and blue primaries (Figure
415). (The rationale is that the human visual system has higher sensitivity in the green
region, and, as mentioned in Chapter 2, peak radiation in the visible region lies in the
green region.) In effect, this pattern samples the distribution of colors within the image,
and then the CCD chip processes pixel values to extrapolate, or interpolate, to estimate
the missing values for the omitted pixels for each color. For example, the complete blue
layer is formed by using the blue pixels to estimate the blue brightness values omitted
in the array, and similarly for the red and green primaries. This basic strategy has been

Flell SR Bayer  filter.  Posi-

tioned at the focal plane of an imaging
system, the blue, green, and red colors
each signify pixels with blue, green, and
red filters. Pixels for each primary are sep-
arately interpolated to produce individual
layers for each primary, which then permit
formation of digital color imagery. Image
by Susmita Sen.
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implemented in several variations of the Bayer filter that have been optimized for various
applications, and variations on the approach have been used to design cameras sensitive
to the near-infrared region.

This strategy, widely used in consumer electronics, produces an image that is satis-
factory for visual examination because of the high density of detectors relative to the pat-
terns recorded in most images and the short distances of the interpolation. However, this
approach is less satisfactory for scientific applications and for aerial imagery—contexts
in which the sharpness and integrity of each pixel may be paramount and artifacts of
the interpolation process may be significant. Furthermore, the Bayer filter has the disad-
vantages that the color filters reduce the amount of energy reaching the sensor and that
interpolation required to construct the several bands reduces image sharpness.

An alternative strategy—Foveon technology—avoids these difficulties by exploit-
ing the differential ability of the sensor’s silicon construction to absorb light. Foveon
detectors (patented as the X3 CMOS design) are designed as three separate detector
layers encased in silicon: blue-sensitive detectors at the surface, green-sensitive below,
and red-sensitive detectors below the green. As light strikes the surface of the detector,
blue light is absorbed near the chip’s surface, green penetrates below the surface, and
red radiation below the green. Thus, each pixel can be represented by a single point that
portrays all three primaries without the use of filters. This design has been employed for
consumer cameras and may well find a role in aerial systems. At present, however, there
are concerns that colors captured deeper in the chip may receive weaker intensities of the
radiation and may have higher noise levels.

¥) BAND COMBINATIONS: OPTICAL IMAGERY

Effective display of an image is critical for effective practice of remote sensing. Band com-
binations is the term that remote sensing practitioners use to refer to the assignment of
colors to represent brightness values in different regions of the spectrum. Although there
are many ways to assign colors to represent different regions of the spectrum, experience
shows that some are proven to be more useful than others. A key constraint for the dis-
play of any multispectral image is that human vision is sensitive only to the three additive
primaries: blue, green, and red. Because our eyes can distinguish between brightness
values in these spectral regions, we can distinguish not only between blue, green, and red
surfaces but also between intermediate mixtures of the primaries, such as yellow, orange,
and purple. Color films and digital displays portray the effect of color by displaying pix-
els that vary the mixtures of the blue, green, and red primaries. Although photographic
films must employ a single, fixed strategy for portraying colors, image processing sys-
tems and digital displays offer the flexibility to use any of many alternative strategies for
assigning colors to represent different regions of the spectrum. These alternative choices
define the band selection task; that is, they show how to decide which primary colors to
select to best portray on the display screen specific features represented on imagery.

If the imagery at hand is limited to three spectral regions (as is the case for normal
everyday color imagery), then the band selection task is simple: that is, display radia-
tion from blue objects in nature as blue on the screen, green as green, and red as red.
However, once we have bands available from outside the visible spectrum, as is common
for remotely sensed imagery, then the choice of color assignment must have an arbitrary
dimension. For example, there can be no logical choice for the primary we might use to
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display energy from the near-infrared region. The common choices for the band selection
problem, then, are established in part by conventions that have been defined by accepted
use over the decades and in part by practice that has demonstrated that certain combina-
tions are effective for certain purposes.

In the following sections, we introduce the band combinations most common for
optical aerial imagery.

Black-and-White Infrared Imagery

Imagery acquired in the near-infrared region, because it is largely free of the effects of
atmospheric scattering, shows vegetated regions and land-water distinctions. It is one of
the most valuable regions of the spectrum (Figure 4.16; see also Figure 4.20, later). An
image representing the near infrared is formed using an optical sensor that has filtered
the visible portion of the spectrum, so the image is prepared using only the brightness
values of the near-infrared region (Figure 4.16). Examples are presented in Figures 4.18
(right) and later in Figure 4.20 (right).

Panchromatic Imagery

il

Panchromatic means “across the colors,” indicating that the visible spectrum is repre-
sented as a single channel (without distinguishing between the three primary colors). A
panchromatic view provides a black-and-white image that records the brightness values
using radiation from the visible region but without separating the different colors (Figure
417; Figure 418, left). (This model is sometimes designated by the abbreviation PAN.)
Digital remote sensing systems often employ a panchromatic band that substitutes spatial
detail for a color representation; that is, the instrument is designed to capture a detailed
version of the scene using the data capacity that might have been devoted to recording the
three primaries. That is, a decision has been made that the added detail provides more
valuable information than would a color representation.

Because the easily scattered blue radiation will degrade the quality of an aerial
image, some instruments are designed to capture radiation across the green, red, and
near-infrared regions of the spectrum, thereby providing a sharper, clearer image than
would otherwise be the case. Therefore, even though the traditional definition of a pan-
chromatic image is restricted to those based only on visible radiation, the term has a long
history of use within the field of remote sensing to designate a broader region extending
into the near infrared. If the single band encompasses the entire visible and the NIR, it
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form the image. Image by Susmita Sen.




4. Digital Mapping Cameras 97

BLUE GREEN RED NIR BLUE GREEN RED NIR

SCENE [N NN sCcENE (NN

o -

DISPLAY |:_ DISPLAY :—

B&WwW B&WwW

PANCHROMATIC | PANCHROMATIC I

Two forms of panchromatic imagery that provide an image using a single band
spanning the visible spectrum. Left: Use of full visible spectrum. Right: An alternative strategy using
red, green, and NIR, omitting the blue region, thereby screening out effects of atmospheric scattering
in the blue region. Image by Susmita Sen.

can sometimes be designated as VNIR, signifying the use of visible radiation and the
NIR region together. Other versions of this approach use only the green, red, and NIR,
as illustrated in Figure 417 (right). For many applications, panchromatic aerial imagery
is completely satisfactory, especially for imagery of urban regions in which color informa-
tion may not be essential and added spatial detail is especially valuable.

Natural-Color Model

In everyday experience, our visual system applies band combinations in what seems to be
a totally obvious manner: we see blue as blue, green as green, and red as red. The usual
color films, color displays, and television screens apply this same strategy for assigning
colors, often known as the natural-color assignment model (Figure 4.19), or sometimes

Panchromatic (left) and black-and-white infrared imagery (right). Notice the effect
of black-and-white infrared imagery (right) in depicting the water surface as a jet-black surface, with
a sharply defined edge at the shoreline, and its clear separation of deciduous and evergreen forest
canopies. Panchromatic imagery reveals the sediment transport in coastal waters and is effective in
delineating street patterns. From USGS, Earth Resources Observation and Science Center.
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ries but does not record radiation outside the visible spectrum. Image by Susmita Sen.

as the RGB (i.e., red—green—blue) model. Although natural-color imagery has value for
its familiar representation of a scene, it suffers from a disadvantage (outlined in Chap-
ter 2) that the blue region of the spectrum is subject to atmospheric scattering, thereby
limiting the utility of natural-color images acquired at high altitudes compared to other
wavelengths (Figure 4.20).

Although remote sensing instruments collect radiation across many regions of the
spectrum, outside the visible region we are limited by our visual system to perceive only
the blue, green, and red primaries. Because our visual system is sensitive only in the vis-
ible region and can use only the three primaries in remote sensing, we must make color
assignments that depart from the natural-color model. These create false-color images—
false in the sense that the colors on the image do not match their true colors in nature.
Analysts select specific combinations of three channels to represent those patterns on
the imagery needed to attain specific objectives. When some students first encounter this
concept, it often seems nonsensical to represent an object using any color other than its
natural color. Because the field of remote sensing uses radiation outside the visible spec-
trum, use of the false-color model is a necessary task in displaying remote sensed imag-
ery. The assignment of colors in this context is arbitrary, as there can be no correct way to
represent the appearance of radiation outside the visible spectrum but simply a collection
of practices that have proven to be effective for certain purposes.

S—

Aerial views—color (left) and infrared (right)—of landscapes. Left: Normal color
aerial photograph of western Virginia ridges and valleys, with far horizon obscured by atmospheric
haze. Right: The same region photographed, at the same time, as a black-and-white infrared image,
with the far horizon viewed clearly, illustrating the ability of infrared radiation to pass through the atmo-
sphere with minimal attenuation.
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Color-Infrared Model

One of the most valuable regions of the spectrum is the NIR region, characterized by
wavelengths that are just longer than the longest region of the visible spectrum. This
region carries important information about vegetation and is not subject to atmospheric
scattering, so it is a valuable adjunct to the visible region. Use of the NIR region adds a
fourth spectral channel to the natural-color model. Because we can recognize only three
primaries, adding an NIR channel requires omission of one of the visible bands.

The color-infrared (CIR) model (Figures 4.21 and 4.22) creates a three-band color
image by discarding the blue band from the visible spectrum and adding a channel in
the NIR. This widely used model was implemented in color-infrared films that were
initially developed in World War II as camouflage detection film (i.e., designed to use
NIR radiation to detect differences between actual vegetation and surfaces painted to
resemble vegetation to the eye), and were later developed as CIR film, now commonly
used for displays of digital imagery. It shows living vegetation and water bodies very
clearly and greatly reduces atmospheric effects compared with the natural-color model.
It is therefore very useful for high-altitude aerial photography, which otherwise is subject
to atmospheric effects that degrade the image. This band combination is important for
studies in agriculture, forestry, and water resources, to list only a few of many subjects.

Later chapters extend this discussion of band selection beyond those bands that
apply primarily to aerial photography to include spectral channels acquired by other sen-
sors.

¥} coVERAGE BY MULTIPLE PHOTOGRAPHS

A flight plan usually calls for acquisition of vertical aerial photographs by flying a series of
parallel flight lines that together build up complete coverage of a specific region. For fram-
ing cameras, each flight line consists of individual frames, usually numbered in sequence
(Figure 4.23). The camera operator can view the area to be photographed through a
viewfinder and can manually trigger the shutter as aircraft motion brings predesignated
landmarks into the field of view, or the operator can set controls to automatically acquire
photographs at intervals tailored to provide the desired coverage. Individual frames form

Scene BLUE | GREEN RED NIR
Display P sLue [GREEN| RED

m Color infrared (CIR) model for color assignment. Blue light (subject to high levels
of scattering) is blocked from the image. Green and red radiation are recorded on the image but

assigned to their adjacent colors (i.e., green radiation is displayed as blue; red light is displayed as
green). NIR, outside the visible spectrum, is displayed as red. NIR is largely free of scattering and so is
valued for its clarity, its sensitivity to living vegetation cover, and its ability to clearly define the edges of
water bodies. See Figure 4.22 for a comparison between a natural-color image and the same scene
as a CIR image. Image by Susmita Sen.
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m Color and CIR aerial photographs. Top: Torch Lake, Michigan, landscape imaged
as a natural-color aerial photograph. Bottom: CIR aerial photograph of the same region. From U.S.

Environmental Protection Agency.

ordered strips, as shown in Figure 4.23a. If the plane’s course is deflected by a crosswind,
the positions of ground areas shown by successive photographs form the pattern shown in
Figure 4.23b, known as drift. Crab (Figure 4.23c) is caused by correction of the flight
path to compensate for drift without a change in the orientation of the camera.

Usually, flight plans call for a certain amount of forward overlap (Figure 4.24) in
order to duplicate coverage by successive frames in a flight line, usually by about 50-60%
of each frame. If forward overlap is 50% or more, then the image of the principal point
of one photograph is visible on the next photograph in the flight line. These are known as
conjugate principal points (Figure 4.24). When it is necessary to photograph large areas,
coverage is built up by means of several parallel strips of photography; each strip is called
a flight line. Sidelap between adjacent flight lines may vary from about 5 to 15%, in an
effort to prevent gaps in coverage of adjacent flight lines.

However, as pilots collect complete photographic coverage of a region, there may
still be gaps (known as holidays) in coverage due to equipment malfunction, navigation
errors, or cloud cover. Sometimes photography acquired later to cover holidays differs
noticeably from adjacent images with respect to Sun angle, vegetative cover, and other
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qualities. For planning flight lines, the number of photographs required for each line can
be estimated using the relationship:

Length of flight line

Number of photos = (E0.4.2)

(gd of photo) x (1 — overlap)

where gd is the ground distance represented on a single frame, measured in the same units
as the length of the planned flight line. For example, if a flight line is planned to be 33
mi in length, if each photograph is planned to represent 3.4 mi on a side, and if forward
overlap is to be 0.60, then 33/ [3.4 x (1 —.60)] = 33/(1.36) = 24.26; about 25 photographs
are required. (Chapter 6 shows how to calculate the coverage of a photograph for a given
negative size, focal length, and flying altitude.)

Stereoscopic Parallax

If we have two photographs of the same area taken from different perspectives (i.e., from
different camera positions), we observe a displacement of images of objects from one
image to the other (to be discussed further in Chapter 6). The reader can observe this
effect now by simple observation of nearby objects. Look up from this book at nearby
objects. Close one eye, then open it and close the other. As you do this, you observe a
change in the appearance of objects from one eye to the next. Nearby objects are slightly
different in appearance because one eye tends to see, for example, only the front of an
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m Aerial photographic coverage for framing cameras. (a) Forward overlap (offset
to illustrate overlap), successive frames deliberately offset to ensure continuity, or to acquire stereo

images (see Chapter 6). (b) Drift, aircraft flight path altered by transverse wind without correction by
pilot). (c) Crab, indicating that the pilot has adjusted the aircraft flight path for a crosswind, but the
camera operator has not adjusted the orientation of the camera to compensate for the change in ori-
entation. Image by Susmita Sen.
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CONJUGATE
PRINCIPAL POINT

PRINCIPAL POINT

m Forward overlap and conjugate principal points. Forward overlap means that a
photograph is acquired to duplicate coverage of the previous photograph, usually by about 60%.
Overlap ensures that there are no gaps between adjacent frames and provides the capability for ste-
reoscopic analysis. A conjugate principal point is the plot of a previous principal point to the adjacent
image. Conjugate principal points facilitate the alignment of photos in a flight line and detection of
errors in planned flight lines. Image by Susmita Sen.

object, whereas the other, because of its position about 2.5 in. from the other, sees the
front and some of the side of the same object. This difference in the appearance of objects
due to change in perspective is known as stereoscopic parallax. The amount of parallax
decreases as objects increase in distance from the observer (Figure 4.25). If you repeat
the experiment looking out the window at a landscape, you can confirm this effect by
noting that distant objects display little or no observable parallax.

Stereoscopic parallax can therefore be used as a basis for measuring distance or
height. Overlapping aerial photographs record parallax due to the shift in position of
the camera as aircraft motion carries the camera forward between successive exposures.
If forward overlap is 50% or more, then the entire ground area shown on a given frame
can be viewed in stereo using three adjacent frames (a stereo triplet). Forward overlap
of 50-60% is common. This amount of overlap doubles the number of photographs
required but ensures that the entire area can be viewed in stereo because each point on
the ground will appear on two successive photographs in a flight line.

Displacement due to stereo parallax is always parallel to the flight line. Tops of tall
objects nearer to the camera show more displacement than do shorter objects, which are
more distant from the camera. Measurement of parallax therefore provides a means of
estimating the heights of objects. Manual measurement of parallax can be accomplished
as follows. Tape photographs of a stereo pair to a work table so that the axis of the flight
line is oriented from right to left (Figure 4.26). For demonstration purposes, distances
can be measured with an engineer’s scale.

1. Measure the distance between two principal points (X).

2. Measure the distance between separate images of the base of the object as repre-
sented on the two images (Y). Subtract this distance from that found in (1) to get
P.

3. Measure top-to-top distances (B) and base-to-base distances (A), then subtract to

find dp.



m Stereoscopic parallax. These two photographs of the same scene were taken
from slightly different positions. Note the difference in the appearance of objects due to differences

caused by differences in perspectives. Note also that differences are greatest for objects nearest to
the camera and least for the object in the distance.

FLIGHT
LINE

X
H x dp
[ R—

P + dp
H = FLYING HEIGHT OF AIRCRAFT
dp = DIFFERENTIAL PARALLAX = A-B
P=X-Y
h = HEIGHT OF THE OBJECT

m Measurement of stereoscopic parallax. Distance “X” is the distance between
principal points of two overlapping vertical aerial photos. “A” and “B” measure distances between

bases and the tops (of an idealized tower).
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In practice, parallax measurements can be made more conveniently using devices that
b
permit accurate measurement of small amounts of parallax.

Orthophotos and Orthophotomaps

Aerial photographs are not planimetric maps because they have geometric errors, most
notably the effects of tilts and relief displacement, in the representations of the features
they show. That is, objects are not represented in their correct planimetric positions, and
as a result the images cannot be used as the basis for accurate measurements.

Stereoscopic photographs and terrain data can be used to generate a corrected form
of an aerial photograph known as an orthophoto that shows photographic detail without
the errors caused by tilt and relief displacement. During the 1970s, an optical-mechanical
instrument known as an orthophotoscope was developed to optically project a corrected
version of a very small portion of an aerial photograph. An orthophotoscope, instead of
exposing an entire image from a central perspective (i.e., through a single lens), systemati-
cally exposes a small section of an image individually in a manner that corrects for the
elevation of that small section. The result is an image that has orthographic properties
rather than those of the central perspective of the original aerial photograph. Digital
versions of the orthophotoscope, developed in the mid-1980s, are capable of scanning
an entire image piece by piece to generate a corrected version of that image. The result
is an image that shows the same detail as the original aerial photograph but without the
geometric errors introduced by tilt and relief displacement. Orthophotos form the basis
for orthophotomaps, which show the image in its correct planimetric form, together with
place names, symbols, and geographic coordinates. Thus, they form digital map products
that can be used in GIS as well as traditional maps because they show correct planimetric
position and preserve consistent scale throughout the image.

Orthophotomaps are valuable because they show the fine detail of an aerial photo-
graph without the geometric errors that are normally present and because they can be
compiled much more quickly and cheaply than the usual topographic maps. Therefore,
they can be useful as map substitutes in instances in which topographic maps are not
available or as map supplements when maps are available, but the analyst requires the
finer detail and more recent information provided by an image. Because of their digital
format, fine detail, and adherence to national map accuracy standards, orthophotomaps
are routinely used in GIS.

Digital Orthophoto Quadrangles

Digital orthophoto quadrangles (DOQs) are orthophotos prepared in a digital format
designed to correspond to the 7.5-minute quadrangles of the U.S. Geological Survey
(USGS). DOQs are presented either as black-and-white or color images that have been
processed to attain the geometric properties of a planimetric map.

DOQs are prepared from National Aerial Photography Program (NAPP) photogra-
phy (high-altitude photography described in Section 4.10) at scales of 1:40,000, supple-
mented by other aerial photography as needed. The rectification process is based on
the use of digital elevation models (DEMs) to represent variations in terrain elevation.
The final product is presented (as either panchromatic or CIR imagery) to correspond
to the matching USGS 7.5-minute quadrangle, with a supplementary border of imag-
ery representing 50-300 m beyond the limits of the quadrangle, to facilitate matching
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and mosaicking with adjacent sheets. A related product, the digital orthophoto quarter-
quadrangle (DOQQ), formatted to provide a more convenient unit, represents one-fourth
of the area of a DOQ at a finer level of detail and is available for some areas (Figure
4.27). DOQs provide image detail equivalent to 2 m or so when presented in the quad-
rangle format and finer detail (about 1 m) for DOQQs. The USGS has responsibility for
leading the U.S. federal government’s effort to prepare and disseminate digital carto-
graphic data. The USGS has a program to prepare DOQs for many regions of the United
States, especially urbanized regions, and the U.S. Department of Agriculture supports
preparation of DOQs for agricultural regions (Section 4.10).
For more information on DOQs, visit the USGS website at:

www.usgs.govl/centers/eros

¥) PHOTOGRAMMETRY

Photogrammetry is the science of making accurate measurements from photographs.
Photogrammetry applies the principles of optics and knowledge of the interior geometry
of the camera and its orientation to reconstruct dimensions and positions of objects rep-
resented in photographs. Therefore, its practice requires detailed knowledge of specific
cameras and the circumstances under which they were used, as well as accurate measure-
ments of features in photographs. Photographs used for analog photogrammetry have
traditionally been prepared on glass plates or other dimensionally stable materials (i.e.,
materials that do not change in size as temperature and humidity change).
Photogrammetry can be applied to any photograph, provided the necessary sup-
porting information is at hand to reconstruct the optical geometry of the image. How-
ever, by far the most frequent application of photogrammetry is the analysis of stereo
aerial photography to derive estimates of topographic elevation for topographic map-
ping. With the aid of accurate locational information describing key features within
a scene (ground control), photogrammetrists estimate topographic relief using stereo
parallax for an array of points within a region. Although stereo parallax can be mea-

S lell Sy A Digital  orthophoto  quarter

quad, Platte River, Nebraska. From USGS.
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sured manually, it is far more practical to employ specialized instruments designed for
stereoscopic analysis.

Initially, such instruments, known as analytical stereoplotters, first designed in the
1920s, reconstruct the orientations of photographs at the time they were taken using
optical and mechanical instruments to reconstruct the geometry of the images at the time
they were acquired (see Figure 1.8 for an example of an optical-mechanical photogram-
metric instrument). Operators could then view the image in stereo; by maintaining con-
stant parallax visually, they could trace lines of uniform elevation. The quality of infor-
mation derived from such instruments depends on the quality of the photography, the
accuracy of the data, and the operator’s skill in setting up the stereo model and tracing
lines of uniform parallax. As the design of instruments improved, it eventually became
possible to automatically match corresponding points on stereo pairs and thereby identify
lines of uniform parallax, with limited assistance from the operator.

With further advances in instrumentation, it became possible to extend automation
of the photogrammetric process to conduct the stereo analysis completely within the
digital domain. With the use of GPS (airborne global positioning systems [AGPS]) to
acquire accurate, real-time positional information and the use of data recorded from the
aircraft’s navigational system (inertial navigational systems [INS]) to record orientations
of photographs, it then became feasible to reconstruct the geometry of the image using
precise positional and orientation data gathered as the image was acquired. This process
forms the basis for softcopy photogrammetry, so named because it does not require the
physical (hardcopy) form of the photograph necessary for traditional photogrammetry.
Instead, the digital (softcopy) version of the image is used as input for a series of math-
ematical models that reconstruct the orientation of each image to create planimetrically
correct representations. This process requires specialized computer software installed
in workstations (see Figure 6.19) that analyzes digital data specifically acquired for the
purpose of photogrammetric analysis. Softcopy photogrammetry, now the standard for
photogrammetric production, offers the advantages of speed and accuracy and gener-
ates output data that are easily integrated into other production and analytical systems,
including GIS.

The application of photogrammetric principles to imagery collected by digital cam-
eras described above differs from that tailored for the traditional analog framing camera.
Because each manufacturer has specific designs, each applying a different strategy for
collecting and processing imagery, the current photogrammetric analyses are matched
to the differing cameras. One characteristic common to many of these imaging systems
is the considerable redundancy within imagery they collect. That is, each pixel on the
ground can be viewed many times, each from a separate perspective. Because these sys-
tems each collect so many independent views of the same features (due to the use of
several lenses, or several linear arrays, as outlined previously), it is possible to apply mul-
tiray photogrammetry, which can exploit these redundancies to extract highly detailed
positional and elevation data beyond that which was possible using analog photography.
Because, in the digital domain, these additional views do not incur significant additional
costs, photogrammetric firms can provide high detail and a wide range of image products
without the increased costs of acquiring additional data.
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(X[} SOURCES OF AERIAL PHOTOGRAPHY

Aerial photography can be (1) acquired by the user or (2) purchased from organizations
that serve as repositories for imagery flown by others (archival imagery). In the first
instance, aerial photography can be acquired by contract with firms that specialize in
high-quality aerial photography. Such firms are listed in the business sections of most
metropolitan phone directories. Customers may be individuals, governmental agencies,
or other businesses that use aerial photography. Such photography is, of course, custom-
ized to meet the specific needs of customers with respect to date, scale, film, and cover-
age. As a result, costs may be prohibitive for many noncommercial uses.

Thus, for pragmatic reasons, many users of aerial photography turn to archival pho-
tography to acquire the images they need. Although such photographs may not exactly
match users’ specifications with respect to scale or date, the inexpensive costs and ease of
access may compensate for any shortcomings. For some tasks that require reconstruction
of conditions at earlier dates (such as the Environmental Protection Agency’s search for
abandoned toxic waste dumps), the archival images may form the only source of informa-
tion (e.g., Erb et al., 1981; Lyon, 1987).

It is feasible to take “do-it-yourself” aerial photographs. Many handheld cameras are
suitable for aerial photography. Often, the costs of local air charter services for an hour
or so of flight time are relatively low. Small-format cameras, such as the usual 35-mm
cameras, can be used for aerial photography if the photographer avoids the effects of
aircraft vibration. (Do not rest the camera against the aircraft!) A high-wing aircraft
offers the photographer a clear view of the landscape, although some low-wing aircraft
are satisfactory. The most favorable lighting occurs when the camera is aimed away from
the Sun. Photographs acquired in this manner (e.g., Figure 4.5) may be useful for illustra-
tive purposes, although for scientific or professional work the large-format, high-quality
work of a specialist or an aerial survey firm may be required.

EROS Data Center

The EROS Data Center (EDC) in Sioux Falls, South Dakota, is operated by the USGS as
a repository for aerial photographs and satellite images acquired by NASA, the USGS,
and many other federal agencies. A computerized database at EDC provides an indexing
system for information pertaining to aerial photographs and satellite images. For more
information contact:

Customer Services

U.S. Geological Survey

Earth Resources Observation and Science (EROS)
47914 252nd Street

Sioux Falls, SD 57198-0001

Tel: 800-252-4547

E-mail: custserv@usgs.gov

Website: www.usgs.gov/centers/eros
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Earth Science Information Centers

The Earth Science Information Centers (ESIC) are operated by the USGS as a central
source for information pertaining to maps and aerial photographs. ESIC has a special
interest in information pertaining to federal programs and agencies but also collects data
pertaining to maps and photographs held by state and local governments. The ESIC
headquarters is located at Reston, Virginia, but ESIC also maintains seven other offices
throughout the United States, and other federal agencies have affiliated offices. ESIC
can provide information to the public concerning the availability of maps and remotely
sensed images. The following sections describe two programs administered by ESIC that
can provide access to archival aerial photography.

National Aerial Photography Program

NAPP acquires aerial photography for the coterminous United States, according to a
systematic plan that ensures uniform standards. This program was initiated in 1987 by
the USGS as a replacement for the National High-Altitude Aerial Photography Program
(NHAP), which began in 1980 to consolidate the many federal programs that use aerial
photography. The USGS manages NAPP, but it is funded by the federal agencies that are
the primary users of its photography. Program oversight is provided by a committee of rep-
resentatives from the USGS, the Bureau of Land Management, the National Agricultural
Statistics Service, the National Resources Conservation Service (NRCS; previously known
as the Soil Conservation Service), the Farm Services Agency (previously known as the Agri-
cultural Stabilization and Conservation Service), the U.S. Forest Service, and the Tennessee
Valley Authority. Light (1993) and Plasker and TeSelle (1988) provide further details.

Under NHAP, photography was acquired under a plan first to obtain complete cov-
erage of the coterminous 48 states and then to update coverage as necessary to keep pace
with requirements for current photography. Current plans call for updates at intervals
of 5 years, although the actual schedules are determined in coordination with budget-
ary constraints. NHAP flight lines were oriented north—south, centered on each of four
quadrants systematically positioned within USGS 7.5-minute quadrangles, with full ste-
reoscopic coverage at 60% forward overlap and sidelap of at least 27%. Two camera sys-
tems were used to acquire simultaneous coverage: black-and-white coverage was acquired
at scales of about 1:80,000, using cameras with focal lengths of 6 in. Color infrared
coverage was acquired at 1:58,000, using a focal length of 8.25 in. Figure 4.27 shows
a high-altitude CIR image illustrating the broad-scale coverage provided by this format.

Dates of NHAP photography varied according to geographic region. Flights were
timed to provide optimum atmospheric conditions for photography and to meet speci-
fications for Sun angle, snow cover, and shadowing, with preference for autumn and
winter seasons to provide images that show the landscape without the cover of deciduous
vegetation.

Specifications for NAPP photographs differ from those of NHAP. NAPP photo-
graphs are acquired at 20,000-ft altitude using a 6-in. focal length lens. Flight lines
are centered on quarter quads (1:24,000-scale USGS quadrangles). NAPP photographs
are planned for 1:40,000, black-and-white or color infrared film, depending on specific
requirements for each area.

Photographs are available to all who may have an interest in their use. Their detail
and quality permit use for land cover surveys and assessment of agricultural, mineral,
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and forest resources, as well as examination of patterns of soil erosion and water quality.
Further information is available at:

www.usgs.gov/centers/eros/sciencelusgs-eros-archive-aerial-photography-
national-aerial-photography-program-napp

National Agricultural Imagery Program

The National Agriculture Imagery Program (NAIP) acquires aerial imagery during the
agricultural growing seasons in the continental United States. The NAIP program focuses
on providing digital orthophotography freely to governmental agencies and the public,
usually as color or CIR imagery at about 1-m resolution. The DOQQ format means
that the images are provided in a ready-to-use format (i.e., digital and georeferenced).
An important difference between NAIP imagery and other programs (such as NHAP) is
that NAIP imagery is acquired during the growing season (i.e., “leaf-on”), so it forms a
valuable resource not only for agricultural applications but also for broader planning and
resources assessment efforts. Further information is available at:

www.fsa.usda.gov/programs-and-services/aerial-photographylimagery-programs/
naip-imagery

Two other important sources of archival aerial photography include the U.S. Department
of Agriculture (USDA) Aerial Photography Field Office:

www.fsa.usda.gov/programs-and-services/aerial-photography
and the U.S. National Archives and Records Administration:

www.archives.gov

(X1} summary

Aerial photography offers a simple, reliable, flexible, and inexpensive means of acquiring
remotely sensed images. The transition from the analog systems that formed the founda-
tion for aerial survey in the 20th century to digital systems is now basically complete,
although the nature of the digital systems that will form the basis for the field in the
21st century is not yet clear. The migration to digital formats has reconstituted, even
rejuvenated aerial imagery’s role in providing imagery for state and local applications.
Although aerial photography is useful mainly in the visible and near-infrared portions
of the spectrum, it applies optical and photogrammetric principles that are important
throughout the field of remote sensing.

Aerial photographs form the primary source of information for compilation of large-
scale maps, especially large-scale topographic maps. Vertical aerial photographs are valu-
able as map substitutes or as map supplements. Geometric errors in the representation of
location prevent direct use of aerial photographs as the basis for measurement of distance
or area. But as these errors are known and are well understood, it is possible for photo-
grammetrists to use photographs as the basis for reconstruction of correct positional rela-
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tionships and the derivation of accurate measurements. Aerial photographs record com-
plex detail of the varied patterns that constitute any landscape. Each image interpreter
must develop the skills and knowledge necessary to resolve these patterns by disciplined
examination of aerial images.

SOME TEACHING AND LEARNING RESOURCES

e Additive Color vs Subtractive Color
www.youtube.com/watch?v=ygUchcpR Nyk&feature=related

® What Are CMYK and RGB Color Modes?
www.youtube.com/watch?v=0K8fqf2X BaY& feature=related

® Evolution of Analog-to-Digital Mapping
www.youtube.com/watch?v=4jABMysbNbc

® Aerial Survey Photography Loch Ness Scotland G-BKVT
www.youtube.com/watch?v=-YsDfIbX MHk

® Video of the Day; Aerial Photography
www.youtube.com/watch?v=VwtSTvF_Q2Q&NR=1

® How a Pixel Gets Its Color; Bayer Sensor; Digital Image
www.youtube.com/watch?v=2-stCNB8; T8

® Photography Equipment and Info: Explanation of Camera Lens Magnification
www.youtube.com/watch?v=YEG93Hp3y4w & feature=fvst

® Digital Camera Tips: How a Compact Digital Camera Works
www.youtube.com/watch?v=eyyMu8UEAVc&NR=1

® Aero Triangulation
www.youtube.com/watch?v=88KFAUG6I_jg

REVIEW QUESTIONS

1. List several reasons why time of day might be very important in flight planning for aerial
imagery.
2. Outline the advantages and disadvantages of high-altitude photography. Explain why

routine high-altitude aerial photography was not practical before infrared imagery was
available.

3. List several problems that you would encounter in acquiring and interpreting large-
scale aerial imagery of a mountainous region.

4. Speculate on the likely progress of aerial photography since 1890 if George Eastman
had not been successful in popularizing the practice of photography among the general
public.

5. Should an aerial photograph be considered a “map”? Explain.

6. Assume you have recently accepted a position as an employee of an aerial survey
company; your responsibilities include preparation of flight plans for the company’s
customers. What factors must you consider as you plan each mission?
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7. List some of the factors you would consider in selection of band combinations
described in this chapter.

8. Suggest circumstances in which oblique aerial photography might be more useful than
vertical photographs.

9. It might seem that large-scale aerial images might always be more useful than small-
scale aerial photographs, yet larger scale images are not always the most useful. What
are the disadvantages of using large-scale images?

10. A particular object will not always appear the same when imaged by an aerial camera.
List some of the factors that can cause the appearance of an object to change from
one photograph to the next.
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Clddd1 ) N YOUR OWN INFRARED PHOTOGRAPHS

Anyone with even modest experience with amateur photography can practice infrared pho-
tography, given the necessary materials (see Figure 4.28). Although 35-mm film cameras,
the necessary filters, and infrared-sensitive films are still available for the dedicated amateur,
many will prefer to use digital cameras that have been specially modified to acquire only radi-
ation in the near-infrared region. Infrared films are essentially similar to the usual films, but
they should be refrigerated prior to use and exposed promptly, as the emulsions deteriorate
much more rapidly than do those of normal films. Black-and-white infrared films should be
used with a deep red filter to exclude most of the visible spectrum. Black-and-white infrared
film can be developed using normal processing for black-and-white emulsions, as specified by
the manufacturer. Digital cameras that have been modified for infrared photography do not
require use of an external filter.

CIR films are also available in 35-mm format. They should be used with a yellow filter,
as specified by the manufacturer. Processing of CIR film will require the services of a pho-
tographic laboratory that specializes in customized work, rather than the laboratories that
handle only the more usual films. Before purchasing the film, it is best to inquire concerning
the availability and costs of processing. There are few digital cameras currently available
that have been modified for color infrared photography. Models formerly available may be
available in the used camera market, although expense may be high even for secondhand
cameras.

Results are usually best with bright illumination. For most scenes, the photographer
should take special care to face away from the Sun while taking photographs. Because of
differences in the reflectances of objects in the visible and the NIR spectra, the photogra-
pher should anticipate the nature of the scene as it will appear in the infrared region of the
spectrum. (Artistic photographers have sometimes used these differences to create special
effects.) The camera lens will bring infrared radiation to a focal point that differs from that
for visible radiation, so infrared images may be slightly out of focus if the normal focus is
used. Some lenses have special markings to show the correct focus for infrared films; most
digital cameras modified for infrared photography have also been modified to provide the
correct focus.



4. Digital Mapping Cameras 113

2]l SR Black-and-white infrared photograph (top) and a black-and-white photograph of
the same scene (bottom).
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G4 e YOUR OWN 3D PHOTOGRAPHS

You can take your own stereo photographs using a handheld camera simply by taking a pair
of overlapping photographs. Two photographs of the same scene, taken from slightly different
positions, create a stereo effect in the same manner in which overlapping aerial photographs
provide a three-dimensional view of the terrain.

This effect can be accomplished by aiming the camera to frame the desired scene, taking
the first photograph, moving the camera laterally a short distance, and then taking a second
photograph that overlaps the field of view of the first. The lateral displacement need only be
a few inches (equivalent to the distance between the pupils of a person’s eyes), but a displace-
ment of a few feet will often provide a modest exaggeration of depth that can be useful in
distinguishing depth (Figure 4.25). However, if the displacement is too great, the eye cannot
fuse the two images to simulate the effect of depth.

Prints of the two photographs can then be mounted side by side to form a stereo pair that
can be viewed with a stereoscope, just as a pair of aerial photos can be viewed in stereo. Stereo
images can provide three-dimensional ground views that illustrate conditions encountered
within different regions delineated on aerial photographs. Chapter 6 provides more informa-
tion about viewing stereo photographs.

No 3D Glasses Required—Amazing 3D Stereoscopic Images:
www.youtube.com/watch?v=Eq3MyjDS1co& feature=related

(g4 %) YOUR OWN KITE PHOTOGRAPHY

Although success requires persistence and attention, do-it-yourself kite photography is within
the reach of nearly anyone who has the interest. The main prerequisites are access to a small
digital camera, a reasonably robust kite, and the skill to fabricate a homemade mount for
the camera. Aside from experience, the main obstacle for most beginners will be devising the
mount to permit the camera’s field of view to face the ground at the desired orientation. An
abundance of books and websites are available that can provide design and instructions. The
motion of the kite will cause the camera to swing from side to side, thereby producing a num-
ber of unsatisfactory photographs that must be screened to find those that are most suitable.
These effects can be minimized by use of more elaborate mounts for cameras and possibly by
attention to the choice of kite.

hitp://kap.ced.berkeley.edu

Make Podcast: Weekend Projects—Make a Kite Aerial Photograph:
www.youtube.com/watch?v=k EprozoxnLY& feature=fvw

Maker Workshop—Kite Aerial Photography on MAKE:television:
www.youtube.com/watch?v=swqFA9Mvq5SM
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For much of the history of aerial survey and remote sensing, images were recorded as
photographs or photograph-like images. A photographic image forms a physical record:
pieces of paper or film with chemical coatings that record the patterns of the images. Such
images are referred to as analog images because the brightness values within a photo-
graph are proportional (i.e., analogous) to the brightness values within a scene. Although
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photographic media have enduring value for recording images, in the context of remote
sensing, their disadvantages (including difficulties of storage, transmission, searching,
and analysis) form liabilities.

In contrast, digital image formats represent images as arrays of many individual
values, known as pixels, that together form an image. When an image is represented as
discrete numbers, it acquires qualities that offer many advantages over earlier analog
formats. Digital values can be added, subtracted, multiplied, and, in general, subjected to
statistical manipulation that is not feasible if images are presented only in analog format.
Digital images are also easy to store in compact formats and easily transmitted, and stor-
age and retrieval is inexpensive and effective. Thus, the digital format greatly increases
our ability to display, examine, and analyze remotely sensed data. However, we should
note that digital formats have their own limitations, which are not always recognized.
Imagery can be only as secure as the media on which they are stored, so just as analog
images are subject to deterioration by aging, mishandling, and wear of physical media,
so digital data are subject to corruption, damage to disk drives, magnetic fields, and dete-
rioration of the physical media. Equally significant are changes in the formats of digital
storage media, which can render digital copies inaccessible because of obsolescence of the
hardware necessary to read the digital media.

This chapter introduces some of the fundamental concepts underlying applications
of digital data for remote sensing and expands on some of the concepts first introduced
in Chapter 4. It addressees the collection of digital data, representation of digital values,
alternative formats for storing digital data, display of digital data, and image processing
software systems.

(X} ELECTRONIC IMAGERY

Digital data can be created by a family of instruments that can systematically scan por-
tions of the Earth’s surface, recording photons reflected or emitted from individual
patches of ground, known as pixels. A digital image is composed of many thousands of
pixels, each of which is usually too small to be individually resolved by the human eye,
each representing the brightness of a small region on the Earth’s surface, recorded digi-
tally as a numeric value, usually with separate values for each of several regions of the
electromagnetic spectrum. Color images are composed of several such arrays of the same
ground area, each representing brightness values in a separate region of the spectrum.
Digital images can be generated by several kinds of instruments. Chapter 4 has
already introduced some of the most important technologies for digital imaging: CCDs
and CMOS. Another technology, optical-mechanical scanning, is older but has proven
to be reliable and is still important in several realms of remote sensing practice (Fig-
ure 5.1). Here, we focus on a specific form of the optical-mechanical scanner that is
designed to acquire imagery in several spectral regions—the multispectral scanner, which
has formed an enduring technology for the practice of remote sensing. Other forms of
optical-mechanical scanners have been used for collecting thermal imagery (thermal
scanners; Chapter 10) and hyperspectral imagery (hyperspectral scanners; Chapter 14).
As noted in Chapter 4, CCDs can be positioned in the focal plane of a sensor such
that they view a thin rectangular strip oriented at right angles to the flight path (Figure
5.a). The forward motion of the aircraft or satellite moves the field of view forward
along the flight path, building up coverage. This process is known as pushbroom scan-
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m Optical-mechanical scanner. Whereas a linear array (a) acquires imagery line by
line as its field of view slides forward along the ground track, the scan mirror of an optical-mechanical

scanner (b) oscillates from side to side to build coverage pixel by pixel as the field of view progresses
forward. Image by Susmita Sen.

ning—the linear array of pixels slides forward along the flight path in a manner analo-
gous to the motion of a janitor’s pushbroom along a floor. In contrast, mechanical scan-
ning can be visualized by analogy to a whiskbroom, in which the side-to-side motion of
the scanner constructs the lateral dimension of the image (Figure 5.1b), as the forward
motion of the aircraft or satellite creates its longitudinal dimension.

Optical-mechanical scanners physically move mirrors, or prisms, to systematically
aim the field of view over the Earth’s surface. The scanning mirror scans across the field
of view at a right angle to the flight path of the sensor, directing radiation from the
Earth’s surface to a secondary optical system and eventually to detectors that generate an
electrical current that varies in intensity as the land surface varies in brightness (Figure
5.h). Filters or diffraction gratings (discussed in the next section) split the radiation into
several segments to define separate spectral channels, so the instrument generates several
signals, each carrying information about the brightness in a separate region of the spec-
trum. The electrical current provides an electronic version of the brightness of the terrain
but is still in analog form; it provides a continuous record of brightness values observed
by the sensor’s optics. To create a digital version, the electrical signal must be subdivided
into distinct units to create the discrete values necessary for digital analysis. This conver-
sion from the continuously varying analog signal to the discrete values is accomplished
by sampling the current at a uniform interval, a process known as analog-to-digital, or
A-to-D, conversion (Figure 5.2). Because the values within this interval are represented
as a single average, all variation within this interval is lost. The process of subdivision
and averaging the continuous signal corresponds to sampling the terrain at a set spatial
interval, so the choice of sampling interval establishes the spatial detail recorded by the
image.

The instantaneous field of view (IFOV) of an optical-mechanical scanner refers to
the area viewed by the instrument if it were possible to suspend the motion of the aircraft



118 Il. IMAGE ACQUISITION

VOLTAGE —»

TIME ——

Yy
e T

28 24 18 20 17 12 1112 1312 11 23 20,13 12 12 13 P .
L e T ) mAnalog—to—dlgnal conversion.

and the scanning of the sensor for an instant (Figure 5.3). The IFOV therefore defines the
smallest area viewed by the scanner and establishes a limit for the level of spatial detail that
can be represented in a digital image. Although data in the final image can be aggregated
so that an image pixel represents a ground area larger than the IFOV, it is not possible for
pixels to carry information about ground areas smaller than the IFOV. More generally, the
concept of the ground resolved distance (GRD) specifies the estimated dimension of the
size of the smallest feature that can be reliably resolved by an imaging system.

Electronic sensors must be operated within the limits of their design capabilities.
Altitudes and speeds of aircraft and satellites must be selected to match the sensitivities
of the sensors, so that detectors view a given ground area (pixel) long enough to accumu-
late enough photons to generate reliable signals (this interval is known as dwell time). If
designed and operated effectively, the imaging system should provide a linear response to
scene brightness, such that the values within an image will display consistent, predictable
relationships with brightness on the ground. Although most sensors have good perfor-
mance under normal operating conditions, they will be subject to failures under extreme
conditions.

m Instantaneous field of view.

Image by Susmita Sen.
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The lower end of an instrument’s sensitivity is subject to the dark current signal (or
dark current noise) (Figure 5.4). A CCD can record low levels of brightness even when
there is none in the scene, due to energy within the CCD’s structure that is captured
by the potential well and presented as brightness. Thus, very dark features will not be
represented at their correct brightness. Likewise, at an instrument’s upper threshold of
sensitivity, bright targets saturate the sensor’s response—the instrument fails to record
the full magnitude of the target’s brightness. As an example in the context of remote sens-
ing, saturation might be encountered in images representing glaciers or snowfields, which
may exceed a sensor’s ability to record the full range of brightness values in the optical
region of the spectrum. For instruments using CCDs, saturation can sometimes manifest
itself as streaking or blooming, as the excess charges that accumulate at a specific pixel
site spill over to influence the charges at adjacent locations, creating bright streaks or
patches unrelated to the actual features in the scene.

Between these limits, sensors are designed to generate signals that have predictable
relationships with scene brightness; these relationships are established by careful design,
manufacture, and calibration of each instrument. These characteristics define the upper
and lower limits of the system’s sensitivity to brightness and the range of brightness val-
ues over which a system can generate measurements with consistent relationships to scene
brightness values.

The range of brightnesses that can be accurately recorded is known as the sensor’s
dynamic range. The lower limit of an instrument’s dynamic range is set during calibra-
tion at a level above the minimum illustrated in Figure 5.4, known as the offset. In gen-
eral, electronic sensors have large dynamic ranges compared with those of photographic
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films, computer displays, or the human visual system. Therefore, photographic represen-
tations of electronic imagery tend to lose information at the upper and/or lower ranges
of brightnesses. Because visual interpretation forms such an important dimension of our
understanding of images, the way that image displays and image-enhancement methods
(discussed subsequently) handle this problem forms an important dimension of the field
of image analysis.

The slope of the line depicted in Figure 5.4 defines the gain of a sensor, expressing
the relationship between the brightness values in the original scene and its representation
in the image. Figure 5.4 represents the behavior of an instrument that portrays a range
of brightness values that are approximately proportional to the range of brightness in
the original scene (i.e., the slope of the line representing the relationship between scene
brightness and image brightness is oriented at approximately 45°). A slope of 1 means
that a given range of brightness values in the scene is assigned the same range in the
image, whereas a steeper slope (high gain) indicates that a given range of brightness val-
ues in the scene is expanded to assume a larger range in the scene. In contrast, Figure 5.5
shows two hypothetical instruments, one with high gain (i.e., it portrays a given range of
brightness values in the scene as a larger range in the image) and another with low gain
(i.e., the instrument creates an image with a narrower range of brightness values than is
observed in the scene). The gain for a sensor is usually fixed by the design of an instru-
ment, although some may have alternative settings (bigh gain or low gain) to accommo-
date varied scenes or operational conditions.

Each sensor creates responses unrelated to target brightness, that is, noise, created
in part by accumulated electronic errors from various components of the sensor. (In this
context, “noise” refers specifically to noise generated by the sensor, although the noise
that the analyst receives originates not only in the sensor but also in the atmosphere,
the interpretation process, and so on.) For effective use, instruments must be designed
so that their noise levels are small relative to the signal (brightness of the target). This is
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m Examples of sensors characterized by high and low gain. Image by Susmita Sen.



5. Digital Imagery 121

measured as the signal-to-noise ratio (S/N or SNR) (Figure 5.6). Analysts desire signals
to be large relative to noise, so the SNR should be large not only for bright targets when
the signal is large but also over the entire dynamic range of the instrument, especially at
the lower levels of sensitivity when the signal is small relative to noise. Engineers who
design sensors must balance the radiometric sensitivity of the instrument with pixel size,
dynamic range, operational altitude, and other factors to maintain acceptable SNRs.

(X) sPecTRAL SENSITIVITY

Optical sensors often use prisms and filters to separate light into spectral regions. Filters
are pieces of specialized glass that selectively pass certain wavelengths and block or absorb
those that the designer desired to exclude. The most precise (and therefore most expen-
sive) filters are manufactured by adding dyes to glass during manufacture. Less precise,
and less durable, filters are manufactured by coating the surface of glass with a film that
absorbs the desired wavelengths. Usually, filters are manufactured by firms that produce
a suite of filters, each with its own system for defining and designating filters, specifically
tailored for the needs of certain communities of customers with specialized needs.
Because of the scattering of shorter wavelengths, filters are often used when record-
ing visible radiation to screen out ultraviolet or blue light (Figure 5.7a). Such a filter
creates an image within the visible region that excludes the shorter wavelengths that can
degrade the visual quality of the image. Often it is desirable to exclude all visible radia-
tion, to create an image that is based entirely on near-infrared radiation (Figure 4.18,
right; Figure 4.20, right). A deep red filter (Figure 5.7b) blocks visible radiation but
allows infrared radiation to pass. An image recorded in the near-infrared region is quite
different from its representation in the visible spectrum (Figure 4.20). For example, liv-
ing vegetation is many times brighter in the near-infrared portion of the spectrum than
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m Signal-to-noise (S/N) ratio. At the bottom, a hypothetical scene is composed of two
cover types. The signal records this region, with only a small difference in brightness between the two
classes. Atmospheric effects, sensor error, and other factors contribute to noise, which is added to
the signal. The sensor then records a combination of signal and noise. When noise is small relative to
the signal (left: high S/N ratio), the sensor conveys the difference between the two regions. When the
signal is small relative to noise (right: low S/N ratio), the sensor cannot portray the difference in bright-
ness between the two regions. Image by Susmita Sen.
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it is in the visible portion, so vegetated areas appear bright white on the black-and-white
infrared image.

Although filters can be used in the collection of digital imagery, electronic sensors
often use diffraction gratings, considered more efficient because of their effectiveness,
small size, and light weight. Diffraction gratings are closely spaced transmitting slits cut
into a flat surface (a transmission grating) or grooves cut into a polished surface (a reflec-
tion grating). Effective transmission gratings must be accurately and consistently spaced
and must have very sharp edges. Light from a scene is passed through a collimating lens,
designed to produce a beam of parallel rays of light that is oriented to strike the diffrac-
tion grating at an angle (Figure 5.8).

Light striking a diffraction grating experiences both destructive and constructive
interference as wavefronts interact with the grating. Destructive interference causes some
wavelengths to be suppressed, whereas constructive interference causes others to be rein-
forced. Because the grating is oriented at an angle with respect to the beam of light, dif-
ferent wavelengths are diffracted at different angles, and the radiation can be separated
spectrally. This light then illuminates detectors to achieve the desired spectral sensitivity.

m Diffraction grating and colli-

mating lens. From NASA.
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Because the various filters and diffraction gratings that instruments use to define the
spectral limits (i.e., the “colors” that they record) do not define discrete limits, spectral
sensitivity varies across a specific defined interval. For example, an instrument designed
to record radiation in the green region of the spectrum will not exhibit equal sensitivity
across the green region but will exhibit greater sensitivity near the center of the region
than at the transitions to the red and blue regions on either side (Figure 5.9). Defining the
spectral sensitivity to be the extreme limits of the energy received would not be satisfac-
tory because it is clear that the energy received at the extremes is so low that the effective
sensitivity of the instrument is defined by a much narrower wavelength interval.

As a result, the spectral sensitivity of an instrument is often specified using the defi-
nition of full width, bhalf maximum (FWHM)—the spectral interval measured at the level
at which the instrument’s response reaches one-half of its maximum value (Figure 5.9).
Thus FWHM forms a definition of spectral resolution, the narrowest spectral interval
that can be resolved by an instrument. (Even though the instrument is sensitive to radia-
tion at the extreme limits, beyond the limits of FWHM, the response is so weak and
unreliable at these limits that FWHM forms a measure of functional sensitivity.) Figure
5.9 also illustrates the definition of the spectral sampling interval (known also as spectral
bandwidth), which specifies the spectral interval used to record brightness in relation to
wavelength.

(X} piciTAL DATA

Output from electronic sensors reaches the analyst as a set of numeric values. Each digital
value is recorded as a series of binary values known as bits. Each bit records an exponent
of a power of 2, with the value of the exponent determined by the position of the bit in
the sequence. As an example, consider a system designed to record 7 bits for each digital
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value. This means (for unsigned integers) that seven binary places are available to record
the brightness sensed for each band of the sensor. The seven values record, in sequence,
successive powers of 2. A “1” signifies that a specific power of 2 (determined by its posi-
tion within the sequence) is to be evoked; a “0” indicates a value of zero for that position.
Thus, the 7-bit binary number “1111111” signifies 26 + 25 + 2% + 23 + 22 + 21 + 20 = 64
+32+16+8+4+2+1=127. And “1001011” records 26 + 0° + 0% + 23 + 0% + 21 + 20
=64+0+0+8+0+2+1=75 Figure 510 shows two different examples. Eight bits
constitute a byte, intended to store a single character. Larger amounts of memory can be
indicated in terms of kilobytes (KB), 1,024 (21°) bytes; megabytes (MB), 1,048,576 (229)
bytes; and gigabytes (GB), 1,073,741,824 (239) bytes (Table 5:1).

In this manner, discrete digital values for each pixel are recorded in a form suitable
for storage on disks and for analysis. These values are popularly known as digital num-
bers (DNs), brightness values (BVs), or digital counts, in part as a means of signifying
that these values do not record true brightness (known as radiance) from the scene but
rather are scaled values that represent relative brightness within each scene. The number
of brightness values within a digital image is determined by the number of bits avail-
able. The 7-bit example given above permits a maximum range of 128 possible values
(0-127) for each pixel. A decrease to 6 bits would decrease the range of brightness values
to 64 (0-63); an increase to 8 bits would extend the range to 256 (0-255). Thus, given
a constant noise level, the number of bits minus a reserved sign bit, if used, determines
the radiometric resolution of a digital image. The number of bits available is determined
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m Digital representation of values in 7 bits.

1A= ES8SES Terminology for Computer Storage

Bit A binary digit (0 or 1)

Byte 8 bits, 1 character

Kilobyte (K or KB) 1,024 bytes (2% bytes)
Megabyte (MB) 1,048,576 bytes (220 bytes)
Gigabyte (GB) 1,073,741,824 bytes (230 bytes)

Terabyte (TB) 1,099,511,627,776 bytes (240 bytes)




5. Digital Imagery 125

by the design of the system, especially the sensitivity of the sensor and its capabilities for
recording and transmitting data (each added bit increases transmission requirements). If
we assume that transmission and storage resources are fixed, then increasing the num-
ber of bits for each pixel means that we will have fewer pixels per image and that pixels
would each represent a larger ground area. Thus, technical specifications for remote
sensing systems require trade-offs between image coverage and radiometric, spectral, and
spatial resolutions.

Radiances

The brightness of radiation reflected from the Earth’s surface is measured as bright-
ness (watts) per wavelength interval (micrometer) per angular unit (steradian) per square
meter from which it was reflected. Thus, the measured brightness is defined with respect
to wavelength (i.e., “color”), spatial area (angle), intensity (brightness), and area. Radi-
ance is a record of actual brightness, measured in physical units and represented as real
values (i.e., to include decimal fractions). Use of DN facilitates the design of instruments,
data communications, and the visual display of image data. For visual comparison of
different scenes, or analyses that examine relative brightness, use of DNs is satisfactory.
However, because a DN from one scene does not represent the same brightness as the
same DN from another scene, DNs are not comparable from scene to scene if an analysis
must examine actual scene brightness for purposes that require use of original physical
units. Such applications include comparisons of scenes of the same area acquired at dif-
ferent times, or matching adjacent scenes to make a mosaic.

For such purposes, it is necessary to convert the DNs to the original radiance or to
use reflectance (Chapters 2 and 11), which are comparable from scene to scene and from
one instrument to another. Calculation of radiance and reflectance from DNs requires
knowledge of calibration data specific to each instrument. To ensure that a given sensor
provides an accurate measure of brightness, it must be calibrated against targets of known
brightness. The sensitivities of electronic sensors tend to drift over time, so to maintain
accuracy, they must be recalibrated on a systematic schedule. Although those sensors
used in aircraft can be recalibrated periodically, those used in satellites are not available
after launch for the same kind of recalibration. Typically, such sensors are designed so
that they can observe calibration targets onboard the satellite, or they are calibrated by
viewing landscapes of uniform brightness (e.g., the moon or desert regions). Nonetheless,
calibration errors, such as those described in Chapter 11, sometimes remain.

1) pata rormATS

Digital image analysis is usually conducted using raster data structures in which each
image is treated as an array of values. Additional spectral channels form additional arrays
that register to one another. Each pixel is treated as a separate unit, which can always
be located within the image by its row and column coordinates. In most remote sensing
analysis, coordinates originate in the upper left-hand corner of an image and are referred
to as rows and columns, or as lines and pixels, to measure position down and to the right,
respectively.

Raster data structures offer advantages for manipulation of pixel values by image
processing systems, as it is easy to find and locate pixels and their values. The disad-
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vantages are usually apparent only when we need to represent not the individual pixels,
but areas of pixels, as discrete patches or regions. Then the alternative structure, vector
format, becomes more attractive. The vector format uses polygonal patches and their
boundaries as the fundamental units for analysis and manipulation. The vector format is
not appropriate for digital analysis of remotely sensed data, although sometimes we may
wish to display the results of our analysis using a vector format. Almost always, equip-
ment and software for digital processing of remotely sensed data must be tailored for a
raster format.

Digital remote sensing data are typically organized according to one of three alterna-
tive strategies for storing images. Consider an image consisting of four spectral channels,
which together can be visualized as four superimposed images, with corresponding pixels
in one band registering exactly to those in the other bands.

One of the earliest formats for digital data was band interleaved by pixel (BIP). Data
are organized in sequence values for line 1, pixel 1, band 1; then for line 1, pixel 1, band
2; then for line 1, pixel 1, band 3; and finally for line 1, pixel 1, band 4. Next are the four
bands for line 1, pixel 2, and so on (Figure 5.11). Thus, values for all four bands are writ-
ten before values for the next pixel are represented. Any given pixel, once located within
the data, is found with values for all four bands written in sequence one directly after the
other. This arrangement is advantageous for many analyses in which the brightness value
(or digital number) vector is queried or used to calculate another quantity. However, it is
an unwieldy format for image display.

The band interleaved by line (BIL) format treats each line of data as a separate unit
(Figure 5.12). In sequence, the analyst encounters line 1 for band 1, line 1 for band 2, line
1 for band 3, line 1 for band 4, line 2 for band 1, line 2 for band 2, and so on. Each line
is represented in all four bands before the next line is encountered. A common variation
on the BIL format is to group lines in sets of 3 or 7, for example, rather than to consider
each single line as the unit.

A third convention for recording remotely sensed data is the band sequential (BSQ)
format (Figure 5:13). All data for band 1 are written in sequence, followed by all data for
band 2, and so on. Each band is treated as a separate unit. For many applications, this

IMAGE UNIT STORAGE FORMAT

(pixel)

m Band interleaved by pixel format. In effect, each band is subdivided such that
data from pixels in the same location are collected from each sequential band and written to digi-
tal storage neighboring positions. Pixels from each band are intermingled as illustrated. Image by
Susmita Sen.
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m Band interleaved by line format. Lines of pixels from each band are selected and
then written to digital storage such that lines for separate bands are positioned in sequence. Lines
from each band are intermingled as illustrated. Image by Susmita Sen.

format is the most practical, as it presents data in the format that most closely resembles
the data structure used for display and analysis. However, if areas smaller than the entire
scene are to be examined, the analyst must read all four images before the subarea can
be identified and extracted.

Actual data formats used to distribute digital remote sensing data are usually varia-
tions on these basic alternatives. Exact details of data formats are specific to particular
organizations and to particular forms of data, so whenever an analyst acquires data,

IMAGE UNIT STORAGE FORMAT

(entire spectral
band)

m Band sequential format. The structure of each band is retained in digital storage;
all pixels for each band are written in their entirety before the next band is written. There is no intermin-
gling of pixels from separate bands. Image by Susmita Sen.
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he or she must make sure to acquire detailed information regarding the data format.
Although organizations attempt to standardize formats for specific kinds of data, it is
also true that data formats change as new mass storage media come into widespread use
and as user communities employ new kinds of hardware or software.

The “best” data format depends on immediate context and often on the specific
software and equipment available. If all bands for an entire image must be used, then the
BSQ and BIL formats are useful because they are convenient for reconstructing the entire
scene in all four bands. If the analyst knows beforehand the exact position on the image
of the subarea that is to be studied, then the BIP format is useful because values for all
bands are found together and it is not necessary to read through the entire data set to find
a specific region. In general, however, the analyst must be prepared to read the data in the
format in which they are received and to convert them into the format most convenient
for use at a specific laboratory.

Other formats are less common in everyday applications but are important for appli-
cations requiring use of long sequences of multispectral images. Hierarchical data format
(HDF) is a specialized data structure developed and promoted by the National Center for
Supercomputing Applications (www.ncsa.illinois.edu/enabling/software) and designed
specifically to promote effective management of scientific data. Whereas the formats dis-
cussed thus far organize data conveyed by a specific image, HDF and related structures
provide frameworks for organizing collections of images. For example, conventional data
formats become awkward when it is necessary to portray three-dimensional data struc-
tures as they might vary over time. Although such structures might typically portray
complex atmospheric data as it varies hourly, daily, seasonally, or yearly, they also lend
themselves to recording large sequences of multispectral images. HDF therefore enables
effective analysis and visualization of such large, multifaceted data structures.

A related but distinctly different format, network common data form (NetCDF),
which also provides structures tailored for handling dynamic, array-oriented data, is
specifically designed to be compatible with a wide variety of computer platforms, so that
it can facilitate sharing of data over the World Wide Web. NetCDF was designed spe-
cifically for the Unidata system (www.unidata.ucar.edu/software/netcdf), which allows
rapid transmission of meteorological data to a wide range of users.

Although HDF and NetCDF structures are unlikely to be encountered in usual
remote sensing applications, they are becoming more common in advanced applications
requiring the handling of very large sequences of images, such as those encountered in
geophysics, meteorology, and environmental modeling—applications that often include
remotely sensed data.

Data compression reduces the amount of digital data required to store or transmit
information by exploiting the redundancies within a data set. If data arrays contain val-
ues that are repeated in sequence, then compression algorithms can exploit that repetition
to reduce the size of the array, while retaining the ability to restore the array to its origi-
nal form. When the complete array is needed for analysis, then the original version can
be restored by decompression. Because remotely sensed images require large amounts of
storage and usually are characterized by modest levels of redundancies, data compression
is an important tool for effective storage and transmission of digital remote sensing data.
Compression and decompression are accomplished, for example, by executing computer
programs that receive compressed data as input and produce a decompressed version as
output.
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The compression ratio compares the size of the original image with the size of the
compressed image. A ratio of 2:1 indicates that the compressed image is one-half the
size of the original. Lossless compression techniques restore compressed data to their
exact original form; lossy techniques degrade the reconstructed image, although in some
applications the visual impact of a lossy technique may be imperceptible. For digital satel-
lite data, lossless compression techniques can achieve ratios from 1.04:1 to 1.9 to 1. For
digitized cartographic data, ratios of 24:1 using lossy techniques have been reported to
exhibit good quality.

It is beyond the scope of this discussion to describe the numerous techniques and
algorithms available for image compression. Probably the most well-kno