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About This Book

This book is part of a set of related materials about the same topic: Wireless
Networking in the Developing World. The WNDW project includes:
« Printed books, available on demand

- Several translations, including French, Spanish, Portuguese, ltalian, Arabic,
and others

- A DRM-free PDF and HTML version of the book

An archived mailing list for discussion of the concepts and techniques
described in the book

- Additional case studies, training course material, and related information
For all of this material and more, see our website at http://wndw.net/

The book and PDF file are published under a Creative Commons Attribution-
ShareAlike 3.0 license. This allows anyone to make copies, and even sell them
for a profit, as long as proper attribution is given to the authors and any deriva-
tive works are made available under the same terms. Any copies or derivative
works must include a prominent link to our website, http://wndw.net/.
See http://creativecommons.org/licenses/by-sa/3.0/ for more information about
these terms. Printed copies may be ordered from Lulu.com, a print-on-demand
service. Consult the website (http://wndw.net/) for details on ordering a printed
copy. The PDF will be updated periodically, and ordering from the print-on-
demand service ensures that you will always receive the latest revision.

The website will include additional case studies, currently available equip-
ment, and more external website references. Volunteers and ideas are wel-
come. Please join the mailing list and send ideas.

The training course material was written for courses given by the Associa-
tion for Progressive Communications and the Abdus Salam International
Center for Theoretical Physics. See http://www.apc.org/wireless/ and
http://wireless.ictp.trieste.it/ for more details on those courses and their
material. Additional information was provided by the International Network
for the Availability of Scientific Publications, http://www.inasp.info/. Some
of this material has been incorporated directly into this book. Additional ma-
terial was adapted from How To Accelerate Your Internet, http://bwmo.net/.
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Where to Begin

This book was created by a team of individuals who each, in their own field,
are actively participating in the ever-expanding Internet by pushing its reach
farther than ever before. The massive popularity of wireless networking has
caused equipment costs to continually plummet, while equipment capabilities
continue to sharply increase. We believe that by taking advantage of this
state of affairs, people can finally begin to have a stake in building their own
communications infrastructure. We hope to not only convince you that this is
possible, but also show how we have done it, and to give you the information
and tools you need to start a network project in your local community.

Wireless infrastructure can be built for very little cost compared to traditional
wired alternatives. But building wireless networks is only partly about saving
money. By providing people in your local community with cheaper and easier
access to information, they will directly benefit from what the Internet has to
offer. The time and effort saved by having access to the global network of
information translates into wealth on a local scale, as more work can be done
in less time and with less effort.

Likewise, the network becomes all the more valuable as more people are
connected to it. Communities connected to the Internet at high speed have a
voice in a global marketplace, where transactions happen around the world
at the speed of light. People all over the world are finding that Internet ac-
cess gives them a voice to discuss their problems, politics, and whatever
else is important to their lives, in a way that the telephone and television sim-
ply cannot compete with. What has until recently sounded like science fiction
is now becoming a reality, and that reality is being built on wireless networks.
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But even without access to the Internet, wireless community networks have
tremendous value. They allow people to collaborate on projects across wide
distances. Voice communications, email, and other data can be exchanged
for very little cost. By getting local people involved in the construction of the
network, knowledge and trust are spread throughout the community, and
people begin to understand the importance of having a share in their com-
munications infrastructure. Ultimately, they realize that communication net-
works are built to allow people to connect with each other.

In this book we will focus on wireless data networking technologies in the
802.11 family. While such a network can carry data, voice, and video (as
well as traditional web and Internet traffic), the networks described in this
book are data networks. We specifically do not cover GSM, CDMA, or other
wireless voice technologies, since the cost of deploying these technologies is
well beyond the reach of most community projects.

Purpose of this book

The overall goal of this book is to help you build affordable communication
technology in your local community by making best use of whatever re-
sources are available. Using inexpensive off-the-shelf equipment, you can
build high speed data networks that connect remote areas together, provide
broadband network access in areas that even dialup does not exist, and ulti-
mately connect you and your neighbors to the global Internet. By using local
sources for materials and fabricating parts yourself, you can build reliable
network links with very little budget. And by working with your local commu-
nity, you can build a telecommunications infrastructure that benefits everyone
who participates in it.

This book is not a guide to configuring a radio card in your laptop or choosing
consumer grade gear for your home network. The emphasis is on building
infrastructure links intended to be used as the backbone for wide area wire-
less networks. With that goal in mind, information is presented from many
points of view, including technical, social, and financial factors. The exten-
sive collection of case studies present various groups’ attempts at building
these networks, the resources that were committed to them, and the ultimate
results of these attempts.

Since the first spark gap experiments at the turn of the last century, wireless has
been a rapidly evolving area of communications technology. While we provide
specific examples of how to build working high speed data links, the techniques
described in this book are not intended to replace existing wired infrastructure
(such as telephone systems or fiber optic backbone). Rather, these tech-
niques are intended to augment existing systems, and provide connectivity in
areas where running fiber or other physical cable would be impractical.
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We hope you find this book useful for solving your communication challenges.

Fitting wireless into your existing network

If you are a network administrator, you may wonder how wireless might fit
into your existing network infrastructure. Wireless can serve in many capaci-
ties, from a simple extension (like a several kilometer Ethernet cable) to a
distribution point (like a large hub). Here just a few examples of how your
network can benefit from wireless technology.

10+ Km wireless link
University — |==—=—=—=—=———————| Remote office

Wireless
client
. . -
Firewall  |— Access point F\
~ -~
\ = ~ ~ .
\ ~( Wireless
\ client

Wireless
client

Campus
network

Wireless
mesh node

Wireless
mesh node

Wireless networking protocols

Figure 1.1: Some wireless networking examples.

The primary technology used for building low-cost wireless networks is cur-
rently the 802.11 family of protocols, also known in many circles as Wi-Fi.
The 802.11 family of radio protocols (802.11a, 802.11b, and 802.11g) have
enjoyed an incredible popularity in the United States and Europe. By imple-
menting a common set of protocols, manufacturers world wide have built
highly interoperable equipment. This decision has proven to be a significant
boon to the industry and the consumer. Consumers are able to use equip-
ment that implements 802.11 without fear of “vendor lock-in”. As a result,
consumers are able to purchase low-cost equipment at a volume which has
benefitted manufacturers. If manufacturers had chosen to implement their
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own proprietary protocols, it is unlikely that wireless networking would be as
inexpensive and ubiquitous as it is today.

While new protocols such as 802.16 (also known as WiMax) will likely solve
some difficult problems currently observed with 802.11, they have a long way
to go to match the popularity and price point of 802.11 equipment. As
equipment that supports WiMax is just becoming available at the time of this
writing, we will focus primarily on the 802.11 family.

There are many protocols in the 802.11 family, and not all are directly related
to the radio protocol itself. The three wireless standards currently imple-
mented in most readily available gear are:

- 802.11b. Ratified by the IEEE on September 16, 1999, 802.11b is proba-
bly the most popular wireless networking protocol in use today. Millions of
devices supporting it have shipped since 1999. It uses a modulation called
Direct Sequence Spread Spectrum (DSSS) in a portion of the ISM band
from 2.400 to 2.495 GHz. It has a maximum rate of 11 Mbps, with actual
usable data speeds up to about 5 Mbps.

- 802.11g. As it wasn't finalized until June 2003, 802.11g is a relative late-
comer to the wireless marketplace. Despite the late start, 802.11g is now
the de facto standard wireless networking protocol as it now ships as a
standard feature on virtually all laptops and most handheld devices.
802.11g uses the same ISM range as 802.11b, but uses a modulation
scheme called Orthogonal Frequency Division Multiplexing (OFDM). It
has a maximum data rate of 54 Mbps (with usable throughput of about
22 Mbps), and can fall back to 11 Mbps DSSS or slower for backwards
compatibility with the hugely popular 802.11b.

- 802.11a. Also ratified by the IEEE on September 16, 1999, 802.11a uses
OFDM. It has a maximum data rate of 54 Mbps, with actual throughput of
up to 27 Mbps. 802.11a operates in the ISM band between 5.745 and
5.805 GHz, and in a portion of the UNIlI band between 5.150 and
5.320 GHz. This makes it incompatible with 802.11b or 802.11g, and the
higher frequency means shorter range compared to 802.11b/g at the same
power. While this portion of the spectrum is relatively unused compared to
2.4 GHz, it is unfortunately only legal for use in a few parts of the world.
Check with your local authorities before using 802.11a equipment, particu-
larly in outdoor applications. 802.11a equipment is still quite inexpensive,
but is not nearly as popular as 802.11b/g.

In addition to the above standards, there are a number of vendor-specific exten-
sions to equipment, touting higher speeds, stronger encryption, and increased
range. Unfortunately these extensions will not operate between equipment from
different manufacturers, and purchasing them will effectively lock you into that
vendor for every part of your network. New equipment and standards (such as
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802.11y, 802.11n, 802.16, MIMO and WiMAX) promise significant increases
in speed and reliability, but this equipment is just starting to ship at the time
of this writing, and availability and vendor interoperability is still uncertain.

Due to the ubiquity of equipment and unlicensed nature of the 2.4 GHz ISM band,
this book will concentrate on building networks using 802.11b and 802.11g.

Question & Answer

If you are new to wireless networking, you likely have a number of questions
about what the technology can do and what it will cost. Here are some com-
monly asked questions, with answers and suggestions on the listed page.

Power

« How can | supply power to my radio equipment, if there is no grid power
available? Page 211

- Do | need to run a power cable all the way up the tower? Page 250

- How can | use solar panel to power my wireless node while keeping it on-
line overnight? Page 217

- How long will my access point run on a battery? Page 238

- Can | use a wind generator to power my equipment at night? Page 212

Management

« How much bandwidth will | need to purchase for my users? Page 65

« How can | monitor and manage remote access points from my office?
Page 174

« What do | do when the network breaks? Page 174, 267
« What are the most common problems encountered on wireless networks,
and how do | fix them? Page 267

Distance

- How good is the range of my access point? Page 67

- Is there any formula | can use to know how far | can go with a given access
point? Page 67

- How can | know if a remote place can be connected to Internet using a
wireless link? Page 67

- Is there any software that can help me estimate the feasibility of a long
distance wireless link? Page 74
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The manufacturer says my access point has a range of 300 meters. Is that
true? Page 67

How can | provide wireless connectivity to many remote clients, spread all
around the city? Page 53

Is it true that | can reach a much greater distance adding a tin can or alu-
minum foil to my AP's antenna? Page 116

Can | use wireless to connect to a remote site and share a single central
Internet connection? Page 51

My wireless link looks like it will be too long to work well. Can | use a
repeater in the middle to make it better? Page 77

Should | use an amplifier instead? Page 115

Installation

How can | install my indoor AP on the top of a mast on my roof? Page 249

Is it really useful to add a lightning protector and proper grounding to my
antenna mast, or can | go without them? Page 263

Can | build an antenna mast by myself? How high can 1 go? Page 251

Why does my antenna work much better when | mount it “sideways”?
Page 13

Which channel should | use? Page 15

Will radio waves travel through buildings and trees? What about people?
Page 16

Will radio waves travel through a hill that is in the way? Page 17
How do | build a mesh network? Page 56

What kind of antenna is the best one for my network? Page 102
Can | build an access point using a recycled PC? Page 143

How can | install Linux on my AP? Why should | do so? Page 152

Money

How can | know if a wireless link is achievable with a limited amount of
money? Page 281

Which is the best AP with the lowest price? Page 137

How can | track and bill customers for using my wireless network?
Page 165, 190
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Partners and Customers

- If I am supplying connectivity, do | still need service from an ISP? Why?
Page 27

« How many customers do | need to cover my costs? Page 287
« How many customers will my wireless network support? Page 65
« How do | make my wireless network go faster? Page 79

« Is my Internet connection as fast as it can be? Page 90

Security

- How can | protect my wireless network from unauthorized access? Page 157

- Is it true that a wireless network is always insecure and open to attacks by
hackers? Page 160

- Is it true that the use of open source software makes my network less se-
cure? Page 167

« How can | see what is happening on my network? Page 174

Information and Licensing

« What other books should | read to improve my wireless networking skills?
Page 355

« Where can | find more information online? Page 349, http://wndw.net/

« Can | use parts of this book for my own teaching? Can | print and sell cop-
ies of this book? Yes. See About This Book for more details.
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A Practical Introduction to
Radio Physics

Wireless communications make use of electromagnetic waves to send sig-
nals across long distances. From a user’s perspective, wireless connections
are not particularly different from any other network connection: your web
browser, email, and other applications all work as you would expect. But
radio waves have some unexpected properties compared to Ethernet cable.
For example, it's very easy to see the path that an Ethernet cable takes: lo-
cate the plug sticking out of your computer, follow the cable to the other end,
and you’ve found it! You can also be confident that running many Ethernet
cables alongside each other won’t cause problems, since the cables effec-
tively keep their signals contained within the wire itself.

But how do you know where the waves emanating from your wireless card
are going? What happens when these waves bounce off of objects in the
room or other buildings in an outdoor link? How can several wireless cards
be used in the same area without interfering with each other?

In order to build stable high-speed wireless links, it is important to understand
how radio waves behave in the real world.

What is a wave?

We are all familiar with vibrations or oscillations in various forms: a pendu-
lum, a tree swaying in the wind, the string of a guitar - these are all examples
of oscillations.
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What they have in common is that something, some medium or object, is
swinging in a periodic manner, with a certain number of cycles per unit of
time. This kind of wave is sometimes called a mechanical wave, since it is
defined by the motion of an object or its propagating medium.

When such oscillations travel (that is, when the swinging does not stay
bound to one place) then we speak of waves propagating in space. For ex-
ample, a singer singing creates periodic oscillations in his or her vocal cords.
These oscillations periodically compress and decompress the air, and this
periodic change of air pressure then leaves the singers mouth and travels, at
the speed of sound. A stone plunging into a lake causes a disturbance, which
then travels across the lake as a wave.

A wave has a certain speed, frequency, and wavelength. These are con-
nected by a simple relation:

Speed = Frequency * Wavelength

The wavelength (sometimes referred to as lambda, A) is the distance meas-
ured from a point on one wave to the equivalent part of the next, for example
from the top of one peak to the next. The frequency is the number of whole
waves that pass a fixed point in a period of time. Speed is measured in
meters/second, frequency is measured in cycles per second (or Hertz, ab-
breviated Hz), and wavelength is measured in meters.

For example, if a wave on water travels at one meter per second, and it oscil-
lates five times per second, then each wave will be twenty centimeters long:

1 meter/second = 5 cycles/second * W
W=1/5 meters
W= 0.2 meters = 20 cm

Waves also have a property called amplitude. This is the distance from the
center of the wave to the extreme of one of its peaks, and can be thought of
as the “height” of a water wave. The relationship between frequency, wave-
length, and amplitude are shown in Figure 2.1.

Waves in water are easy to visualize. Simply drop a stone into the lake and
you can see the waves as they move across the water over time. In the case
of electromagnetic waves, the part that might be hardest to understand is:
“What is it that is oscillating?”

In order to understand that, you need to understand electromagnetic forces.
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time: 1 second

wavelength (\)

amplitude

SN S W .
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Figure 2.1: Wavelength, amplitude, and frequency. For this wave, the frequency is 2
cycles per second, or 2 Hz.

Electromagnetic forces

Electromagnetic forces are the forces between electrical charges and cur-
rents. Our most direct access to those is when our hand touches a door
handle after walking on synthetic carpet, or brushing up against an electrical
fence. A more powerful example of electromagnetic forces is the lightning we
see during thunderstorms. The electrical force is the force between electri-
cal charges. The magnetic force is the force between electrical currents.

Electrons are particles that carry a negative electrical charge. There are
other particles too, but electrons are responsible for most of what we need to
know about how radio behaves.

Let us look at what is happening in a piece of straight wire, in which we push
the electrons from one and to the other and back, periodically. At one mo-
ment, the top of the wire is negatively charged - all the negative electrons are
gathered there. This creates an electric field from plus to minus along the
wire. The next moment, the electrons have all been driven to the other side,
and the electric field points the other way. As this happens again and again,
the electric field vectors (arrows from plus to minus) are leaving the wire, so
to speak, and are radiated out into the space around the wire.

What we have just described is known as a dipole (because of the two poles,
plus and minus), or more commonly a dipole antenna. This is the simplest
form of omnidirectional antenna. The motion of the electric field is commonly
referred to as an electromagnetic wave.

Let us come back to the relation:

Speed = Frequency * Wavelength
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In the case of electromagnetic waves, the speed is ¢, the speed of light.

c = 300,000 km/s = 300,000,000 m/s = 3*10% m/s
c=°f*A

Electromagnetic waves differ from mechanical waves in that they require no
medium in which to propagate. Electromagnetic waves will even propagate
through the vacuum of space.

Powers of ten

In physics, math, and engineering, we often express numbers by powers of
ten. We will meet these terms again, e.g. in Giga-Hertz (GHz), Centi-meters
(cm), Micro-seconds (ps), and so on.

Powers of Ten
Nano- 10° 1/1000000000 n
Micro- 106 1/1000000 u
Milli- 103 1/1000 m
Centi- 102 1/100 c
Kilo- 103 1000 k
Mega- 106 1 000 000 M
Giga- 109 1 000 000 000 G

Knowing the speed of light, we can calculate the wavelength for a given fre-
quency. Let us take the example of the frequency of 802.11b wireless net-
working, which is

f = 2.4 GHz
= 2,400,000,000 cycles / second
wavelength lambda (A) = c / f
= 3*10% / 2.4*10°
= 1.25*101 m
= 12.5 cm

Frequency and wavelength determine most of an electromagnetic wave’s be-
havior, from antennas that we build to objects that are in the way of the networks
we intend to run. They are responsible for many of the differences between dif-
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ferent standards we might be choosing. Therefore, an understanding of the basic
ideas of frequency and wavelength helps a lot in practical wireless work.

Polarization

Another important quality of electromagnetic waves is polarization. Polari-
zation describes the direction of the electrical field vector.

If you imagine a vertically aligned dipole antenna (the straight piece of wire),
electrons only move up and down, not sideways (because there is no room
to move) and thus electrical fields only ever point up or down, vertically. The
field leaving the wire and traveling as a wave has a strict linear (and in this
case, vertical) polarization. If we put the antenna flat on the ground, we
would find horizontal linear polarization.

\/

direction of propagation

electric field

magnetic field

Figure 2.2: Electric field and complementary magnetic field components of an elec-
tromagnetic wave. Polarization describes the orientation of the electric field.

Linear polarization is just one special case, and is never quite so perfect: in gen-
eral, we will always have some component of the field pointing other directions
too. The most general case is elliptic polarization, with the extremes of linear
(only one direction) and circular polarizations (both directions at equal strength).

As one can imagine, polarization becomes important when aligning anten-
nas. If you ignore polarization, you might have very little signal even though
you have the strongest antennas. We call this polarization mismatch.

The electromagnetic spectrum

Electromagnetic waves span a wide range of frequencies (and, accordingly,
wavelengths). This range of frequencies and wavelengths is called the elec-
tromagnetic spectrum. The part of the spectrum most familiar to humans is
probably light, the visible portion of the electromagnetic spectrum. Light lies
roughly between the frequencies of 7.5*10'* Hz and 3.8*10'4 Hz, correspond-
ing to wavelengths from circa 400 nm (violet/blue) to 800 nm (red).
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We are also regularly exposed to other regions of the electromagnetic spec-
trum, including Alternating Current (AC) or grid electricity at 50/60 Hz, Ul-
traviolet (on the higher frequencies side of visible light), Infrared (on the lower
frequencies side of visible light), X-Rays / Roentgen radiation, and many oth-
ers. Radio is the term used for the portion of the electromagnetic spectrum
in which waves can be generated by applying alternating current to an an-
tenna. This is true for the range from 3 Hz to 300 GHz, but in the more nar-
row sense of the term, the upper frequency limit would be 1 GHz.

When talking about radio, many people think of FM radio, which uses a fre-
quency around 100 MHz. In between radio and infrared we find the region of
microwaves - with frequencies from about 1 GHz to 300 GHz, and wave-
lengths from 30 cm to 1 mm.

The most popular use of microwaves might be the microwave oven, which in
fact works in exactly the same region as the wireless standards we are deal-
ing with. These regions lie within the bands that are being kept open for gen-
eral unlicensed use. This region is called the ISM band, which stands for
Industrial, Scientific, and Medical. Most other parts of the electromagnetic
spectrum are tightly controlled by licensing legislation, with license values
being a huge economic factor. This goes especially for those parts of the
spectrum that are suitable for broadcast (TV, radio) as well as voice and data
communication. In most countries, the ISM bands have been reserved for
unlicensed use.

Approximate frequency in Hz
104 106 108 100 102 101 10 1018 1020 1022 1024

microwave visible light X rays
> -~ -~ >

radio infrared ultraviolet gamma rays

104 102 100 102 104 106 108 1070 1072 104 1076

Approximate wavelength in meters
Figure 2.3: The electromagnetic spectrum.

The frequencies most interesting to us are 2.400 - 2.495 GHz, which is used
by the 802.11b and 802.11g radio standards (corresponding to wavelengths
of about 12.5 cm). Other commonly available equipment uses the 802.11a
standard, which operates at 5.150 - 5.850 GHz (corresponding to wave-
lengths of about 5 to 6 cm).
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Bandwidth

A term you will meet often in radio physics is bandwidth. Bandwidth is sim-
ply a measure of frequency range. If a range of 2.40 GHz to 2.48 GHz is
used by a device, then the bandwidth would be 0.08 GHz (or more commonly
stated as 80MHz).

It is easy to see that the bandwidth we define here is closely related to the
amount of data you can transmit within it - the more room in frequency
space, the more data you can fit in at a given moment. The term bandwidth is
often used for something we should rather call a data rate, as in “my Internet
connection has 1 Mbps of bandwidth”, meaning it can transmit data at 1
megabit per second.

Frequencies and channels

Let us look a bit closer at how the 2.4GHz band is used in 802.11b. The
spectrum is divided into evenly sized pieces distributed over the band as in-
dividual channels. Note that channels are 22MHz wide, but are only sepa-
rated by 5MHz. This means that adjacent channels overlap, and can inter-
fere with each other. This is represented visually in Figure 2.4.

1 2 3 4 5 6 7 8 9 10 n 12 13 14 Channel
2.412 2.417 2.422 2.427 2.432 2.437 2.442 2.447 2.452 2.457 2.462 2.467 2.472 2.484 Center Frequency

22 MHz

Figure 2.4: Channels and center frequencies for 802.11b. Note that channels 1, 6,
and 11 do not overlap.

For a complete list of channels and their center frequencies for 802.11b/g
and 802.11a, see Appendix B.

Behavior of radio waves

There are a few simple rules of thumb that can prove extremely useful when
making first plans for a wireless network:

« The longer the wavelength, the further it goes

- The longer the wavelength, the better it travels through and around things

« The shorter the wavelength, the more data it can transport
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All of these rules, simplified as they may be, are rather easy to understand by
example.

Longer waves travel further

Assuming equal power levels, waves with longer wavelengths tend to travel
further than waves with shorter wavelengths. This effect is often seen in FM
radio, when comparing the range of an FM transmitter at 88MHz to the range
at 108MHz. Lower frequency transmitters tend to reach much greater dis-
tances than high frequency transmitters at the same power.

Longer waves pass around obstacles

A wave on water which is 5 meters long will not be stopped by a 5 mm piece
of wood sticking out of the water. If instead the piece of wood were 50 me-
ters big (e.g. a ship), it would be well in the way of the wave. The distance a
wave can travel depends on the relationship between the wavelength of the
wave and the size of obstacles in its path of propagation.

It is harder to visualize waves moving “through” solid objects, but this is the
case with electromagnetic waves. Longer wavelength (and therefore lower
frequency) waves tend to penetrate objects better than shorter wavelength
(and therefore higher frequency) waves. For example, FM radio (88-
108MHz) can travel through buildings and other obstacles easily, while
shorter waves (such as GSM phones operating at 900MHz or 1800MHz)
have a harder time penetrating buildings. This effect is partly due to the dif-
ference in power levels used for FM radio and GSM, but is also partly due to
the shorter wavelength of GSM signals.

Shorter waves can carry more data

The faster the wave swings or beats, the more information it can carry -
every beat or cycle could for example be used to transport a digital bit, a '0'
ora'l',a'yes'ora'no'.

There is another principle that can be applied to all kinds of waves, and
which is extremely useful for understanding radio wave propagation. This
principle is known as the Huygens Principle, named after Christiaan Huy-
gens, Dutch mathematician, physicist and astronomer 1629 - 1695.

Imagine you are taking a little stick and dipping it vertically into a still lake's
surface, causing the water to swing and dance. Waves will leave the center
of the stick - the place where you dip in - in circles. Now, wherever water par-
ticles are swinging and dancing, they will cause their neighbor particles to do
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the same: from every point of disturbance, a new circular wave will start. This
is, in simple form, the Huygens principle. In the words of wikipedia.org:

“The Huygens' principle is a method of analysis applied to problems of
wave propagation in the far field limit. It recognizes that each point of an
advancing wave front is in fact the center of a fresh disturbance and the
source of a new train of waves; and that the advancing wave as a whole
may be regarded as the sum of all the secondary waves arising from
points in the medium already traversed. This view of wave propagation
helps better understand a variety of wave phenomena, such as diffrac-
tion.”

This principle holds true for radio waves as well as waves on water, for sound
as well as light - only for light the wavelength is far too short for human be-
ings to actually see the effects directly.

This principle will help us to understand diffraction as well as Fresnel zones,
the need for line of sight as well as the fact that sometimes we seem to be
able to go around corners, with no line of sight.

Let us now look into what happens to electromagnetic waves as they travel.

Absorption

When electromagnetic waves go through 'something' (some material), they
generally get weakened or dampened. How much they lose in power will de-
pend on their frequency and of course the material. Clear window glass is
obviously transparent for light, while the glass used in sunglasses filter out
quite a share of the light intensity and also the ultraviolet radiation.

Often, an absorption coefficient is used to describe a material’s impact on
radiation. For microwaves, the two main absorbent materials are:

« Metal. Electrons can move freely in metals, and are readily able to swing
and thus absorb the energy of a passing wave.

- Water. Microwaves cause water molecules to jostle around, thus taking
away some of the wave’s energy’.

For the purpose of practical wireless networking, we may well consider metal
and water perfect absorbers: we will not be able to go through them (al-

1. Acommonly held myth is that water “resonates” at 2.4 GHz, which is why that frequency is
used in microwave ovens. Actually, water doesn’t appear to have any particular “resonant” fre-
quency. Water spins and jostles around near radio, and will heat when in the presence of high
power radio waves at just about any frequency. 2.4 GHz is an unlicensed ISM frequency, and so
was a good political choice for use in microwave ovens.
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though thin layers of water will let some power pass). They are to microwave
what a brick wall is to light. When talking about water, we have to remember
that it comes in different forms: rain, fog and mist, low clouds and so forth all
will be in the way of radio links. They have a strong influence, and in many
circumstances a change in weather can bring a radio link down.

There are other materials that have a more complex effect on radio absorp-
tion. For trees and wood, the amount of absorption depends on how much
water they contain. Old dead dry wood is more or less transparent, wet fresh
wood will absorb a lot.

Plastics and similar materials generally do not absorb a lot of radio energy-
but this varies depending on the frequency and type of material. Before you
build a component from plastic (e.g. weather protection for a radio device
and its antennas), it is always a good idea to measure and verify that the ma-
terial does not absorb radio energy around 2.4 GHz. One simple method of
measuring the absorption of plastic at 2.4 GHz is to put a sample in a micro-
wave oven for a couple of minutes. If the plastic heats up, then it absorbs
radio energy and should not be used for weatherproofing.

Lastly, let us talk about ourselves: humans (as well as other animals) are
largely made out of water. As far as radio networking is concerned, we may
well be described as big bags of water, with the same strong absorption. Ori-
enting an office access point in such a way that its signal must pass through
many people is a key mistake when building office networks. The same goes
for hotspots, cafe installations, libraries, and outdoor installations.

Reflection

Just like visible light, radio waves are reflected when they come in contact
with materials that are suited for that: for radio waves, the main sources of
reflection are metal and water surfaces. The rules for reflection are quite
simple: the angle at which a wave hits a surface is the same angle at which it
gets deflected. Note that in the eyes of a radio wave, a dense grid of bars
acts just the same as a solid surface, as long as the distance between bars is
small compared to the wavelength. At 2.4 GHz, a one cm metal grid will act
much the same as a metal plate.

Although the rules of reflection are quite simple, things can become very
complicated when you imagine an office interior with many many small metal
objects of various complicated shapes. The same goes for urban situations:
look around you in city environment and try to spot all of the metal objects.
This explains why multipath effects (i.e. signal reaching their target along
different paths, and therefore at different times) play such an important role in
wireless networking. Water surfaces, with waves and ripples changing all the
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time, effectively make for a very complicated reflection object which is more
or less impossible to calculate and predict precisely.

<+

Figure 2.5: Reflection of radio waves. The angle of incidence is always equal to the
angle of reflection. A parabolic uses this effect to concentrate radio waves spread
out over its surface in a common direction.

We should also add that polarization has an impact: waves of different po-
larization in general will be reflected differently.

We use reflection to our advantage in antenna building: e.g. we put huge pa-
rabolas behind our radio transmitter/receiver to collect and bundle the radio
signal into a fine point.

Diffraction

Diffraction is the apparent bending of waves when hitting an object. It is the
effect of “waves going around corners”.

Imagine a wave on water traveling in a straight wave front, just like a wave
that we see rolling onto an ocean beach. Now we put a solid barrier, say a
wooden solid fence, in its way to block it. We cut a narrow slit opening into
that wall, like a small door. From this opening, a circular wave will start, and it
will of course reach points that are not in a direct line behind this opening, but
also on either side of it. If you look at this wavefront - and it might just as well
be an electromagnetic wave - as a beam (a straight line), it would be hard to
explain how it can reach points that should be hidden by a barrier. When
modeled as a wavefront, the phenomenon makes sense.
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Straight wave front

Figure 2.6: Diffraction through a narrow slit.

The Huygens Principle provides one model for understanding this behavior.
Imagine that at any given instant, every point on a wavefront can be consid-
ered the starting point for a spherical “wavelet”. This idea was later extended
by Fresnel, and whether it adequately describes the phenomenon is still a
matter of debate. But for our purposes, the Huygens model describes the
effect quite well.

Potential spherical wavelets

Figure 2.7: The Huygens Principle.

Through means of the effect of diffraction, waves will “bend” around corners
or through an opening in a barrier. The wavelengths of visible light are far too
small for humans to observe this effect directly. Microwaves, with a wave-
length of several centimeters, will show the effects of diffraction when waves
hit walls, mountain peaks, and other obstacles. It seems as if the obstruction
causes the wave to change its direction and go around corners.
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Figure 2.8: Diffraction over a mountain top.

Note that diffraction comes at the cost of power: the energy of the diffracted
wave is significantly less than that of the wavefront that caused it. But in
some very specific applications, you can take advantage of the diffraction
effect to circumvent obstacles.

Interference

When working with waves, one plus one does not necessarily equal two. It
can also result in zero.

Figure 2.9: Constructive and destructive interference.

This is easy to understand when you draw two sine waves and add up the
amplitudes. When peak hits peak, you will have maximum results (1 + 1 = 2).
This is called constructive interference. When peak hits valley, you will
have complete annihilation ((1 + (-)1 = 0) - destructive interference.

You can actually try this with waves on water and two little sticks to create
circular waves - you will see that where two waves cross, there will be areas
of higher wave peaks and others that remain almost flat and calm.
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In order for whole trains of waves to add up or cancel each other out per-
fectly, they would have to have the exact same wavelength and a fixed phase
relation, this means fixed positions from the peaks of the one wave to the
other's.

In wireless technology, the word Interference is typically used in a wider
sense, for disturbance through other RF sources, e.g. neighboring channels.
So, when wireless networkers talk about interference they typically talk about
all kinds of disturbance by other networks, and other sources of microwave.
Interference is one of the main sources of difficulty in building wireless links,
especially in urban environments or closed spaces (such as a conference
space) where many networks may compete for use of the spectrum.

Whenever waves of equal amplitude and opposite phase cross paths, the
wave is annihilated and no signal can be received. The much more common
case is that waves will combine to form a completely garbled waveform that
cannot be effectively used for communication. The modulation techniques
and use of multiple channels help to deal with the problem of interference,
but does not completely eliminate it.

Line of sight

The term line of sight, often abbreviated as LOS, is quite easy to under-
stand when talking about visible light: if we can see a point B from point A
where we are, we have line of sight. Simply draw a line from A to B, and if
nothing is in the way, we have line of sight.

Things get a bit more complicated when we are dealing with microwaves.
Remember that most propagation characteristics of electromagnetic waves
scale with their wavelength. This is also the case for the widening of waves
as they travel. Light has a wavelength of about 0.5 micrometers, microwaves
as used in wireless networking have a wavelength of a few centimeters.
Consequently, their beams are a lot wider - they need more space, so to
speak.

Note that visible light beams widen just the same, and if you let them travel
long enough, you can see the results despite of their short wavelength. When
pointing a well focussed laser at the moon, its beam will widen to well over
100 meters in radius by the time it reaches the surface. You can see this
effect for yourself using an inexpensive laser pointer and a pair of binoculars
on a clear night. Rather than pointing at the moon, point at a distant moun-
tain or unoccupied structure (such as a water tower). The radius of your
beam will increase as the distance increases.
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The line of sight that we need in order to have an optimal wireless connection
from A to B is more than just a thin line - its shape is more like that of a cigar,
an ellipse. Its width can be described by the concept of Fresnel zones.

Understanding the Fresnel zone

The exact theory of Fresnel (pronounced “Fray-nell”) zones is quite compli-
cated. However, the concept is quite easy to understand: we know from the
Huygens principle that at each point of a wavefront new circular waves start,
We know that microwave beams widen as they leave the antenna. We know
that waves of one frequency can interfere with each other. Fresnel zone the-
ory simply looks at a line from A to B, and then at the space around that line
that contributes to what is arriving at point B. Some waves travel directly from
A to B, while others travel on paths off axis. Consequently, their path is
longer, introducing a phase shift between the direct and indirect beam.
Whenever the phase shift is one full wavelength, you get constructive inter-
ference: the signals add up optimally. Taking this approach and calculating
accordingly, you find there are ring zones around the direct line A to B which
contribute to the signal arriving at point B.

_ Fresnel radius

| | | Partial obstruction | | |

Figure 2.10: The Fresnel zone is partially blocked on this link, although the visual line
of sight appears clear.

Note that there are many possible Fresnel zones, but we are chiefly con-
cerned with zone 1. If this area were partially blocked by an obstruction, e.g.
a tree or a building, the signal arriving at the far end would be diminished.
When building wireless links, we therefore need to be sure that these zones
be kept free of obstructions. Of course, nothing is ever perfect, so usually in
wireless networking we check that about 60 percent of the radius of the first
Fresnel zone should be kept free.

Here is one formula for calculating the first Fresnel zone:
r=17.31 * sqrt((dl*d2)/(f*d))
...where r is the radius of the zone in meters, d1 and d2 are distances from

the obstacle to the link end points in meters, d is the total link distance in
meters, and f is the frequency in MHz. Note that this gives you the radius
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of the zone, not the height above ground. To calculate the height above
ground, you need to subtract the result from a line drawn directly between
the tops of the two towers.

For example, let’s calculate the size of the first Fresnel zone in the middle of
a 2km link, transmitting at 2.437 GHz (802.11b channel 6):

r
r
r

17.31 sqrt((1000 * 1000) / (2437 * 2000))
17.31 sqrt (1000000 / 4874000)
7.84 meters

Assuming both of our towers were ten meters tall, the first Fresnel zone
would pass just 2.16 meters above ground level in the middle of the link. But
how tall could a structure at that point be to clear 60% of the first zone?

r
r
r

0.6 * 17.31 sqrt((1000 * 1000) / (2437 * 2000))
0.6 * 17.31 sqrt (600000 / 4874000)
4.70 meters

Subtracting the result from 10 meters, we can see that a structure 5.3 meters
tall at the center of the link would block up to 40% of the first Fresnel zone.
This is normally acceptable, but to improve the situation we would need to
position our antennas higher up, or change the direction of the link to avoid
the obstacle.

Power

Any electromagnetic wave carries energy - we can feel that when we enjoy
(or suffer from) the warmth of the sun. The amount of energy received in a
certain amount of time is called power. The power P is of key importance for
making wireless links work: you need a certain minimum power in order for a
receiver to make sense of the signal.

We will come back to details of transmission power, losses, gains and radio
sensitivity in Chapter 3. Here we will briefly discuss how the power P is de-
fined and measured.

The electric field is measured in V/m (potential difference per meter), the
power contained within it is proportional to the square of the electric field

P ~ E2

Practically, we measure the power by means of some form of receiver, e.g.
an antenna and a voltmeter, power meter, oscilloscope, or even a radio card
and laptop. Looking at the signal’s power directly means looking at the
square of the signal in Volts.
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Calculating with dB

By far the most important technique when calculating power is calculating
with decibels (dB). There is no new physics hidden in this - it is just a con-
venient method which makes calculations a lot simpler.

The decibel is a dimensionless unit?, that is, it defines a relationship between
two measurements of power. It is defined by:

dB = 10 * Log (P1 / PO)

where P1 and PO can be whatever two values you want to compare. Typi-
cally, in our case, this will be some amount of power.

Why are decibels so handy to use? Many phenomena in nature happen to
behave in a way we call exponential. For example, the human ear senses a
sound to be twice as loud as another one if it has ten times the physical signal.

Another example, quite close to our field of interest, is absorption. Suppose
a wall is in the path of our wireless link, and each meter of wall takes away
half of the available signal. The result would be:

0 meters = 1 (full signal)
1 meter = 1/2

2 meters = 1/4

3 meters = 1/8

4 meters = 1/16

n meters = 1/2n = 2-n

This is exponential behavior.

But once we have used the trick of applying the logarithm (log), things be-
come a lot easier: instead of taking a value to the n-th power, we just multiply
by n. Instead of multiplying values, we just add.

Here are some commonly used values that are important to remember:

+3 dB = double power

-3 dB = half the power
+10 dB = order of magnitude (10 times power)
-10 dB = one tenth power

2. Another example of a dimensionless unit is the percent (%) which can also be used in all
kinds of quantities or numbers. While measurements like feet and grams are fixed, dimension-
less units represent a relationship.
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In addition to dimensionless dB, there are a number of relative definitions
that are based on a certain base value PO. The most relevant ones for us
are:

dBm relative to PO = 1 mW
dBi relative to an ideal isotropic antenna

An isotropic antenna is a hypothetical antenna that evenly distributes power
in all directions. It is approximated by a dipole, but a perfect isotropic an-
tenna cannot be built in reality. The isotropic model is useful for describing
the relative power gain of a real world antenna.

Another common (although less convenient) convention for expressing
power is in milliwatts. Here are equivalent power levels expressed in milli-
watts and dBm:

1 mW = 0 dBm

2 mW = 3 dBm
100 mW = 20 dBm

1 W = 30 dBm

Physics in the real world

Don’t worry if the concepts in this chapter seem challenging. Understanding
how radio waves propagate and interact with the environment is a complex
field of study in itself. Most people find it difficult to understand phenomenon
that they can’t even see with their own eyes. By now you should understand
that radio waves don't travel in a straight, predictable path. To make reliable
communication networks, you will need to be able to calculate how much
power is needed to cross a given distance, and predict how the waves will
travel along the way.

There is much more to learn about radio physics than we have room for here.
For more information about this evolving field, see the resources list in Ap-
pendix A.
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Network Design

Before purchasing equipment or deciding on a hardware platform, you should
have a clear idea of the nature of your communications problem. Most likely,
you are reading this book because you need to connect computer networks
together in order to share resources and ultimately reach the larger global
Internet. The network design you choose to implement should fit the commu-
nications problem you are trying to solve. Do you need to connect a remote
site to an Internet connection in the center of your campus? Will your network
likely grow to include several remote sites? Will most of your network com-
ponents be installed in fixed locations, or will your network expand to include
hundreds of roaming laptops and other devices?

In this chapter, we will begin with a review of the networking concepts that
define TCP/IP, the primary family of networking protocols currently used on
the Internet. We will then see examples of how other people have built wire-
less networks to solve their communication problems, including diagrams of
the essential network structure. Finally, we will present several common
methods for getting your information to flow efficiently through your network
and on to the rest of the world.

Networking 101

TCPI/IP refers to the suite of protocols that allow conversations to happen on
the global Internet. By understanding TCP/IP, you can build networks that will
scale to virtually any size, and will ultimately become part of the global Internet.

If you are already comfortable with the essentials of TCP/IP networking (in-
cluding addressing, routing, switches, firewalls, and routers), you may want

27
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to skip ahead to Designing the Physical Network on Page 51. We will now
review the basics of Internet networking.

Introduction

Venice, ltaly is a fantastic city to get lost in. The roads are mere foot paths
that cross water in hundreds of places, and never go in a simple straight line.
Postal carriers in Venice are some of the most highly trained in the world,
specializing in delivery to only one or two of the six sestieri (districts) of Ven-
ice. This is necessary due to the intricate layout of that ancient city. Many
people find that knowing the location of the water and the sun is far more
useful than trying to find a street name on a map.

Figure 3.1: Another kind of network mask.

Imagine a tourist who happens to find papier-méaché mask as a souvenir, and
wants to have it shipped from the studio in S. Polo, Venezia to an office in
Seattle, USA. This may sound like an ordinary (or even trivial) task, but let's
look at what actually happens.

The artist first packs the mask into a shipping box and addresses it to the
office in Seattle, USA. They then hand this off to a postal employee, who at-
taches some official forms and sends it to a central package processing hub
for international destinations. After several days, the package clears lItalian
customs and finds its way onto a transatlantic flight, arriving at a central im-
port processing location in the U.S. Once it clears through U.S. customs, the
package is sent to the regional distribution point for the northwest U.S., then
on to the Seattle postal processing center. The package eventually makes its
way onto a delivery van which has a route that brings it to the proper ad-
dress, on the proper street, in the proper neighborhood. A clerk at the office
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accepts the package and puts it in the proper incoming mail box. Once it ar-
rives, the package is retrieved and the mask itself is finally received.

The clerk at the office in Seattle neither knows nor cares about how to get to
the sestiere of S. Polo, Venezia. His job is simply to accept packages as they
arrive, and deliver them to the proper person. Similarly, the postal carrier in
Venice has no need to worry about how to get to the correct neighborhood in
Seattle. His job is to pick up packages from his local neighborhood and for-
ward them to the next closest hub in the delivery chain.

O
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Image.jpg Image.jpg
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Figure 3.2: Internet networking. Packets are forwarded between routers until they
reach their ultimate destination.

This is very similar to how Internet routing works. A message is split up into
many individual packets, and are labeled with their source and destination.
The computer then sends these packets to a router, which decides where to
send them next. The router needs only to keep track of a handful of routes
(for example, how to get to the local network, the best route to a few other
local networks, and one route to a gateway to the rest of the Internet). This
list of possible routes is called the routing table. As packets arrive at the
router, the destination address is examined and compared against its internal
routing table. If the router has no explicit route to the destination in question,
it sends the packet to the closest match it can find, which is often its own
Internet gateway (via the default route). And the next router does the same,
and so forth, until the packet eventually arrives at its destination.

Packages can only make their way through the international postal system be-
cause we have established a standardized addressing scheme for packages.
For example, the destination address must be written legibly on the front of the
package, and include all critical information (such as the recipient's name,
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street address, city, country, and postal code). Without this information, pack-
ages are either returned to the sender or are lost in the system.

Packets can only flow through the global Internet because we have agreed
on a common addressing scheme and protocol for forwarding packets.
These standard communication protocols make it possible to exchange in-
formation on a global scale.

Cooperative communications

Communication is only possible when the participants speak a common lan-
guage. But once the communication becomes more complex than a simple
conversation between two people, protocol becomes just as important as
language. All of the people in an auditorium may speak English, but without a
set of rules in place to establish who has the right to use the microphone, the
communication of an individual’s ideas to the entire room is nearly impossi-
ble. Now imagine an auditorium as big as the world, full of all of the comput-
ers that exist. Without a common set of communication protocols to regulate
when and how each computer can speak, the Internet would be a chaotic
mess where every machine tries to speak at once.

People have developed a number of communications frameworks to address
this problem. The most well-known of these is the OSI model.

The OS| model

The international standard for Open Systems Interconnection (OSI) is de-
fined by the document ISO/IEC 7498-1, as outlined by the International
Standards Organization and the International Electrotechnical Commission.
The full standard is available as publication "ISO/IEC 7498-1:1994," available
from http://standards.iso.org/ittf/PubliclyAvailableStandards/.

The OSI model divides network traffic into a number of layers. Each layer is
independent of the layers around it, and each builds on the services provided
by the layer below while providing new services to the layer above. The ab-
straction between layers makes it easy to design elaborate and highly reli-
able protocol stacks, such as the ubiquitous TCP/IP stack. A protocol stack
is an actual implementation of a layered communications framework. The
OSI model doesn't define the protocols to be used in a particular network, but
simply delegates each communications "job" to a single layer within a well-
defined hierarchy.

While the ISO/IEC 7498-1 specification details how layers should interact
with each other, it leaves the actual implementation details up to the manu-
facturer. Each layer can be implemented in hardware (more common for
lower layers) or software. As long as the interface between layers adheres to
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the standard, implementers are free to use whatever means are available to
build their protocol stack. This means that any given layer from manufacturer
A can operate with the same layer from manufacturer B (assuming the rele-
vant specifications are implemented and interpreted correctly).

Here is a brief outline of the seven-layer OSI networking model:

Layer

Name

Description

7

Application

The Application Layer is the layer that most net-
work users are exposed to, and is the level at which
human communication happens. HTTP, FTP, and
SMTP are all application layer protocols. The human
sits above this layer, interacting with the application.

Presentation

The Presentation Layer deals with data representa-
tion, before it reaches the application. This would
include MIME encoding, data compression, format-
ting checks, byte ordering, etc.

Session

The Session Layer manages the logical communica-
tions session between applications. NetBIOS and
RPC are two examples of a layer five protocol.

Transport

The Transport Layer provides a method of reaching
a particular service on a given network node. Exam-
ples of protocols that operate at this layer are TCP
and UDP. Some protocols at the transport layer
(such as TCP) ensure that all of the data has arrived
at the destination, and is reassembled and delivered
to the next layer in the proper order. UDP is a "con-
nectionless" protocol commonly used for video and
audio streaming.

Network

IP (the Internet Protocol) is the most common Net-
work Layer protocol. This is the layer where routing
occurs. Packets can leave the link local network and
be retransmitted on other networks. Routers perform
this function on a network by having at least two
network interfaces, one on each of the networks to
be interconnected. Nodes on the Internet are
reached by their globally unique IP address. Another
critical Network Layer protocol is ICMP, which is a
special protocol which provides various management
messages needed for correct operation of IP. This
layer is also sometimes referred to as the Internet
Layer.
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Layer Name Description
2 Data Link Whenever two or more nodes share the same physi-

cal medium (for example, several computers plugged
into a hub, or a room full of wireless devices all using
the same radio channel) they use the Data Link
Layer to communicate. Common examples of data
link protocols are Ethernet, Token Ring, ATM, and
the wireless networking protocols (802.11a/b/g).
Communication on this layer is said to be link-local,
since all nodes connected at this layer communicate
with each other directly. This layer is sometimes
known as the Media Access Control (MAC) layer.
On networks modeled after Ethernet, nodes are re-
ferred to by their MAC address. This is a unique 48
bit number assigned to every networking device
when it is manufactured.

1 Physical The Physical Layer is the lowest layer in the OSI
model, and refers to the actual physical medium over
which communications take place. This can be a
copper CAT5 cable, a fiber optic bundle, radio
waves, or just about any other medium capable of
transmitting signals. Cut wires, broken fiber, and RF
interference are all physical layer problems.

The layers in this model are numbered one through seven, with seven at the
top. This is meant to reinforce the idea that each layer builds upon, and de-
pends upon, the layers below. Imagine the OSI model as a building, with the
foundation at layer one, the next layers as successive floors, and the roof at
layer seven. If you remove any single layer, the building will not stand. Simi-
larly, if the fourth floor is on fire, then nobody can pass through it in either
direction.

The first three layers (Physical, Data Link, and Network) all happen "on the
network." That is, activity at these layers is determined by the configuration of
cables, switches, routers, and similar devices. A network switch can only dis-
tribute packets by using MAC addresses, so it need only implement layers
one and two. A simple router can route packets using only their IP addresses,
so it need implement only layers one through three. A web server or a laptop
computer runs applications, so it must implement all seven layers. Some ad-
vanced routers may implement layer four and above, to allow them to make
decisions based on the higher-level information content in a packet, such as
the name of a website, or the attachments of an email.

The OSI model is internationally recognized, and is widely regarded as the
complete and definitive network model. It provides a framework for manufac-
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turers and network protocol implementers that can be used to build network-
ing devices that interoperate in just about any part of the world.

From the perspective of a network engineer or troubleshooter, the OSI model
can seem needlessly complex. In particular, people who build and trouble-
shoot TCP/IP networks rarely need to deal with problems at the Session or
Presentation layers. For the majority of Internet network implementations, the
OSI model can be simplified into a smaller collection of five layers.

The TCP/IP model

Unlike the OSI model, the TCP/IP model is not an international standard and
its definitions vary. Nevertheless, it is often used as a pragmatic model for
understanding and troubleshooting Internet networks. The vast majority of
the Internet uses TCP/IP, and so we can make some assumptions about
networks that make them easier to understand. The TCP/IP model of net-
working describes the following five layers:

Layer Name
5 Application
4 Transport
3 Internet
2 Data Link
1 Physical

In terms of the OSI model, layers five through seven are rolled into the top-
most layer (the Application layer). The first four layers in both models are
identical. Many network engineers think of everything above layer four as
"just data" that varies from application to application. Since the first three lay-
ers are interoperable between virtually all manufacturers' equipment, and
layer four works between all hosts using TCP/IP, and everything above layer
four tends to apply to specific applications, this simplified model works well
when building and troubleshooting TCP/IP networks. We will use the TCP/IP
model when discussing networks in this book.

The TCP/IP model can be compared to a person delivering a letter to a
downtown office building. The person first needs to interact with the road it-
self (the Physical layer), pay attention to other traffic on the road (the Data
Link layer), turn at the proper place to connect to other roads and arrive at
the correct address (the Internet layer), go to the proper floor and room num-
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ber (the Transport layer), and finally give it to a receptionist who can take the
letter from there (the Application layer). Once they have delivered the mes-
sage to the receptionist, the delivery person is free to go on their way.

The five layers can be easily remembered by using the mnemonic “Please
Don'’t Look In The Attic,” which of course stands for “Physical / Data Link /
Internet / Transport / Application.”

The Internet protocols

TCP/IP is the protocol stack most commonly used on the global Internet.
The acronym stands for Transmission Control Protocol (TCP) and Internet
Protocol (IP), but actually refers to a whole family of related communications
protocols. TCP/IP is also called the Internet protocol suite, and it operates
at layers three and four of the TCP/IP model.

In this discussion, we will focus on version four of the IP protocol (IPv4) as
this is now the most widely deployed protocol on the Internet.

IP Addressing

In an IPv4 network, the address is a 32-bit number, normally written as four
8-bit numbers expressed in decimal form and separated by periods. Exam-
ples of IP addresses are 10.0.17.1, 192.168.1.1, or 172.16.5.23.

If you enumerated every possible IP address, they would range from 0.0.0.0
to 255.255.255.255. This yields a total of more than four billion possible IP
addresses (255 x 255 x 255 x 255 = 4,228,250,625); although many of these
are reserved for special purposes and should not be assigned to hosts. Each
of the usable IP addresses is a unique identifier that distinguishes one net-
work node from another.

Interconnected networks must agree on an IP addressing plan. IP addresses
must be unique and generally cannot be used in different places on the
Internet at the same time; otherwise, routers would not know how best to
route packets to them.

IP addresses are allocated by a central numbering authority that provides a
consistent and coherent numbering method. This ensures that duplicate ad-
dresses are not used by different networks. The authority assigns large
blocks of consecutive addresses to smaller authorities, who in turn assign
smaller consecutive blocks within these ranges to other authorities, or to their
customers. These groups of addresses are called sub-networks, or subnets
for short. Large subnets can be further subdivided into smaller subnets. A
group of related addresses is referred to as an address space.
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Figure 3.3: Without unique IP addresses, unambiguous global routing is impossible. If
the PC requests a web page from 10.1.1.2, which server will it reach?

Subnets

By applying a subnet mask (also called a network mask, or simply net-
mask) to an IP address, you can logically define both a host and the network
to which it belongs. Traditionally, subnet masks are expressed using dotted
decimal form, much like an IP address. For example, 255.255.255.0 is one
common netmask. You will find this notation used when configuring network
interfaces, creating routes, etc. However, subnet masks are more succinctly
expressed using CIDR notation, which simply enumerates the number of
bits in the mask after a forward slash (/). Thus, 255.255.255.0 can be simpli-
fied as /24. CIDR is short for Classless Inter-Domain Routing, and is de-
fined in RFC1518'.

A subnet mask determines the size of a given network. Using a /24 netmask,
8 bits are reserved for hosts (32 bits total - 24 bits of netmask = 8 bits for
hosts). This yields up to 256 possible host addresses (28 = 256). By conven-
tion, the first value is taken as the network address (.0 or 00000000), and
the last value is taken as the broadcast address (.255 or 11111111). This
leaves 254 addresses available for hosts on this network.

Subnet masks work by applying AND logic to the 32 bit IP number. In binary
notation, the "1" bits in the mask indicate the network address portion, and
"0" bits indicate the host address portion. A logical AND is performed by
comparing two bits. The result is "1" if both of the bits being compared are

1. RFC is short for Request For Comments. RFCs are a numbered series of documents pub-
lished by the Internet Society that document ideas and concepts related to Internet technologies.
Not all RFCs are actual standards. RFCs can be viewed online at http:/rfc.net/
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also "1". Otherwise the result is "0". Here are all of the possible outcomes of
a binary AND comparison between two bits.

Bit 1 Bit 2 Result
0 0 0
0 1 0
1 0 0
1 1 1

To understand how a netmask is applied to an IP address, first convert every-
thing to binary. The netmask 255.255.255.0 in binary contains twenty-four "1"
bits:

255 255 255 0
11111111.11111111.11111111.00000000

When this netmask is combined with the IP address 10.10.10.10, we can
apply a logical AND to each of the bits to determine the network address.

10.10.10.10: 00001010.00001010.00001010.00001010
255.255.255.0: 11111111.11111111.11111111.00000000

10.10.10.0: 00001010.00001010.00001010.00000000

This results in the network 10.10.10.0/24. This network consists of the hosts
10.10.10.1 through 10.10.10.254, with 10.10.10.0 as the network address
and 10.10.10.255 as the broadcast address.

Subnet masks are not limited to entire octets. One can also specify subnet
masks like 255.254.0.0 (or /15 CIDR). This is a large block, containing 131,072
addresses, from 10.0.0.0 to 10.1.255.255. It could be further subdivided, for
example into 512 subnets of 256 addresses each. The first one would be
10.0.0.0-10.0.0.255, then 10.0.1.0-10.0.1.255, and so on up to
10.1.255.0-10.1.255.255. Alternatively, it could be subdivided into 2 blocks of
65,536 addresses, or 8192 blocks of 16 addresses, or in many other ways. It
could even be subdivided into a mixture of different block sizes, as long as
none of them overlap, and each is a valid subnet whose size is a power of two.

While many netmasks are possible, common netmasks include:
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CIDR Decimal # of Hosts

/30 255.255.255.252 4

/29 255.255.255.248 8

/28 255.255.255.240 16

127 255.255.255.224 32

/26 255.255.255.192 64

/25 255.255.255.128 128

124 255.255.255.0 256

/16 255.255.0.0 65 536

/8 255.0.0.0 16 777 216

With each reduction in the CIDR value the IP space is doubled. Remember
that two IP addresses within each network are always reserved for the net-
work and broadcast addresses.

There are three common netmasks that have special names. A /8 network
(with a netmask of 255.0.0.0) defines a Class A network. A /16 (255.255.0.0)
is a Class B, and a /24 (255.255.255.0) is called a Class C. These names
were around long before CIDR notation, but are still often used for historical
reasons.

Global IP Addresses

Have you ever wondered who controls the allocation of IP space? Globally
routable IP addresses are assigned and distributed by Regional Internet
Registrars (RIRs) to ISPs. The ISP then allocates smaller IP blocks to their
clients as required. Virtually all Internet users obtain their IP addresses
from an ISP.

The 4 billion available |IP addresses are administered by the Internet As-
signed Numbers Authority (IANA, http://www.iana.org/). IANA has divided
this space into large subnets, usually /8 subnets with 16 million addresses
each. These subnets are delegated to one of the five regional Internet regis-
tries (RIRs), which are given authority over large geographic areas.
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AFNIC | APNIC

Figure 3.4: Authority for Internet IP address assignments is delegated to the five Re-
gional Internet Registrars.

The five RIRs are:

« African Network Information Centre (AfriNIC, http://www.afrinic.net/)
« Asia Pacific Network Information Centre (APNIC, http://www.apnic.net/)
« American Registry for Internet Numbers (ARIN, http://www.arin.net/)

- Regional Latin-American and Caribbean IP Address Registry (LACNIC,
http://www.lacnic.net/)

+ Réseaux IP Européens (RIPE NCC, http://www.ripe.net/)

Your ISP will assign globally routable IP address space to you from the pool
allocated to it by your RIR. The registry system assures that IP addresses
are not reused in any part of the network anywhere in the world.

Once IP address assignments have been agreed upon, it is possible to pass
packets between networks and participate in the global Internet. The process
of moving packets between networks is called routing.

Static IP Addresses

A static IP address is an address assignment that never changes. Static IP
addresses are important because servers using these addresses may have
DNS mappings pointed towards them, and typically serve information to
other machines (such as email services, web servers, etc.).
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Blocks of static IP addresses may be assigned by your ISP, either by request
or automatically depending on your means of connection to the Internet.

Dynamic IP Addresses

Dynamic IP addresses are assigned by an ISP for non-permanent nodes
connecting to the Internet, such as a home computer which is on a dial-up
connection.

Dynamic IP addresses can be assigned automatically using the Dynamic
Host Configuration Protocol (DHCP), or the Point-to-Point Protocol
(PPP), depending on the type of Internet connection. A node using DHCP
first requests an IP address assignment from the network, and automatically
configures its network interface. IP addresses can be assigned randomly
from a pool by your ISP, or might be assigned according to a policy. IP ad-
dresses assigned by DHCP are valid for a specified time (called the lease
time). The node must renew the DHCP lease before the lease time expires.
Upon renewal, the node may receive the same IP address or a different one
from the pool of available addresses.

Dynamic addresses are popular with Internet service providers, because it
enables them to use fewer IP addresses than their total number of custom-
ers. They only need an address for each customer who is active at any one
time. Globally routable IP addresses cost money, and some authorities that
specialize in the assignment of addresses (such as RIPE, the European RIR)
are very strict on IP address usage for ISP's. Assigning addresses dynami-
cally allows ISPs to save money, and they will often charge extra to provide a
static IP address to their customers.

Private IP addresses

Most private networks do not require the allocation of globally routable, public
IP addresses for every computer in the organization. In particular, computers
which are not public servers do not need to be addressable from the public
Internet. Organizations typically use IP addresses from the private address
space for machines on the internal network.

There are currently three blocks of private address space reserved by IANA:
10.0.0.0/8, 172.16.0.0/12, and 192.168.0.0/16. These are defined in
RFC1918. These addresses are not intended to be routed on the Internet,
and are typically unique only within an organization or group of organizations
which choose to follow the same numbering scheme.



(c) ketabton.com: The Digital Library

40 Chapter 3: Network Design
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10.2.99.0/16 192.168.1.0/24
Router Router
Internet
Router Router
172.16.1.0/24 10.15.6.0/24
To LAN To LAN

Figure 3.5: RFC1918 private addresses may be used within an organization, and are
not routed on the global Internet.

If you ever intend to link together private networks that use RFC1918 ad-
dress space, be sure to use unique addresses throughout all of the networks.
For example, you might break the 10.0.0.0/8 address space into multiple
Class B networks (10.1.0.0/16, 10.2.0.0/16, etc.). One block could be as-
signed to each network according to its physical location (the campus main
branch, field office one, field office two, dormitories, and so forth). The net-
work administrators at each location can then break the network down further
into multiple Class C networks (10.1.1.0/24, 10.1.2.0/24, etc.) or into blocks
of any other logical size. In the future, should the networks ever be linked
(either by a physical connection, wireless link, or VPN), then all of the ma-
chines will be reachable from any point in the network without having to re-
number network devices.

Some Internet providers may allocate private addresses like these instead of
public addresses to their customers, although this has serious disadvan-
tages. Since these addresses cannot be routed over the Internet, computers
which use them are not really "part" of the Internet, and are not directly
reachable from it. In order to allow them to communicate with the Internet,
their private addresses must be translated to public addresses. This transla-
tion process is known as Network Address Translation (NAT), and is nor-
mally performed at the gateway between the private network and the Inter-
net. We will look at NAT in more detail on Page 43.

Routing

Imagine a network with three hosts: A, B, and C. They use the corresponding
IP addresses 192.168.1.1, 192.168.1.2 and 192.168.1.3. These hosts are
part of a /24 network (their network mask is 255.255.255.0).
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For two hosts to communicate on a local network, they must determine each
others' MAC addresses. It is possible to manually configure each host with a
mapping table from IP address to MAC address, but normally the Address
Resolution Protocol (ARP) is used to determine this automatically.

Computer B

Computer A | who is 192.168.1.37 / 192.168.1.2
192.168.1.1 \
1 Computer C

192.168.1.3 is 00:11:22:aa:bb:cc 192.168.1.3

Computer B
192.168.1.2
Computer A
192.168.1.1
Computer C
00:11:22:aa:bb:cc - DATA... | 192.168.1.3

Figure 3.6: Computer A needs to send data to 192.168.1.3. But it must first ask the
whole network for the MAC address that responds to 192.168.1.3.

When using ARP, host A broadcasts to all hosts the question, "Who has the
MAC address for the IP 192.168.1.3?" When host C sees an ARP request for
its own IP address, it replies with its MAC address.

Computer B:

192.168.1.2
Computer A: Hub Computer C:
192.168.1.1 Y 192.168.1.3
Computer D: Hub Computer F:
192.168.2.1 192.168.2.3

Computer E:

192.168.2.2

Figure 3.7: Two separate IP networks.

Consider now another network with 3 hosts, D, E, and F, with the correspond-
ing IP addresses 192.168.2.1, 192.168.2.2, and 192.168.2.3. This is another
/24 network, but it is not in the same range as the network above. All three
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hosts can reach each other directly (first using ARP to resolve the IP address
into a MAC address, and then sending packets to that MAC address).

Now we will add host G. This host has two network cards, with one plugged
into each network. The first network card uses the IP address 192.168.1.4,
and the other uses 192.168.2.4. Host G is now link-local to both networks,
and can route packets between them.

But what if hosts A, B, and C want to reach hosts D, E, and F? They will need
to add a route to the other network via host G. For example, hosts A-C would
add a route via 192.168.1.4. In Linux, this can be accomplished with the fol-
lowing command:

# ip route add 192.168.2.0/24 via 192.168.1.4
...and hosts D-F would add the following:
# ip route add 192.168.1.0/24 via 192.168.2.4

The result is shown in Figure 3.8. Notice that the route is added via the IP
address on host G that is link-local to the respective network. Host A could
not add a route via 192.168.2.4, even though it is the same physical machine
as 192.168.1.4 (host G), since that IP is not link-local.

Computer B:
192.168.1.2

Computer A: Hub Computer C:
192.168.1.1 ? 192.168.1.3

192.168.1.4
Computer G
192.168.2.4

Computer D: Hub Computer F:
192.168.2.1 192.168.2.3

Computer E:
192.168.2.2

Figure 3.8: Host G acts as a router between the two networks.

A route tells the OS that the desired network doesn't lie on the immediate
link-local network, and it must forward the traffic through the specified router.
If host A wants to send a packet to host F, it would first send it to host G. Host
G would then look up host F in its routing table, and see that it has a direct
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connection to host F's network. Finally, host G would resolve the hardware
(MAC) address of host F and forward the packet to it.

This is a very simple routing example, where the destination is only a single
hop away from the source. As networks get more complex, many hops may
need to be traversed to reach the ultimate destination. Since it isn't practical
for every machine on the Internet to know the route to every other, we make
use of a routing entry known as the default route (also known as the de-
fault gateway). When a router receives a packet destined for a network for
which it has no explicit route, the packet is forwarded to its default gateway.

The default gateway is typically the best route out of your network, usually in
the direction of your ISP. An example of a router that uses a default gateway
is shown in Figure 3.9.

10.15.5.4 |« — 10.15.6.3
10.15.5.3 | - 10.15.6.2
Internal
10.15.5.2 Roator 10.15.6.1
eth1 ethO

Routing table for internal router:

Destination Gateway Genmask Flags Metric Iface
10.15.5.0 * 255.255.255.0 U 0 ethl
10.15.6.0 * 255.255.255.0 U 0 eth0
default 10.15.6.1 0.0.0.0 UG 0 eth0

Figure 3.9: When no explicit route exists to a particular destination, a host uses the
default gateway entry in its routing table.

Routes can be updated manually, or can dynamically react to network out-
ages and other events. Some examples of popular dynamic routing protocols
are RIP, OSPF, BGP, and OLSR. Configuring dynamic routing is beyond the
scope of this book, but for further reading on the subject, see the resources
in Appendix A.

Network Address Translation (NAT)

In order to reach hosts on the Internet, RFC1918 addresses must be con-
verted to global, publicly routable IP addresses. This is achieved using a
technique known as Network Address Translation, or NAT. A NAT device is
a router that manipulates the addresses of packets instead of simply forward-
ing them. On a NAT router, the Internet connection uses one (or more) glob-
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ally routed IP addresses, while the private network uses an IP address from
the RFC1918 private address range. The NAT router allows the global ad-
dress(es) to be shared with all of the inside users, who all use private ad-
dresses. It converts the packets from one form of addressing to the other as
the packets pass through it. As far as the network users can tell, they are
directly connected to the Internet and require no special software or drivers.
They simply use the NAT router as their default gateway, and address pack-
ets as they normally would. The NAT router translates outbound packets to
use the global IP address as they leave the network, and translates them
back again as they are received from the Internet.

The major consequence of using NAT is that machines from the Internet can-
not easily reach servers within the organization without setting up explicit for-
warding rules on the router. Connections initiated from within the private ad-
dress space generally have no trouble, although some applications (such as
Voice over IP and some VPN software) can have difficulty dealing with NAT.

To 10.1.1.3
o
o
° °
69.90.235.226 T
192.0.2.1 NAT router
10.1.1.1
A
Y
— — —
(-] o o
o
10.1.1.2 10.1.1.3 10.1.1.4

Figure 3.10: Network Address Translation allows you to share a single IP address with
many internal hosts, but can make it difficult for some services to work properly.

Depending on your point of view, this can be considered a bug (since it makes
it harder to set up two-way communication) or a feature (since it effectively
provides a "free" firewall for your entire organization). RFC1918 addresses
should be filtered on the edge of your network to prevent accidental or mali-
cious RFC1918 traffic entering or leaving your network. While NAT performs
some firewall-like functions, it is not a replacement for a real firewall.



(c) ketabton.com: The Digital Library
Chapter 3: Network Design 45

Internet Protocol Suite

Machines on the Internet use the Internet Protocol (IP) to reach each other,
even when separated by many intermediary machines. There are a number of
protocols that are run in conjunction with IP that provide features as critical to
normal operations as IP itself. Every packet specifies a protocol number which
identifies the packet as one of these protocols. The most commonly used pro-
tocols are the Transmission Control Protocol (TCP, number 6), User Data-
gram Protocol (UDP, number 17), and the Internet Control Message Pro-
tocol (ICMP, number 1). Taken as a group, these protocols (and others) are
known as the Internet Protocol Suite, or simply TCP/IP for short.

The TCP and UDP protocols introduce the concept of port numbers. Port
numbers allow multiple services to be run on the same IP address, and still
be distinguished from each other. Every packet has a source and destination
port number. Some port numbers are well defined standards, used to reach
well known services such as email and web servers. For example, web serv-
ers normally listen on TCP port 80, and SMTP email servers listen on TCP
port 25. When we say that a service "listens" on a port (such as port 80), we
mean that it will accept packets that use its IP as the destination IP address,
and 80 as the destination port. Servers usually do not care about the source
IP or source port, although sometimes they will use them to establish the
identity of the other side. When sending a response to such packets, the
server will use its own IP as the source IP, and 80 as the source port.

When a client connects to a service, it may use any source port number on
its side which is not already in use, but it must connect to the proper port on
the server (e.g. 80 for web, 25 for email). TCP is a session oriented protocol
with guaranteed delivery and transmission control features (such as detec-
tion and mitigation of network congestion, retries, packet reordering and re-
assembly, etc.). UDP is designed for connectionless streams of information,
and does not guarantee delivery at all, or in any particular order.

The ICMP protocol is designed for debugging and maintenance on the Internet.
Rather than port numbers, it has message types, which are also numbers. Dif-
ferent message types are used to request a simple response from another com-
puter (echo request), notify the sender of another packet of a possible routing
loop (time exceeded), or inform the sender that a packet that could not be
delivered due to firewall rules or other problems (destination unreachable).

By now you should have a solid understanding of how computers on the
network are addressed, and how information flows on the network between
them. Now let's take a brief look at the physical hardware that implements
these network protocols.
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Ethernet

Ethernet is the name of the most popular standard for connecting together
computers on a Local Area Network (LAN). It is sometimes used to connect
individual computers to the Internet, via a router, ADSL modem, or wireless
device. However, if you connect a single computer to the Internet, you may
not use Ethernet at all. The name comes from the physical concept of the
ether, the medium which was once supposed to carry light waves through
free space. The official standard is called IEEE 802.3.

The most common Ethernet standard is called 100baseT. This defines a data
rate of 100 megabits per second, running over twisted pair wires, with modu-
lar RJ-45 connectors on the end. The network topology is a star, with
switches or hubs at the center of each star, and end nodes (devices and ad-
ditional switches) at the edges.

MAC addresses

Every device connected to an Ethernet network has a unique MAC address,
assigned by the manufacturer of the network card. Its function is like that of
an IP address, since it serves as a unique identifier that enables devices to
talk to each other. However, the scope of a MAC address is limited to a
broadcast domain, which is defined as all the computers connected together
by wires, hubs, switches, and bridges, but not crossing routers or Internet
gateways. MAC addresses are never used directly on the Internet, and are
not transmitted across routers.

Hubs

Ethernet hubs connect multiple twisted-pair Ethernet devices together. They
work at the physical layer (the lowest or first layer). They repeat the signals
received by each port out to all of the other ports. Hubs can therefore be
considered to be simple repeaters. Due to this design, only one port can suc-
cessfully transmit at a time. If two devices transmit at the same time, they
corrupt each other's transmissions, and both must back off and retransmit
their packets later. This is known as a collision, and each host remains re-
sponsible for detecting collisions during transmission, and retransmitting its
own packets when needed.

When problems such as excessive collisions are detected on a port, some hubs
can disconnect (partition) that port for a while to limit its impact on the rest of the
network. While a port is partitioned, devices attached to it cannot communicate
with the rest of the network. Hub-based networks are generally more robust than
coaxial Ethernet (also known as 10base2 or ThinNet), where misbehaving de-
vices can disable the entire segment. But hubs are limited in their usefulness,
since they can easily become points of congestion on busy networks.
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Switches

A switch is a device which operates much like a hub, but provides a dedi-
cated (or switched) connection between ports. Rather than repeating all
traffic on every port, the switch determines which ports are communicating
directly and temporarily connects them together. Switches generally provide
much better performance than hubs, especially on busy networks with many
computers. They are not much more expensive than hubs, and are replacing
them in many situations.

Switches work at the data link layer (the second layer), since they interpret
and act upon the MAC address in the packets they receive. When a packet
arrives at a port on a switch, it makes a note of the source MAC address,
which it associates with that port. It stores this information in an internal MAC
table. The switch then looks up the destination MAC address in its MAC ta-
ble, and transmits the packet on the matching port. If the destination MAC
address is not found in the MAC table, the packet is then sent to all of the
connected interfaces. If the destination port matches the incoming port, the
packet is filtered and is not forwarded.

Hubs vs. Switches

Hubs are considered to be fairly unsophisticated devices, since they ineffi-
ciently rebroadcast all traffic on every port. This simplicity introduces both a
performance penalty and a security issue. Overall performance is slower,
since the available bandwidth must be shared between all ports. Since all
traffic is seen by all ports, any host on the network can easily monitor all of
the network traffic.

Switches create virtual connections between receiving and transmitting ports.
This vyields better performance because many virtual connections can be
made simultaneously. More expensive switches can switch traffic by inspect-
ing packets at higher levels (at the transport or application layer), allow the
creation of VLANSs, and implement other advanced features.

A hub can be used when repetition of traffic on all ports is desirable; for ex-
ample, when you want to explicitly allow a monitoring machine to see all of
the traffic on the network. Most switches provide monitor port functionality
that enables repeating on an assigned port specifically for this purpose.

Hubs were once cheaper than switches. However, the price of switches have
reduced dramatically over the years. Therefore, old network hubs should be
replaced whenever possible with new switches.
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Figure 3.11: A hub simply repeats all traffic on every port, while a switch makes a
temporary, dedicated connection between the ports that need to communicate.

Both hubs and switches may offer managed services. Some of these serv-
ices include the ability to set the link speed (10baseT, 100baseT, 1000baseT,
full or half duplex) per port, enable triggers to watch for network events (such
as changes in MAC address or malformed packets), and usually include port
counters for easy bandwidth accounting. A managed switch that provides
upload and download byte counts for every physical port can greatly simplify
network monitoring. These services are typically available via SNMP, or they
may be accessed via telnet, ssh, a web interface, or a custom configuration
tool.

Routers and firewalls

While hubs and switches provide connectivity on a local network segment, a
router's job is to forward packets between different network segments. A
router typically has two or more physical network interfaces. It may include
support for different types of network media, such as Ethernet, ATM, DSL, or
dial-up. Routers can be dedicated hardware devices (such as Cisco or Juni-
per routers) or they can be made from a standard PC with multiple network
cards and appropriate software.

Routers sit at the edge of two or more networks. By definition, they have one
connection to each network, and as border machines they may take on other
responsibilities as well as routing. Many routers have firewall capabilities
that provide a mechanism to filter or redirect packets that do not fit security or
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access policy requirements. They may also provide Network Address Trans-
lation (NAT) services.

Routers vary widely in cost and capabilities. The lowest cost and least flexi-
ble are simple, dedicated hardware devices, often with NAT functionality,
used to share an Internet connection between a few computers. The next
step up is a software router, which consists of an operating system running
on a standard PC with multiple network interfaces. Standard operating sys-
tems such as Microsoft Windows, Linux, and BSD are all capable of routing,
and are much more flexible than the low-cost hardware devices. However,
they suffer from the same problems as conventional PCs, with high power
consumption, a large number of complex and potentially unreliable parts, and
more involved configuration.

The most expensive devices are high-end dedicated hardware routers, made by
companies like Cisco and Juniper. They tend to have much better performance,
more features, and higher reliability than software routers on PCs. It is also pos-
sible to purchase technical support and maintenance contracts for them.

Most modern routers offer mechanisms to monitor and record performance

remotely, usually via the Simple Network Management Protocol (SNMP), al-
though the least expensive devices often omit this feature.

Other equipment
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Figure 3.12: Many DSL modems, cable modems, CSU/DSUs, wireless access points,
and VSAT terminals terminate at an Ethernet jack.

Each physical network has an associated piece of terminal equipment. For
example, VSAT connections consist of a satellite dish connected to a termi-
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nal that either plugs into a card inside a PC, or ends at a standard Ethernet
connection. DSL lines use a DSL modem that bridges the telephone line to a
local device, either an Ethernet network or a single computer via USB. Cable
modems bridge the television cable to Ethernet, or to an internal PC card
bus. Some kinds of telecom circuit (such as a T1 or T3) use a CSU/DSU to
bridge the circuit to a serial port or Ethernet. Standard dialup lines use mo-
dems to connect a computer to the telephone, usually via a plug-in card or
serial port. And there are many different kinds of wireless networking equip-
ment that connect to a variety of radios and antennas, but nearly always end
at an Ethernet jack.

The functionality of these devices can vary significantly between manufactur-
ers. Some provide mechanisms for monitoring performance, while others
may not. Since your Internet connection ultimately comes from your ISP, you
should follow their recommendations when choosing equipment that bridges
their network to your Ethernet network.

Putting it all together

Router

172.16.41.33 23.17.8.154 2.8.91.205 216.231.38.54
101561 | | 172.16.41 216.231.38.1 | | 192168171
Router Router
|—] |—]

Hello, Hello,
Bob! H oH| 21ice:
o o
Alice’s computer: Bob's computer:

10.15.6.3 192.168.17.5

Figure 3.13: Internet networking. Each network segment has a router with two IP ad-
dresses, making it “link local” to two different networks. Packets are forwarded be-
tween routers until they reach their ultimate destination.

Once all network nodes have an IP address, they can send data packets to
the IP address of any other node. Through the use of routing and forwarding,
these packets can reach nodes on networks that are not physically con-
nected to the originating node. This process describes much of what “hap-
pens” on the Internet.

In this example, you can see the path that the packets take as Alice chats
with Bob using an instant messaging service. Each dotted line represents an
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Ethernet cable, a wireless link, or any other kind of physical network. The
cloud symbol is commonly used to stand in for “The Internet”, and represents
any number of intervening IP networks. Neither Alice nor Bob need to be
concerned with how those networks operate, as long as the routers forward
IP traffic towards the ultimate destination. If it weren’t for Internet protocols
and the cooperation of everyone on the net, this kind of communication
would be impossible.

Designing the physical network

It may seem odd to talk about the “physical” network when building wireless
networks. After all, where is the physical part of the network? In wireless
networks, the physical medium we use for communication is obviously elec-
tromagnetic energy. But in the context of this chapter, the physical network
refers to the mundane topic of where to put things. How do you arrange the
equipment so that you can reach your wireless clients? Whether they fill an
office building or stretch across many miles, wireless networks are naturally
arranged in these three logical configurations: point-to-point links, point-
to-multipoint links, and multipoint-to-multipoint clouds. While different
parts of your network can take advantage of all three of these configurations,
any individual link will fall into one of these topologies.

Point-to-point

Point-to-point links typically provide an Internet connection where such ac-
cess isn’t otherwise available. One side of a point-to-point link will have an
Internet connection, while the other uses the link to reach the Internet. For
example, a university may have a fast frame relay or VSAT connection in the
middle of campus, but cannot afford such a connection for an important
building just off campus. If the main building has an unobstructed view of the
remote site, a point-to-point connection can be used to link the two together.
This can augment or even replace existing dial-up links. With proper anten-
nas and clear line of sight, reliable point-to-point links in excess of thirty kilo-
meters are possible.
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Figure 3.14: A point-to-point link allows a remote site to share a central
Internet connection.
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Of course, once a single point-to-point connection has been made, more can
be used to extend the network even further. If the remote building in our ex-
ample is at the top of a tall hill, it may be able to see other important locations
that can’'t be seen directly from the central campus. By installing another
point-to-point link at the remote site, another node can join the network and
make use of the central Internet connection.

Point-to-point links don’t necessarily have to involve Internet access. Suppose
you have to physically drive to a remote weather monitoring station, high in the
hills, in order to collect the data which it records over time. You could connect
the site with a point-to-point link, allowing data collection and monitoring to
happen in realtime, without the need to actually travel to the site. Wireless
networks can provide enough bandwidth to carry large amounts of data (in-
cluding audio and video) between any two points that have a connection to
each other, even if there is no direct connection to the Internet.

Point-to-multipoint

The next most commonly encountered network layout is point-to-
multipoint. Whenever several nodes? are talking to a central point of access,
this is a point-to-multipoint application. The typical example of a point-to-
multipoint layout is the use of a wireless access point that provides a con-
nection to several laptops. The laptops do not communicate with each other
directly, but must be in range of the access point in order to use the network.

Omnidirectional
antenna

Figure 3.15: The central VSAT is now shared by multiple remote sites. All three sites
can also communicate directly at speeds much faster than VSAT.

Point-to-multipoint networking can also apply to our earlier example at the
university. Suppose the remote building on top of the hill is connected to the
central campus with a point-to-point link. Rather than setting up several
point-to-point links to distribute the Internet connection, a single antenna
could be used that is visible from several remote buildings. This is a classic

2. Anode is any device capable of sending and receiving data on a network. Access points,
routers, computers, and laptops are all examples of nodes.
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example of a wide area point (remote site on the hill) to multipoint (many
buildings in the valley below) connection.

Note that there are a number of performance issues with using point-to-
multipoint over very long distance, which will be addressed later in this chap-
ter. Such links are possible and useful in many circumstances, but don’t
make the classic mistake of installing a single high powered radio tower in
the middle of town and expecting to be able to serve thousands of clients, as
you would with an FM radio station. As we will see, two-way data networks
behave very differently than broadcast radio.

Multipoint-to-multipoint

The third type of network layout is multipoint-to-multipoint, which is also
referred to as an ad-hoc or mesh network. In a multipoint-to-multipoint net-
work, there is no central authority. Every node on the network carries the
traffic of every other as needed, and all nodes communicate with each other
directly.

Figure 3.16: A multipoint-to-multipoint mesh. Every point can reach each other at
very high speed, or use the central VSAT connection to reach the Internet.

The benefit of this network layout is that even if none of the nodes are in
range of a central access point, they can still communicate with each other.
Good mesh network implementations are self-healing, which means that they
automatically detect routing problems and fix them as needed. Extending a
mesh network is as simple as adding more nodes. If one of the nodes in the
"cloud" happens to be an Internet gateway, then that connection can be
shared among all of the clients.

Two big disadvantages to this topology are increased complexity and lower
performance. Security in such a network is also a concern, since every par-
ticipant potentially carries the traffic of every other. Multipoint-to-multipoint
networks tend to be difficult to troubleshoot, due to the large number of
changing variables as nodes join and leave the network. Multipoint-to-
multipoint clouds typically have reduce capacity compared to point-to-point or
point-to-multipoint networks, due to the additional overhead of managing the
network routing and increased contention in the radio spectrum.
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Nevertheless, mesh networks are useful in many circumstances. We will see
an example of how to build a multipoint-to-multipoint mesh network using a
routing protocol called OLSR later in this chapter.

Use the technology that fits

All of these network designs can be used to complement each other in a
large network, and can obviously make use of traditional wired networking
techniques whenever possible. It is a common practice, for example, to use a
long distance wireless link to provide Internet access to a remote location,
and then set up an access point on the remote side to provide local wireless
access. One of the clients of this access point may also act as a mesh node,
allowing the network to spread organically between laptop users who all ulti-
mately use the original point-to-point link to access the Internet.

Now that we have a clear idea of how wireless networks are typically ar-
ranged, we can begin to understand how communication is possible over
such networks.

802.11 wireless networks

Before packets can be forwarded and routed to the Internet, layers one (the
physical) and two (the data link) need to be connected. Without link local
connectivity, network nodes cannot talk to each other and route packets.

To provide physical connectivity, wireless network devices must operate in
the same part of the radio spectrum. As we saw in Chapter 2, this means
that 802.11a radios will talk to 802.11a radios at around 5 GHz, and
802.11b/g radios will talk to other 802.11b/g radios at around 2.4 GHz. But
an 802.11a device cannot interoperate with an 802.11b/g device, since they
use completely different parts of the electromagnetic spectrum.

More specifically, wireless cards must agree on a common channel. If one
802.11b radio card is set to channel 2 while another is set to channel 11, then
the radios cannot communicate with each other.

When two wireless cards are configured to use the same protocol on the
same radio channel, then they are ready to negotiate data link layer connec-
tivity. Each 802.11a/b/g device can operate in one of four possible modes:

1. Master mode (also called AP or infrastructure mode) is used to create
a service that looks like a traditional access point. The wireless card
creates a network with a specified name (called the SSID) and channel,
and offers network services on it. While in master mode, wireless cards
manage all communications related to the network (authenticating wire-
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less clients, handling channel contention, repeating packets, etc.) Wire-
less cards in master mode can only communicate with cards that are
associated with it in managed mode.

2. Managed mode is sometimes also referred to as client mode. Wireless
cards in managed mode will join a network created by a master, and will
automatically change their channel to match it. They then present any
necessary credentials to the master, and if those credentials are ac-
cepted, they are said to be associated with the master. Managed mode
cards do not communicate with each other directly, and will only commu-
nicate with an associated master.

3. Ad-hoc mode creates a multipoint-to-multipoint network where there is
no single master node or AP. In ad-hoc mode, each wireless card com-
municates directly with its neighbors. Nodes must be in range of each
other to communicate, and must agree on a network name and channel.

4. Monitor mode is used by some tools (such as Kismet, see Chapter 6)
to passively listen to all radio traffic on a given channel. When in monitor
mode, wireless cards transmit no data. This is useful for analyzing prob-
lems on a wireless link or observing spectrum usage in the local area.
Monitor mode is not used for normal communications.

Ad-Hoc node cannot talk to
a Client node

Client
(Managed)

AP cannot talk to
another AP

Access Access | __---XK-

Point |-~ X. - Point

(Master) (Master)

Ad-Hoc node cannot talk to

Client node cannot talk to )
an Access Point

another Client node

Client

Client
(Managed) (Managed)

Ad-Hoc nodes can only talk to other
Ad-Hoc nodes that are in range

Figure 3.17: APs, Clients, and Ad-Hoc nodes.

When implementing a point-to-point or point-to-multipoint link, one radio will
typically operate in master mode, while the other(s) operate in managed
mode. In a multipoint-to-multipoint mesh, the radios all operate in ad-hoc
mode so that they can communicate with each other direcily.
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It is important to keep these modes in mind when designing your network
layout. Remember that managed mode clients cannot communicate with
each other directly, so it is likely that you will want to run a high repeater site
in master or ad-hoc mode. As we will see later in this chapter, ad-hoc is
more flexible but has a number of performance issues as compared to using
the master / managed modes.

Mesh networking with OLSR

Most WiFi networks operate in infrastructure mode - they consist of an access
point somewhere (with a radio operating in master mode), attached to a DSL
line or other large scale wired network. In such a hotspot the access point
usually acts as a master station that is distributing Internet access to its clients,
which operate in managed mode. This topology is similar to a mobile phone
(GSM) service. Mobile phones connect to a base station - without the pres-
ence of such a base station mobiles can't communicate with each other. If you
make a joke call to a friend that is sitting on the other side of the table, your
phone sends data to the base station of your provider that may be a mile away
- the base station then sends data back to the phone of your friend.

WIiFi cards in managed mode can't communicate directly, either. Clients - for
example, two laptops on the same table - have to use the access point as a
relay. Any traffic between clients connected to an access point has to be sent
twice. If client A and C communicate, client A sends data to the access point
B, and then the access point will retransmit the data to client C. A single
transmission may have a speed of 600 kByte/sec (thats about the maximum
speed you could achieve with 802.11b) in our example - thus, because the
data has to be repeated by the access point before it reaches its target, the
effective speed between both clients will be only 300 kByte/sec.

In ad-hoc mode there is no hierarchical master-client relationship. Nodes can
communicate directly as long as they are within the range of their wireless
interfaces. Thus, in our example both computers could achieve full speed
when operating ad-hoc, under ideal circumstances.

The disadvantage to ad-hoc mode is that clients do not repeat traffic destined
for other clients. In the access point example, if two clients A and C can't
directly “see” each other with their wireless interfaces, they still can commu-
nicate as long as the AP is in the wireless range of both clients.

Ad-hoc nodes do not repeat by default, but they can effectively do the same
if routing is applied. Mesh networks are based on the strategy that every
mesh-enabled node acts as a relay to extend coverage of the wireless net-
work. The more nodes, the better the radio coverage and range of the mesh
cloud.
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Clients A and C are in range of Access Point B but not each other.
Access Point B will relay traffic between the two nodes.

Access
<+—>»| Point |¢——»

(B)

In the same setting, Ad-Hoc nodes A and C can communicate
with node B, but not with each other.

Figure 3.18: Access point B will relay traffic between clients A and C. In Ad-Hoc
mode, node B will not relay traffic between A and C by default.

There is one big tradeoff that must be mentioned at this point. If the device
only uses one radio interface, the available bandwidth is significantly reduced
every time traffic is repeated by intermediate nodes on the way from A to B.
Also, there will be interference in transmission due to nodes sharing the
same channel. Thus, cheap ad-hoc mesh networks can provide good radio
coverage on the last mile(s) of a community wireless network at the cost of
speed-- especially if the density of nodes and transmit power is high.

If an ad-hoc network consists of only a few nodes that are up and running at
all time, don't move and always have stable radio links - a long list of ifs - it is
possible to write individual routing tables for all nodes by hand.

Unfortunately, those conditions are rarely met in the real world. Nodes can
fail, WiFi enabled devices roam around, and interference can make radio
links unusable at any time. And no one wants to update several routing ta-
bles by hand if one node is added to the network. By using routing protocols
that automatically maintain individual routing tables in all nodes involved, we
can avoid these issues. Popular routing protocols from the wired world (such
as OSPF) do not work well in such an environment because they are not de-
signed to deal with lossy links or rapidly changing topology.

Mesh routing with olsrd

The Optimized Link State Routing Daemon - olsrd - from olsr.org is a routing
application developed for routing in wireless networks. We will concentrate
on this routing software for several reasons. It is a open-source project that
supports Mac OS X, Windows 98, 2000, XP, Linux, FreeBSD, OpenBSD and
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NetBSD. Olsrd is available for access points that run Linux like the Linksys
WRT54G, Asus WI500g, AccessCube or Pocket PCs running Familiar Linux,
and ships standard on Metrix kits running Pyramid. Olsrd can handle multiple
interfaces and is extensible with plug-ins. It supports IPv6 and it is actively
developed and used by community networks all over the world.

Note that there are several implementations of Optimized Link State Routing,
which began as an IETF-draft written at INRIA France. The implementation
from olsr.org started as a master thesis of Andreas Toennesen at UniK Uni-
versity. Based on practical experience of the free networking community, the
routing daemon was modified. Olsrd now differs significantly from the original
draft because it includes a mechanism called Link Quality Extension that
measures the packet loss between nodes and calculates routes according to
this information. This extension breaks compatibility to routing daemons that
follow the INRIA draft. The olsrd available from olsr.org can be configured to
behave according to the IETF draft that lacks this feature - but there is no
reason to disable Link Quality Extension unless compliance with other im-
plementations is required.

Theory

After olsrd is running for a while, a node knows about the existence of
every other node in the mesh cloud and which nodes may be used to route
traffic to them. Each node maintains a routing table covering the whole
mesh cloud. This approach to mesh routing is called proactive routing. In
contrast, reactive routing algorithms seek routes only when it is necessary
to send data to a specific node.

There are pros and cons to proactive routing, and there are many other ideas
about how to do mesh routing that may be worth mentioning. The biggest ad-
vantage of proactive routing is that you know who is out there and you don't
have to wait until a route is found. Higher protocol traffic overhead and more
CPU load are among the disadvantages. In Berlin, the Freifunk community is
operating a mesh cloud where olsrd has to manage more than 100 interfaces.
The average CPU load caused by olsrd on a Linksys WRT54G running at 200
MHz is about 30% in the Berlin mesh. There is clearly a limit to what extent a
proactive protocol can scale - depending on how many interfaces are involved
and how often the routing tables are updated. Maintaining routes in a mesh
cloud with static nodes takes less effort than a mesh with nodes that are con-
stantly in motion, since the routing table has to be updated less often.

Mechanism

A node running olsrd is constantly broadcasting 'Hello' messages at a given
interval so neighbors can detect it's presence. Every node computes a statis-
tic how many 'Hellos' have been lost or received from each neighbor -
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thereby gaining information about the topology and link quality of nodes in
the neighborhood. The gained topology information is broadcasted as topol-
ogy control messages (TC messages) and forwarded by neighbors that olsrd
has chosen to be multipoint relays.

The concept of multipoint relays is a new idea in proactive routing that came
up with the OLSR draft. If every node rebroadcasts topology information that it
has received, unnecessary overhead can be generated. Such transmissions
are redundant if a node has many neighbors. Thus, an olsrd node decides
which neighbors are favorable multipoint relays that should forward its topology
control messages. Note that multipoint relays are only chosen for the purpose
of forwarding TC messages. Payload is routed considering all available nodes.

Two other message types exist in OLSR that announce information: whether
a node offers a gateway to other networks (HNA messages) or has multiple
interfaces (MID messages). There is not much to say about what this mes-
sages do apart from the fact that they exist. HNA messages make olsrd very
convenient when connecting to the Internet with a mobile device. When a
mesh node roams around it will detect gateways into other networks and al-
ways choose the gateway that it has the best route to. However, olsrd is by
no means bullet proof. If a node announces that it is an Internet gateway -
which it isn't because it never was or it is just offline at the moment - the
other nodes will nevertheless trust this information. The pseudo-gateway is a
black hole. To overcome this problem, a dynamic gateway plugin was written.
The plugin will automatically detect at the gateway if it is actually connected
and whether the link is still up. If not, olsrd ceases to send false HNA mes-
sages. It is highly recommended to build and use this plugin instead of stati-
cally enabling HNA messages.

Practice

Olsrd implements IP-based routing in a userland application - installation is
pretty easy. Installation packages are available for OpenWRT, AccessCube,
Mac OS X, Debian GNU/Linux and Windows. OLSR is a standard part of
Metrix Pyramid. If you have to compile from source, please read the docu-
mentation that is shipped with the source package. If everything is configured
properly all you have to do is start the olsr program.

First of all, it must be ensured that every node has a unique statically as-
signed IP-Address for each interface used for the mesh. It is not recom-
mended (nor practicable) to use DHCP in an IP-based mesh network. A
DHCP request will not be answered by a DHCP server if the node requesting
DHCP needs a multihop link to connect to it, and applying dhcp relay
throughout a mesh is likely impractical. This problem could be solved by us-
ing IPv6, since there is plenty of space available to generate a unique IP
from the MAC address of each card involved (as suggested in "IPv6 State-
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less Address Autoconfiguration in large mobile ad hoc networks" by K. Weni-
ger and M. Zitterbart, 2002).

A wiki-page where every interested person can choose an individual IPv4 ad-
dress for each interface the olsr daemon is running on may serve the purpose
quite well. There is just not an easy way to automate the process if IPv4 is used.

The broadcast address should be 255.255.255.255 on mesh interfaces in
general as a convention. There is no reason to enter the broadcast address
explicitly, since olsrd can be configured to override the broadcast addresses
with this default. It just has to be ensured that settings are the same every-
where. Olsrd can do this on its own. When a default olsrd configuration file is
issued, this feature should be enabled to avoid confusion of the kind "why
can't the other nodes see my machine?!?"

Now configure the wireless interface. Here is an example command how to
configure a WiFi card with the name wlan0 using Linux:

iwconfig wlan0 essid olsr.org mode ad-hoc channel 10 rts 250 frag 256

Verify that the wireless part of the WiFi card has been configured so it has an
ad-hoc connection to other mesh nodes within direct (single hop) range. Make
sure the interface joins the same wireless channel, uses the same wireless
network name ESSID (Extended Service Set IDentifier) and has the same
Cell-ID as all other WiFi-Cards that build the mesh. Many WiFi cards or their
respective drivers do not comply with the 802.11 standard for ad-hoc network-
ing and may fail miserably to connect to a cell. They may be unable to connect
to other devices on the same table, even if they are set up with the correct
channel and wireless network name. They may even confuse other cards that
behave according to the standard by creating their own Cell-ID on the same
channel with the same wireless network name. WiFi cards made by Intel that
are shipped with Centrino Notebooks are notorious for doing this.

You can check this out with the command iwconfig when using GNU-
Linux. Here is the output on my machine:

wlan0 IEEE 802.11b ESSID:"olsr.org"

Mode:Ad-Hoc Frequency:2.457 GHz Cell: 02:00:81:1E:48:10

Bit Rate:2 Mb/s Sensitivity=1/3

Retry min limit:8 RTS thr=250 B Fragment thr=256 B
Encryption key:off

Power Management:off

Link Quality=1/70 Signal level=-92 dBm Noise level=-100 dBm
Rx invalid nwid:0 Rx invalid crypt:28 Rx invalid frag:0

Tx excessive retries:98024 Invalid misc:117503 Missed beacon:0

It is important to set the 'Request To Send' threshold value RTS for a mesh.
There will be collisions on the radio channel between the transmissions of
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nodes on the same wireless channel, and RTS will mitigate this. RTS/CTS
adds a handshake before each packet transmission to make sure that the
channel is clear. This adds overhead, but increases performance in case of
hidden nodes - and hidden nodes are the default in a mesh! This parameter
sets the size of the smallest packet (in bytes) for which the node sends RTS.
The RTS threshold value must be smaller than the IP-Packet size and the
'Fragmentation threshold' value - here set to 256 - otherwise it will be dis-
abled. TCP is very sensitive to collisions, so it is important to switch RTS on.

Fragmentation allows to split an IP packet in a burst of smaller fragments trans-
mitted on the medium. This adds overhead, but in a noisy environment this re-
duces the error penalty and allows packets to get through interference bursts.
Mesh networks are very noisy because nodes use the same channel and there-
fore transmissions are likely to interfere with each other. This parameter sets the
maximum size before a data packet is split and sent in a burst - a value equal to
the maximum IP packet size disables the mechanism, so it must be smaller than
the IP packet size. Setting fragmentation threshold is recommended.

Once a valid IP-address and netmask is assigned and the wireless interface
is up, the configuration file of olsrd must be altered in order that olsrd finds
and uses the interfaces it is meant to work on.

For Mac OS-X and Windows there are nice GUI's for configuration and monitoring
of the daemon available. Unfortunately this tempts users that lack background
knowledge to do stupid things - like announcing black holes. On BSD and Linux
the configuration file /etc/olsrd.conf has to be edited with a text editor.

A simple olsrd.conf

It is not practical to provide a complete configuration file here. These are
some essential settings that should be checked.

UseHysteresis no
TcRedundancy 2
MprCoverage 3
LinkQualityLevel 2
LinkQualityWinSize 20

LoadPlugin "olsrd dyn _gw.so.0.3"
{

PlParam "Interval" "60"
PlParam "Ping" "151.1.1.1"
PlParam "Ping" "194.25.2.129"

}

Interface "ath0" "wlanO0" {
Ip4Broadcast 255.255.255.255
}
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There are many more options available in the olsrd.conf, but these basic
options should get you started. After these steps have been done, olsrd can
be started with a simple command in a terminal:

olsrd -d 2

| recommend to run it with the debugging option -d 2 when used on a work-
station, especially for the first time. You can see what olsrd does and monitor
how well the links to your neighbors are. On embedded devices the debug
level should be 0 (off), because debugging creates a lot of CPU load.

The output should look something like this:

—em 19227:45.5] mmm e DIJKSTRA

192.168.120.1:1.00 (one-hop)
192.168.120.3:1.00 (one-hop)

=== 19:27:45.5] == LINKS
IP address hyst LQ lost total NLQ ETX

192.168.120.1 0.000 1.000 O 20 1.000 1.00

192.168.120.3 0.000 1.000 O 20 1.000 1.00

=== 19:27:45.5] == NEIGHBORS
IP address LQ NLQ SYM MPR MPRS will

192.168.120.1 1.000 1.000 YES NO YES 3

192.168.120.3 1.000 1.000 YES NO YES 6

=== 19:27:45.5] —— e TOPOLOGY
Source IP addr Dest IP addr LQ ILQ ETX

192.168.120.1 192.168.120.17 1.000 1.000 1.00

192.168.120.3 192.168.120.17 1.000 1.000 1.00

Using OLSR on Ethernet and multiple interfaces

It is not necessary to have a wireless interface to test or use olsrd - although
that is what olsrd is designed for. It may as well be used on any NIC. WiFi-
interfaces don't have to operate always in ad-hoc mode to form a mesh when
mesh nodes have more than one interface. For dedicated links it may be a
very good option to have them running in infrastructure mode. Many WiFi
cards and drivers are buggy in ad-hoc mode, but infrastructure mode works
fine - because everybody expects at least this feature to work. Ad-hoc mode
has not had many users so far, so the implementation of the ad-hoc mode
was done sloppily by many manufacturers. With the rising popularity of mesh
networks, the driver situation is improving now.
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Many people use olsrd on wired and wireless interfaces - they don't think
about network architecture. They just connect antennas to their WiFi cards,
connect cables to their Ethernet cards, enable olsrd to run on all computers
and all interfaces and fire it up. That is quite an abuse of a protocol that was
designed to do wireless networking on lossy links - but - why not?

They expect olsrd to solve every networking problem. Clearly it is not neces-
sary to send 'Hello' messages on a wired interface every two seconds - but it
works. This should not be taken as a recommendation - it is just amazing
what people do with such a protocol and that they have such success with it.
In fact the idea of having a protocol that does everything for newbies that
want to have a small to medium sized routed LAN is very appealing.

Plugins

A number of plugins are available for olsrd. Check out the olsr.org website for
a complete list. Here a litle HOWTO for the network topology visualization
plugin olsrd_dot_draw.

169.254.4.4 2

169.254.243.118

Figure 3.19: An automatically generated OLSR network topology.

Often it is very good for the understanding of a mesh network to have the
ability to show the network topology graphically. olsrd_dot_draw outputs
the topology in the dot file format on TCP port 2004. The graphviz tools can
then be used to draw the graphs.

Installing the dot_draw Plugin

Compile the olsr plugins separately and install them. To load the plugin add
the following lines to /etc/olsrd.conf. The parameter "accept”" specifies
which host is accepted to view the Topology Information (currently only one)
and is "localhost" by default. The parameter "port" specifies the TCP port.
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LoadPlugin "olsrd_dot draw.so.0.3"

{
PlParam "accept" "192.168.0.5"
PlParam "port" "2004"

}
Then restart olsr and check if you get output on TCP Port 2004
telnet localhost 2004

After a while you should get some text output.

Now you can save the output graph descriptions and run the tools dot or
neato form the graphviz package to get images.

Bruno Randolf has written a small perl script which continuously gets the to-
pology information from olsrd and displays it using the graphviz and Image-
Magick tools.

First install the following packages on your workstation:

- graphviz, http://www.graphviz.org/

- ImageMagick, http://www.imagemagick.org/
Download the script at: http://meshcube.org/nylon/utils/olsr-topology-view.pl

Now you can start the script with ./olsr-topology-view.pl and view
the topology updates in near-realtime.

Troubleshooting

As long as the WiFi-cards can 'see' each other directly with their radios, doing
a ping will work whether olsrd is running or not. This works because the large
netmasks effectively make every node link-local, so routing issues are side-
stepped at the first hop. This should be checked first if things do not seem to
work as expected. Most headaches people face with WiFi in Ad-Hoc mode are
caused by the fact that the ad-hoc mode in drivers and cards are implemented
sloppily. If it is not possible to ping nodes directly when they are in range it is
most likely a card/driver issue, or your network settings are wrong.

If the machines can ping each other, but olsrd doesn't find routes, then the
IP-addresses, netmask and broadcast address should be checked.

Finally, are you running a firewall? Make sure it doesn't block UDP port 698.



(c) ketabton.com: The Digital Library
Chapter 3: Network Design 65

Estimating capacity

Wireless links can provide significantly greater throughput to users than tradi-
tional Internet connections, such as VSAT, dialup, or DSL. Throughput is also
referred to as channel capacity, or simply bandwidth (although this term is
unrelated to radio bandwidth). It is important to understand that a wireless de-
vice’s listed speed (the data rate) refers to the rate at which the radios can
exchange symbols, not the usable throughput you will observe. As mentioned
earlier, a single 802.11g link may use 54 Mbps radios, but it will only provide up
to 22 Mbps of actual throughput. The rest is overhead that the radios need in
order to coordinate their signals using the 802.11g protocol.

Note that throughput is a measurement of bits over time. 22 Mbps means
that in any given second, up to 22 megabits can be sent from one end of the
link to the other. If users attempt to push more than 22 megabits through the
link, it will take longer than one second. Since the data can’t be sent imme-
diately, it is put in a queue, and transmitted as quickly as possible. This
backlog of data increases the time needed for the most recently queued bits
to the traverse the link. The time that it takes for data to traverse a link is
called latency, and high latency is commonly referred to as lag. Your link
will eventually send all of the queued traffic, but your users will likely com-
plain as the lag increases.

How much throughput will your users really need? It depends on how many
users you have, and how they use the wireless link. Various Internet applica-
tions require different amounts of throughput.

Application BW / User Notes

Text messaging / IM < 1 kbps As traffic is infrequent and asynchronous,
IM will tolerate high latency.

Email 1to 100 As with IM, email is asynchronous and in-
kbps termittent, so it will tolerate latency. Large
attachments, viruses, and spam signifi-
cantly add to bandwidth usage. Note that
web email services (such as Yahoo or Hot-
mail) should be considered as web brows-
ing, not as email.

Web browsing 50 - 100+ Web browsers only use the network when
kbps data is requested. Communication is asyn-
chronous, so a fair amount of lag can be
tolerated. As web browsers request more
data (large images, long downloads, etc.)
bandwidth usage will go up significantly.
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Application BW / User Notes
Streaming audio 96 - 160 Each user of a streaming audio service will
kbps use a constant amount of relatively large

bandwidth for as long as it plays. It can
tolerate some transient latency by using
large buffers on the client. But extended
periods of lag will cause audio “skips” or
outright session failures.

Voice over IP 24 - 100+ As with streaming audio, VoIP commits a
(VolP) kbps constant amount of bandwidth to each user

for the duration of the call. But with VoIP,

the bandwidth is used roughly equally in
both directions. Latency on a VolP connec-

tion is immediate and annoying to users.
Lag greater than a few milliseconds is un-

acceptable for VolIP.

Streaming video 64 - 200+ As with streaming audio, some intermittent

kbps latency is avoided by using buffers on the
client. Streaming video requires high

throughput and low latency to work properly.

Peer-to-peer file- 0 - infinite While peer to peer applications will tolerate
sharing applications Mbps any amount of latency, they tend to use up
(BitTorrent, KaZaA, all available throughput by transmitting data
Gnutella, eDonkey, to as many clients as possible, as quickly

etc.) as possible. Use of these applications will

cause latency and throughput problems for
all other network users unless you use
careful bandwidth shaping.

To estimate the necessary throughput you will need for your network, multi-
ply the expected number of users by the sort of application they will proba-
bly use. For example, 50 users who are chiefly browsing the web will likely
consume 2.5 to 5 Mbps or more of throughput at peak times, and will toler-
ate some latency. On the other hand, 50 simultaneous VolP users would
require 5 Mbps or more of throughput in both directions with absolutely no
latency. Since 802.11g wireless equipment is half duplex (that is, it only
transmits or receives, never both at once) you should accordingly double
the required throughput, for a total of 10 Mbps. Your wireless links must
provide that capacity every second, or conversations will lag.

Since all of your users are unlikely to use the connection at precisely the
same moment, it is common practice to oversubscribe available throughput
by some factor (that is, allow more users than the maximum available band-
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width can support). Oversubscribing by a factor of 2 to 5 is quite common.
In all likelihood, you will oversubscribe by some amount when building your
network infrastructure. By carefully monitoring throughput throughout your
network, you will be able to plan when to upgrade various parts of the net-
work, and how much additional resources will be needed.

Expect that no matter how much capacity you supply, your users will eventu-
ally find applications that will use it all. As we’ll see at the end of this chapter,
using bandwidth shaping techniques can help mitigate some latency prob-
lems. By using bandwidth shaping, web caching, and other techniques, you
can significantly reduce latency and increase overall network throughput.

To get a feeling for the lag felt on very slow connections, the ICTP has put
together a bandwidth simulator. It will simultaneously download a web page
at full speed and at a reduced rate that you choose. This demonstration
gives you an immediate understanding of how low throughput and high la-
tency reduce the usefulness of the Internet as a communications tool. It is
available at http://wireless.ictp.trieste.it/simulator/

Link planning

A basic communication system consists of two radios, each with its associ-
ated antenna, the two being separated by the path to be covered. In order to
have a communication between the two, the radios require a certain mini-
mum signal to be collected by the antennas and presented to their input
socket. Determining if the link is feasible is a process called link budget cal-
culation. Whether or not signals can be passed between the radios depends
on the quality of the equipment being used and on the diminishment of the
signal due to distance, called path loss.

Calculating the link budget

The power available in an 802.11 system can be characterized by the follow-
ing factors:

« Transmit Power. It is expressed in milliwatts or in dBm. Transmit Power
ranges from 30mW to 200mW or more. TX power is often dependent on
the transmission rate. The TX power of a given device should be specified
in the literature provided by the manufacturer, but can sometimes be diffi-
cult to find. Online databases such as the one provided by SeattleWireless
(http://www.seattlewireless.net/HardwareComparison) may help.

- Antenna Gain. Antennas are passive devices that create the effect of am-
plification by virtue of their physical shape. Antennas have the same char-
acteristics when receiving and transmitting. So a 12 dBi antenna is simply
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a 12 dBi antenna, without specifying if it is in transmission or reception
mode. Parabolic antennas have a gain of 19-24 dBi, omnidirectional an-
tennas have 5-12 dBi, sectorial antennas have roughly a 12-15 dBi gain.

- Minimum Received Signal Level, or simply, the sensitivity of the receiver.
The minimum RSL is always expressed as a negative dBm (- dBm) and is
the lowest power of signal the radio can distinguish. The minimum RSL is
dependent upon rate, and as a general rule the lowest rate (1 Mbps) has
the greatest sensitivity. The minimum will be typically in the range of -75 to
-95 dBm. Like TX power, the RSL specifications should be provided by the
manufacturer of the equipment.

- Cable Losses. Some of the signal’s energy is lost in the cables, the con-
nectors and other devices, going from the radios to the antennas. The loss
depends on the type of cable used and on its length. Signal loss for short
coaxial cables including connectors is quite low, in the range of 2-3 dB. It is
better to have cables as short as possible.

When calculating the path loss, several effects must be considered. One has
to take into account the free space loss, attenuation and scattering. Sig-
nal power is diminished by geometric spreading of the wavefront, commonly
known as free space loss. Ignoring everything else, the further away the two
radios, the smaller the received signal is due to free space loss. This is inde-
pendent from the environment, depending only on the distance. This loss
happens because the radiated signal energy expands as a function of the
distance from the transmitter.

Using decibels to express the loss and using 2.45 GHz as the signal fre-
quency, the equation for the free space loss is

Lfsl = 40 + 20*1log(r)

where L, is expressed in dB and r is the distance between the transmitter
and receiver, in meters.

The second contribution to the path loss is given by attenuation. This takes
place as some of the signal power is absorbed when the wave passes
through solid objects such as trees, walls, windows and floors of buildings.
Attenuation can vary greatly depending upon the structure of the object the
signal is passing through, and it is very difficult to quantify. The most conven-
ient way to express its contribution to the total loss is by adding an “allowed
loss” to the free space. For example, experience shows that trees add 10 to
20 dB of loss per tree in the direct path, while walls contribute 10 to 15 dB
depending upon the construction.

Along the link path, the RF energy leaves the transmitting antenna and energy
spreads out. Some of the RF energy reaches the receiving antenna directly,
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while some bounces off the ground. Part of the RF energy which bounces off
the ground reaches the receiving antenna. Since the reflected signal has a
longer way to travel, it arrives at the receiving antenna later than the direct sig-
nal. This effect is called multipath, or signal dispersion. In some cases re-
flected signals add together and cause no problem. When they add together
out of phase, the received signal is almost worthless. In some cases, the signal
at the receiving antenna can be zeroed by the reflected signals. This is known
as extreme fading, or nulling. There is a simple technique that is used to deal
with multipath, called antenna diversity. It consists of adding a second an-
tenna to the radio. Multipath is in fact a very location-specific phenomenon. If
two signals add out of phase at one location, they will not add destructively at a
second, nearby location. If there are two antennas, at least one of them should
be able to receive a usable signal, even if the other is receiving a distorted
one. In commercial devices, antenna switching diversity is used: there are mul-
tiple antennas on multiple inputs, with a single receiver. The signal is thus re-
ceived through only one antenna at a time. When transmitting, the radio uses
the antenna last used for reception. The distortion given by multipath degrades
the ability of the receiver to recover the signal in a manner much like signal
loss. A simple way of applying the effects of scattering in the calculation of the
path loss is to change the exponent of the distance factor of the free space
loss formula. The exponent tends to increase with the range in an environment
with a lot of scattering. An exponent of 3 can be used in an outdoor environ-
ment with trees, while one of 4 can be used for an indoor environment.

When free space loss, attenuation, and scattering are combined, the path loss is:
L(dB) = 40 + 10*n*log(r) + L(allowed)

For a rough estimate of the link feasibility, one can evaluate just the free
space loss. The environment can bring further signal loss, and should be
considered for an exact evaluation of the link. The environment is in fact a
very important factor, and should never be neglected.

To evaluate if a link is feasible, one must know the characteristics of the
equipment being used and evaluate the path loss. Note that when performing
this calculation, you should only add the TX power of one side of the link. If
you are using different radios on either side of the link, you should calculate the
path loss twice, once for each direction (using the appropriate TX power for
each calculation). Adding up all the gains and subtracting all the losses gives

TX Power Radio 1

Antenna Gain Radio
Cable Losses Radio
Antenna Gain Radio
Cable Losses Radio

+

+
NN PP

= Total Gain
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Subtracting the Path Loss from the Total Gain:

Total Gain
- Path Loss

= Signal Level at one side of the link

If the resulting signal level is greater than the minimum received signal level,
then the link is feasible! The received signal is powerful enough for the radios
to use it. Remember that the minimum RSL is always expressed as a nega-
tive dBm, so -56 dBm is greater than -70 dBm. On a given path, the variation
in path loss over a period of time can be large, so a certain margin (differ-
ence between the signal level and the minimum received signal level) should
be considered. This margin is the amount of signal above the sensitivity of
radio that should be received in order to ensure a stable, high quality radio
link during bad weather and other atmospheric disturbances. A margin of 10
to 15 dB is fine. To give some space for attenuation and multipath in the re-
ceived radio signal, a margin of 20dB should be safe enough.

Once you have calculated the link budget in one direction, repeat the calcu-
lation for the other direction. Substitute the transmit power for that of the
second radio, and compare the result against the minimum received signal
level of the first radio.

Example link budget calculation

As an example, we want to estimate the feasibility of a 5 km link, with one
access point and one client radio. The access point is connected to an omni-
directional antenna with 10 dBi gain, while the client is connected to a secto-
rial antenna with 14 dBi gain. The transmitting power of the AP is 100mW (or
20 dBm) and its sensitivity is -89 dBm. The transmitting power of the client is
30mW (or 15 dBm) and its sensitivity is -82 dBm. The cables are short, with
a loss of 2dB at each side.

Adding up all the gains and subtracting all the losses for the AP to client link gives:
20 dBm (TX Power Radio 1)
+ 10 dBi (Antenna Gain Radio 1)
- 2 dB (Cable Losses Radio 1)
+ 14 dBi (Antenna Gain Radio 2)
- 2 dB (Cable Losses Radio 2)
40 dB = Total Gain

The path loss for a 5 km link, considering only the free space loss is:
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Path Loss = 40 + 201og(5000) = 113 dB
Subtracting the path loss from the total gain
40 dB - 113 dB = -73 dB

Since -73 dB is greater than the minimum receive sensitivity of the client ra-
dio (-82 dBm), the signal level is just enough for the client radio to be able to
hear the access point. There is only 9 dB of margin (82 dB - 73 dB) which will
likely work fine in fair weather, but may not be enough to protect against ex-
treme weather conditions.

Next we calculate the link from the client back to the access point:

15 dBm (TX Power Radio 2)
+ 14 dBi (Antenna Gain Radio 2)
- 2 dB (Cable Losses Radio 2)
+ 10 dBi (Antenna Gain Radio 1)
- 2 dB (Cable Losses Radio 1)

35 dB = Total Gain

Obviously, the path loss is the same on the return trip. So our received sig-
nal level on the access point side is:

35 dB - 113 dB = -78 dB

Since the receive sensitivity of the AP is -89dBm, this leaves us 11dB of fade
margin (89dB - 78dB). Overall, this link will probably work but could use a bit
more gain. By using a 24dBi dish on the client side rather than a 14dBi sec-
torial antenna, you will get an additional 10dBi of gain on both directions of
the link (remember, antenna gain is reciprocal). A more expensive option
would be to use higher power radios on both ends of the link, but note that
adding an amplifier or higher powered card to one end generally does not
help the overall quality of the link.

Online tools can be used to calculate the link budget. For example, the
Green Bay Professional Packet Radio’s Wireless Network Link Analysis
(http://my.athenet.net/~multiplx/cgi-bin/wireless.main.cgi) is an excellent
tool. The Super Edition generates a PDF file containing the Fresnel zone and
radio path graphs. The calculation scripts can even be downloaded from the
website and installed locally.

The Terabeam website also has excellent calculators available online
(http://www.terabeam.com/support/calculations/index.php).
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Tables for calculating link budget

To calculate the link budget, simply approximate your link distance, then fill in
the following tables:

Free Space Path Loss at 2.4 GHz

Distance 100 500 1,000 3,000 5,000 10,000
(m)
Loss 80 94 100 110 113 120
(dB)

For more path loss distances, see Appendix C.

Antenna Gain:

Radio 1 Antenna + Radio 2 Antenna = Total Antenna Gain

Losses:
Radio1 + Radio2 + Free Space = Total Loss
Cable Loss (dB) | Cable Loss (dB) | Path Loss (dB) (dB)
Link Budget for Radio 1 = Radio 2:
Radio 1 TX | + Antenna . > Radio 2
. - Total Loss = Signal oo
Power Gain Sensitivity




(c) ketabton.com: The Digital Library
Chapter 3: Network Design 73

Link Budget for Radio 2 = Radio 1:

Radio 2 TX | + Antenna . > Radio 1
. - Total Loss = Signal e
Power Gain Sensitivity

If the received signal is greater than the minimum received signal strength in
both directions of the link, as well as any noise received along the path, then
the link is possible.

Link planning software

While calculating a link budget by hand is straightforward, there are a num-
ber of tools available that will help automate the process. In addition to cal-
culating free space loss, these tools will take many other relevant factors into
account as well (such as tree absorption, terrain effects, climate, and even
estimating path loss in urban areas). In this section, we will discuss two free
tools that are useful for planning wireless links: Green Bay Professional
Packet Radio’s online interactive network design utilities, and RadioMobile.

Interactive design CGls

The Green Bay Professional Packet Radio group (GBPRR) has made a vari-
ety of very useful link planning tools available for free online. You can
browse these tools online at http://www.qsl.net/n9zia/wireless/page09.html .
Since the tools are available online, they will work with any device that has a
web browser and Internet access.

We will look at the first tool, Wireless Network Link Analysis, in detail. You
can find it online at http://my.athenet.net/~multipix/cgi-bin/wireless.main.cgi.

To begin, enter the channel to be used on the link. This can be specified in MHz
or GHz. If you don’t know the frequency, consult the table in Appendix B. Note
that the table lists the channel’s center frequency, while the tool asks for the
highest transmitted frequency. The difference in the ultimate result is mini-
mal, so feel free to use the center frequency instead. To find the highest
transmitted frequency for a channel, just add 11MHz to the center frequency.

Next, enter the details for the transmitter side of the link, including the trans-
mission line type, antenna gain, and other details. Try to fill in as much data
as you know or can estimate. You can also enter the antenna height and
elevation for this site. This data will be used for calculating the antenna tilt
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angle.  For calculating Fresnel zone clearance, you will need to use
GBPRR’s Fresnel Zone Calculator.

The next section is very similar, but includes information about the other end
of the link. Enter all available data in the appropriate fields.

Finally, the last section describes the climate, terrain, and distance of the link.
Enter as much data as you know or can estimate. Link distance can be calcu-
lated by specifying the latitude and longitude of both sites, or entered by hand.

Now, click the Submit button for a detailed report about the proposed link.
This includes all of the data entered, as well as the projected path loss, error
rates, and uptime. These numbers are all completely theoretical, but will give
you a rough idea of the feasibility of the link. By adjusting values on the
form, you can play “what-if?” to see how changing various parameters will
affect the connection.

In addition to the basic link analysis tool, GBPRR provides a “super edition”
that will produce a PDF report, as well as a number of other very useful tools
(including the Fresnel Zone Calculator, Distance & Bearing Calculator, and
Decibel Conversion Calculator to name just a few). Source code to most of
the tools is provided as well.

RadioMobile

Radio Mobile is a tool for the design and simulation of wireless systems. It
predicts the performance of a radio link by using information about the
equipment and a digital map of the area. It is public domain software that
runs on Windows, or using Linux and the Wine emulator.

Radio Mobile uses a digital terrain elevation model for the calculation of
coverage, indicating received signal strength at various points along the path.
It automatically builds a profile between two points in the digital map showing
the coverage area and first Fresnel zone. During the simulation, it checks for
line of sight and calculates the Path Loss, including losses due to obstacles.
It is possible to create networks of different topologies, including net master/
slave, point-to-point, and point-to-multipoint. The software calculates the cov-
erage area from the base station in a point-to-multipoint system. It works for
systems having frequencies from 100 kHz to 200 GHz. Digital elevation
maps (DEM) are available for free from several sources, and are available for
most of the world. DEMs do not show coastlines or other readily identifiable
landmarks, but they can easily be combined with other kinds of data (such as
aerial photos or topographical charts) in several layers to obtain a more useful
and readily recognizable representation. You can digitize your own maps and
combine them with DEMs. The digital elevation maps can be merged with
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scanned maps, satellite photos and Internet map services (such as Google
Maps) to produce accurate prediction plots.
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Figure 3.20: Link feasibility, including Fresnel zone and line of sight estimate, using
RadioMobile.

The main Radio Mobile webpage, with examples and tutorials, is available at:
http://www.cplus.org/rmw/english1.htm!

RadioMobile under Linux

Radio Mobile will also work using Wine under Ubuntu Linux. While the appli-
cation runs, some button labels may run beyond the frame of the button and
can be hard to read.

We were able to make Radio Mobile work with Linux using the following envi-
ronment:

+ IBM Thinkpad x31
« Ubuntu Breezy (v5.10), http://www.ubuntu.com/

- Wine version 20050725, from the Ubuntu Universe repository

There are detailed instructions for installing RadioMobile on Windows at
http://www.cplus.org/rmw/english1.html. You should follow all of the steps
except for step 1 (since it is difficult to extract a DLL from the
VBRUNG6OSP6.EXE file under Linux). You will either need to copy the
MSVBVM®60.DLL file from a Windows machine that already has the Visual
Basic 6 run-time environment installed, or simply Google for
MSVBVM60.DLL, and download the file.

Now continue with step 2 at from the above URL, making sure to unzip the
downloaded files in the same directory into which you have placed the down-
loaded DLL file. Note that you don't have to worry about the stuff after step
4; these are extra steps only needed for Windows users.
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Finally, you can start Wine from a terminal with the command:
# wine RMWDLX.exe

You should see RadioMobile running happily in your XWindows session.

Avoiding noise

The unlicensed ISM and U-NII bands represent a very tiny piece of the
known electromagnetic spectrum. Since this region can be utilized without
paying license fees, many consumer devices use it for a wide range of appli-
cations. Cordless phones, analog video senders, Bluetooth, baby monitors,
and even microwave ovens compete with wireless data networks for use of
the very limited 2.4 GHz band. These signals, as well as other local wireless
networks, can cause significant problems for long range wireless links. Here
are some steps you can use to reduce reception of unwanted signals.

- Increase antenna gain on both sides of a point-to-point link. Antennas
not only add gain to a link, but their increased directionality tends to reject
noise from areas around the link. Two high gain dishes that are pointed at
each other will reject noise from directions that are outside the path of the
link. Using omnidirectional antennas will receive noise from all directions.

An omnidirectional antenna receives Multiple sectorial antennas help to mitigate noise
noise from all directions and add additional bandwidth

Figure 3.21: A single omnidirectional antenna vs. multiple sectorials.

- Use sectorials instead of using an omnidirectional. By making use of
several sectorial antennas, you can reduce the overall noise received at a
distribution point. By staggering the channels used on each sectorial, you
can also increase the available bandwidth to your clients.
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- Don’t use an amplifier. As we will see in Chapter 4, amplifiers can make
interference issues worse by indiscriminately amplifying all received sig-
nals, including sources of interference. Amplifiers also cause interference
problems for other nearby users of the band.

- Use the best available channel. Remember that 802.11b/g channels are
22 MHz wide, but are only separated by 5SMHz. Perform a site survey, and
select a channel that is as far as possible from existing sources of interfer-
ence. Remember that the wireless landscape can change at any time as
people add new devices (cordless phones, other networks, etc.) If your
link suddenly has trouble sending packets, you may need to perform an-
other site survey and pick a different channel.

- Use smaller hops and repeaters, rather than a single long distance
shot. Keep your point-to-point links as short as possible. While it may be
possible to create a 12 km link that cuts across the middle of a city, you will
likely have all kinds of interference problems. If you can break that link into
two or three shorter hops, the link will likely be more stable. Obviously this
isn’'t possible on long distance rural links where power and mounting struc-
tures are unavailable, but noise problems are also unlikely in those settings.

- If possible, use 5.8 GHz, 900MHz, or another unlicensed band. While
this is only a short term solution, there is currently far more consumer
equipment installed in the field that uses 2.4 GHz. Using 802.11a or a
2.4 GHz to 5.8 GHz step-up device will let you avoid this congestion alto-
gether. If you can find it, some old 802.11 equipment uses unlicensed
spectrum at 900MHz (unfortunately at much lower bit rates). Other tech-
nologies, such as Ronja (http://ronja.twibright.com/) use optical technol-
ogy for short distance, noise-free links.

- If all else fails, use licensed spectrum. There are places where all
available unlicensed spectrum is effectively used. In these cases, it may
make sense to spend the additional money for proprietary equipment that
uses a less congested band. For long distance point-to-point links that
require very high throughput and maximum uptime, this is certainly an op-
tion. Of course, these features come at a much higher price tag compared
to unlicensed equipment.

To identify sources of noise, you need tools that will show you what is happening
in the air at 2.4 GHz. We will see some examples of these tools in Chapter 6.

Repeaters

The most critical component to building long distance network links is line of
sight (often abbreviated as LOS). Terrestrial microwave systems simply
cannot tolerate large hills, trees, or other obstacles in the path of a long dis-
tance link. You must have a clear idea of the lay of the land between two
points before you can determine if a link is even possible.
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But even if there is a mountain between two points, remember that obstacles
can sometimes be turned into assets. Mountains may block your signal, but
assuming power can be provided they also make very good repeater sites.

Repeaters are nodes that are configured to rebroadcast traffic that is not des-
tined for the node itself. In a mesh network, every node is a repeater. In a
traditional infrastructure network, nodes must be configured to pass along
traffic to other nodes.

A repeater can use one or more wireless devices. When using a single radio
(called a one-arm repeater), overall efficiency is slightly less than half of the
available bandwidth, since the radio can either send or receive data, but
never both at once. These devices are cheaper, simpler, and have lower
power requirements. A repeater with two (or more) radio cards can operate
all radios at full capacity, as long as they are each configured to use non-
overlapping channels. Of course, repeaters can also supply an Ethernet
connection to provide local connectivity.

Repeaters can be purchased as a complete hardware solution, or easily assem-
bled by connecting two or more wireless nodes together with Ethernet cable.
When planning to use a repeater built with 802.11 technology, remember that
nodes must be configured for master, managed, or ad-hoc mode. Typically, both
radios in a repeater are configured for master mode, to allow multiple clients to
connect to either side of the repeater. But depending on your network layout,
one or more devices may need to use ad-hoc or even client mode.

Repeater

Figure 3.22: The repeater forwards packets over the air between nodes that have no
direct line of sight.

Typically, repeaters are used to overcome obstacles in the path of a long dis-
tance link. For example, there may be buildings in your path, but those build-
ings contain people. Arrangements can often be worked out with building
owners to provide bandwidth in exchange for roof rights and electricity. If the
building owner isnt interested, tenants on high floors may be able to be per-
suaded to install equipment in a window.

If you can’t go over or through an obstacle, you can often go around it. Rather
than using a direct link, try a multi-hop approach to avoid the obstacle.
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Repeater Repeater

Figure 3.23: No power was available at the top of the hill, but it was circumvented by
using multiple repeater sites around the base.

Finally, you may need to consider going backwards in order to go forwards.
If there is a high site available in a different direction, and that site can see
beyond the obstacle, a stable link can be made via an indirect route.

Figure 3.24: Site D could not make a clean link to site A or B, since site C is in the

way and is not hosting a node. By installing a high repeater, nodes A, B, and D can

communicate with each other. Note that traffic from node D actually travels further
away from the rest of the network before the repeater forwards it along.

Repeaters in networks remind me of the “six degrees of separation” principle.
This idea says that no matter who you are looking for, you need only contact
five intermediaries before finding the person. Repeaters in high places can
“see” a great deal of intermediaries, and as long as your node is in range of
the repeater, you can communicate with any node the repeater can reach.

Traffic optimization

Bandwidth is measured as the amount of bits transmitted over a time interval.
This means that over time, bandwidth available on any link approaches infin-
ity. Unfortunately, for any given period of time, the bandwidth provided by
any given network connection is not infinite. You can always download (or
upload) as much traffic as you like; you need only wait long enough.  Of
course, human users are not as patient as computers, and are not willing to
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wait an infinite amount of time for their information to traverse the network.
For this reason, bandwidth must be managed and prioritized much like any
other limited resource.

You will significantly improve response time and maximize available through-
put by eliminating unwanted and redundant traffic from your network. This
section describes a few common techniques for making sure that your net-
work carries only the traffic that must traverse it. For a more thorough dis-
cussion of the complex subject of bandwidth optimization, see the free book
How to Accelerate Your Internet (http://bwmo.net/).

Web caching

A web proxy server is a server on the local network that keeps copies of re-
cently retrieved or often used web pages, or parts of pages. When the next
person retrieves these pages, they are served from the local proxy server
instead of from the Internet. This results in significantly faster web access in
most cases, while reducing overall Internet bandwidth usage. When a proxy
server is implemented, the administrator should also be aware that some
pages are not cacheable-- for example, pages that are the output of server-
side scripts, or other dynamically generated content.

The apparent loading of web pages is also affected. With a slow Internet
link, a typical page begins to load slowly, first showing some text and then
displaying the graphics one by one. In a network with a proxy server,
there could be a delay when nothing seems to happen, and then the page
will load almost at once. This happens because the information is sent to
the computer so quickly that it spends a perceptible amount of time ren-
dering the page. The overall time it takes to load the whole page might
take only ten seconds (whereas without a proxy server, it may take 30
seconds to load the page gradually). But unless this is explained to some
impatient users, they may say the proxy server has made things slower. It
is usually the task of the network administrator to deal with user percep-
tion issues like these.

Proxy server products

There are a number of web proxy servers available. These are the most
commonly used software packages:

« Squid. Open source Squid is the de facto standard at universities. It is
free, reliable, easy to use and can be enhanced (for example, adding con-
tent filtering and advertisement blocking). Squid produces logs that can be
analyzed using software such as Awstats, or Webalizer, both of which are
open source and produce good graphical reports. In most cases, it is eas-
ier to install as part of the distribution than to download it from
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http://www.squid-cache.org/ (most Linux distributions such as Debian, as
well as other versions of Unix such as NetBSD and FreeBSD come with
Squid). A good Squid configuration guide can be found on the Squid Users
Guide Wiki at http://www.deckle.co.za/squid-users-guide/.

- Microsoft Proxy server 2.0. Not available for new installations because it
has been superseded by Microsoft ISA server and is no longer supported.
It is nonetheless used by some institutions, although it should perhaps not
be considered for new installations.

- Microsoft ISA server. ISA server is a very good proxy server program,
that is arguably too expensive for what it does. However, with academic
discounts it may be affordable to some institutions. It produces its own
graphical reports, but its log files can also be analyzed with popular
analyzer software such as Sawmill (http://www.sawmill.net/). Adminis-
trators at a site with MS ISA Server should spend sufficient time getting
the configuration right; otherwise MS ISA Server can itself be a consid-
erable bandwidth user. For example, a default installation can easily
consume more bandwidth than the site has used before, because popu-
lar pages with short expiry dates (such as news sites) are continually
being refreshed. Therefore it is important to get the pre-fetching settings
right, and to configure pre-fetching to take place mainly overnight. ISA
Server can also be tied to content filtering products such as WebSense.
For more information, see: http://www.microsoft.com/isaserver/ and
http://www.isaserver.org/ .

Preventing users from bypassing the proxy server

While circumventing Internet censorship and restrictive information access
policy may be a laudable political effort, proxies and firewalls are necessary
tools in areas with extremely limited bandwidth. Without them, the stability
and usability of the network are threatened by legitimate users themselves.
Techniques for bypassing a proxy server can be found at
http://www.antiproxy.com/ . This site is useful for administrators to see how
their network measures up against these techniques.

To enforce use of the caching proxy, you might consider simply setting up a
network access policy and trusting your users. In the layout below, the ad-
ministrator has to trust that his users will not bypass the proxy server.

In this case the administrator typically uses one of the following techniques:

- Not giving out the default gateway address through DCHP. This may
work for a while, but some network-savvy users who want to bypass the
proxy might find or guess the default gateway address. Once that hap-
pens, word tends to spread about how to bypass the proxy.
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- Using domain or group policies. This is very useful for configuring the
correct proxy server settings for Internet Explorer on all computers in the
domain, but is not very useful for preventing the proxy from being by-
passed, because it depends on a user logging on to the NT domain. A user
with a Windows 95/98/ME computer can cancel his log-on and then bypass
the proxy, and someone who knows a local user password on his Windows
NT/2000/XP computer can log on locally and do the same.

- Begging and fighting with users. This approach, while common, is
never an optimal situation for a network administrator.

Router
Y Y Y \
— — | — | —
PC PC PC Proxy Server

Figure 3.25: This network relies on trusted users to properly configure their PCs to
use the proxy server.

The only way to ensure that proxies cannot be bypassed is by using the cor-
rect network layout, by using one of the three techniques described below.

Firewall

A more reliable way to ensure that PCs don’t bypass the proxy can be im-
plemented using the firewall. The firewall can be configured to allow only the
proxy server to make HTTP requests to the Internet. All other PCs are
blocked, as shown in Figure 3.26.

Relying on a firewall may or may not be sufficient, depending on how the
firewall is configured. If it only blocks access from the campus LAN to port 80
on web servers, there will be ways for clever users to find ways around it.
Additionally, they will be able to use other bandwidth hungry protocols such
as BitTorrent or Kazaa.
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Figure 3.26: The firewall prevents PCs from accessing the Internet directly, but allows
access via the proxy server.

Two network cards

Perhaps the most reliable method is to install two network cards in the proxy
server and connect the campus network to the Internet as shown below. In
this way, the network layout makes it physically impossible to reach the
Internet without going through the proxy server.

Proxy server

Fit
\
— — —
(]
o (-] (-]
-]

Figure 3.27: The only route to the Internet is through the proxy.
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The proxy server in this diagram should not have IP forwarding enabled, un-
less the administrators knows exactly what they want to let through.

One big advantage to this design is that a technique known as transparent
proxying can be used. Using a transparent proxy means that users’ web
requests are automatically forwarded to the proxy server, without any need to
manually configure web browsers to use it. This effectively forces all web
traffic to be cached, eliminates many chances for user error, and will even
work with devices that do not support use of a manual proxy. For more de-
tails about configuring a transparent proxy with Squid, see:

- http://www.squid-cache.org/Doc/FAQ/FAQ-17.html!
« http://tldp.org/HOWTQO/ TransparentProxy.htm/

Policy-based routing

One way to prevent bypassing of the proxy using Cisco equipment is with
policy routing. The Cisco router transparently directs web requests to the
proxy server. This technique is used at Makerere University. The advantage
of this method is that, if the proxy server is down, the policy routes can be
temporarily removed, allowing clients to connect directly to the Internet.

Mirroring a website

With permission of the owner or web master of a site, the whole site can be
mirrored to a local server overnight, if it is not too large. This is something
that might be considered for important websites that are of particular interest
to the organization or that are very popular with web users. This may have
some use, but it has some potential pitfalls. For example, if the site that is
mirrored contains CGl scripts or other dynamic content that require interac-
tive input from the user, this would cause problems. An example is a website
that requires people to register online for a conference. If someone registers
online on a mirrored server (and the mirrored script works), the organizers of
the site will not have the information that the person registered.

Because mirroring a site may infringe copyright, this technique should only
be used with permission of the site concerned. If the site runs rsync, the site
could be mirrored using rsync. This is likely the fastest and most efficient
way to keep site contents synchronized. If the remote web server is not run-
ning rsync, the recommended software to use is a program called wget. It is
part of most versions of Unix/Linux. A Windows version can be found at
http://xoomer.virgilio.it/hherold/, or in the free Cygwin Unix tools package
(http://www.cygwin.com/).



(c) ketabton.com: The Digital Library
Chapter 3: Network Design 85

A script can be set up to run every night on a local web server and do the
following:

- Change directory to the web server document root: for example, /var/
www/ on Unix, or C: \Inetpub\wwwroot on Windows.

+ Mirror the website using the command:

wget --cache=off -m http://www.python.org

The mirrored website will be in a directory www.python.org. The web
server should now be configured to serve the contents of that directory as a
name-based virtual host. Set up the local DNS server to fake an entry for this
site. For this to work, client PCs should be configured to use the local DNS
server(s) as the primary DNS. (This is advisable in any case, because a local
caching DNS server speeds up web response times).

Pre-populate the cache using wget

Instead of setting up a mirrored website as described in the previous sec-
tion, a better approach is to populate the proxy cache using an automated
process. This method has been described by J. J. Eksteen and J. P. L. Clo-
ete of the CSIR in Pretoria, South Africa, in a paper entitled Enhancing
International World Wide Web Access in Mozambique Through the
Use of Mirroring and Caching Proxies. In this paper (available at
http://www.isoc.org/inet97/ans97/cloet.htm) they describe how the proc-
ess works:

"An automatic process retrieves the site's home page and a specified
number of extra pages (by recursively following HTML links on the re-
trieved pages) through the use of a proxy. Instead of writing the retrieved
pages onto the local disk, the mirror process discards the retrieved
pages. This is done in order to conserve system resources as well as to
avoid possible copyright conflicts. By using the proxy as intermediary,
the retrieved pages are guaranteed to be in the cache of the proxy as if a
client accessed that page. When a client accesses the retrieved page, it
is served from the cache and not over the congested international link.
This process can be run in off-peak times in order to maximize band-
width utilization and not to compete with other access activities. "

The following command (scheduled to run at night once every day or week)
is all that is needed (repeated for every site that needs pre-populating).

wget --proxy-on --cache=off --delete after -m http://www.python.org

These options enable the following:
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« -m: Mirrors the entire site. wget starts at www.python.org and follows all
hyperlinks, so it downloads all subpages.

- =--proxy-on: Ensures that wget makes use of the proxy server. This might
not be needed in set-ups where a transparent proxy is employed.

. --cache=off: Ensures that fresh content is retrieved from the Internet, and
not from the local proxy server.

. --delete after: Deletes the mirrored copy. The mirrored content remains in
the proxy cache if there is sufficient disk space, and the proxy server cach-
ing parameters are set up correctly.

In addition, wget has many other options; for example, to supply a password
for websites that require them. When using this tool, Squid should be con-
figured with sufficient disk space to contain all the pre-populated sites and
more (for normal Squid usage involving pages other than the pre-populated
ones). Fortunately, disk space is becoming ever cheaper and disk sizes are
far larger than ever before. However, this technique can only be used with a
few selected sites. These sites should not be too big for the process to finish
before the working day starts, and an eye should be kept on disk space.

Cache hierarchies

When an organization has more than one proxy server, the proxies can share
cached information among them. For example, if a web page exists in server
A's cache, but not in the cache of server B, a user connected via server B
might get the cached object from server A via server B. Inter-Cache Proto-
col (ICP) and Cache Array Routing Protocol (CARP) can share cache in-
formation. CARP is considered the better protocol. Squid supports both pro-
tocols, and MS ISA Server supports CARP. For more information, see
http://squid-docs.sourceforge.net/latest/html/c2075.html. This sharing of
cached information reduces bandwidth usage in organizations where more
than one proxy is used.

Proxy specifications

On a university campus network, there should be more than one proxy
server, both for performance and also for redundancy reasons. With today's
cheaper and larger disks, powerful proxy servers can be built, with 50 GB or
more disk space allocated to the cache. Disk performance is important,
therefore the fastest SCSI disks would perform best (although an IDE based
cache is better than none at all). RAID or mirroring is not recommended.

It is also recommended that a separate disk be dedicated to the cache. For
example, one disk could be for the cache, and a second for the operating
system and cache logging. Squid is designed to use as much RAM as it can
get, because when data is retrieved from RAM it is much faster than when it
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comes from the hard disk. For a campus network, RAM memory should be
1GB or more:

« Apart from the memory required for the operating system and other appli-
cations, Squid requires 10 MB of RAM for every 1 GB of disk cache. There-
fore, if there is 50 GB of disk space allocated to caching, Squid will require
500 MB extra memory.

« The machine would also require 128 MB for Linux and 128 MB for Xwindows.

- Another 256 MB should be added for other applications and in order that
everything can run easily. Nothing increases a machine's performance as
much as installing a large amount of memory, because this reduces the
need to use the hard disk. Memory is thousands of times faster than a hard
disk. Modern operating systems keep frequently accessed data in memory
if there is enough RAM available. But they use the page file as an extra
memory area when they don't have enough RAM.

DNS caching and optimization

Caching-only DNS servers are not authoritative for any domains, but rather
just cache results from queries asked of them by clients. Just like a proxy
server that caches popular web pages for a certain time, DNS addresses are
cached until their time to live (TTL) expires. This will reduce the amount of
DNS traffic on your Internet connection, as the DNS cache may be able to
satisfy many of the queries locally. Of course, client computers must be con-
figured to use the caching-only name server as their DNS server. When all
clients use this server as their primary DNS server, it will quickly populate a
cache of IP addresses to names, so that previously requested names can
quickly be resolved. DNS servers that are authoritative for a domain also act
as cache name-address mappings of hosts resolved by them.

Bind (named)

Bind is the de facto standard program used for name service on the Internet.
When Bind is installed and running, it will act as a caching server (no further
configuration is necessary). Bind can be installed from a package such as a
Debian package or an RPM. Installing from a package is usually the easiest
method. In Debian, type

apt-get install bind9

In addition to running a cache, Bind can also host authoritative zones, act as
a slave to authoritative zones, implement split horizon, and just about every-
thing else that is possible with DNS.
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dnsmasq

One alternative caching DNS server is dnsmasgq. It is available for BSD and
most Linux distributions, or from http://www.thekelleys.org.uk/dnsmasq/.
The big advantage of dnsmasq is flexibility: it easily acts as both a caching
DNS proxy and an authoritative source for hosts and domains, without com-
plicated zone file configuration. Updates can be made to zone data without
even restarting the service. It can also serve as a DHCP server, and will in-
tegrate DNS service with DHCP host requests. It is very lightweight, stable,
and extremely flexible. Bind is likely a better choice for very large networks
(more than a couple of hundred nodes), but the simplicity and flexibility of
dnsmasq makes it attractive for small to medium sized networks.

Windows NT

To install the DNS service on Windows NT4: select Control Panel = Network
- Services = Add = Microsoft DNS server. Insert the Windows NT4 CD
when prompted. Configuring a caching-only server in NT is described in
Knowledge Base article 167234. From the article:

"Simply install DNS and run the Domain Name System Manager. Click
on DNS in the menu, select New Server, and type in the IP address of
your computer where you have installed DNS. You now have a caching-
only DNS server."

Windows 2000

Install DNS service: Start = Settings = Control Panel = Add/Remove Soft-
ware. In Add/Remove Windows Components, select Components = Net-
working Services = Details & Domain Name System (DNS). Then start the
DNS MMC (Start = Programs => Administrative Tools = DNS) From the Ac-
tion menu select "Connect To Computer..." In the Select Target Computer
window, enable "The following computer:" and enter the name of a DNS
server you want to cache. If there is a . [dot] in the DNS manager (this ap-
pears by default), this means that the DNS server thinks it is the root DNS
server of the Internet. It is certainly not. Delete the . [dot] for anything to work.

Split DNS and a mirrored server

The aim of split DNS (also known as split horizon) is to present a different
view of your domain to the inside and outside worlds. There is more than one
way to do split DNS; but for security reasons, it's recommended that you
have two separate internal and external content DNS servers (each with dif-
ferent databases).

Split DNS can enable clients from a campus network to resolve IP addresses
for the campus domain to local RFC1918 IP addresses, while the rest of the
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Internet resolves the same names to different IP addresses. This is achieved
by having two zones on two different DNS servers for the same domain.

One of the zones is used by internal network clients and the other by users
on the Internet. For example, in the network below the user on the Makerere
campus gets http://www.makerere.ac.ug/ resolved to 172.16.16.21, whereas
a user elsewhere on the Internet gets it resolved to 195.171.16.13.

The DNS server on the campus in the above diagram has a zone file for
makerere.ac.ug and is configured as if it is authoritative for that domain. In
addition, it serves as the DNS caching server for the Makerere campus, and
all computers on the campus are configured to use it as their DNS server.

The DNS records for the campus DNS server would look like this:

makerere.ac.ug

www CNAME webserver.makerere.ac.ug
ftp CNAME ftpserver.makerere.ac.ug
mail CNAME exchange.makerere.ac.ug
mailserver A 172.16.16.21
webserver A 172.16.16.21
ftpserver A 172.16.16.21

But there is another DNS server on the Internet that is actually authoritative
for the makerere.ac.ug domain. The DNS records for this external zone
would look like this:

makerere.ac.ug
www A 195.171.16.13
ftp A 195.171.16.13
mail A 16.132.33.21
MX mail.makerere.ac.ug

Split DNS is not dependent on using RFC 1918 addresses. An African ISP
might, for example, host websites on behalf of a university but also mirror
those same websites in Europe. Whenever clients of that ISP access the
website, it gets the IP address at the African ISP, and so the traffic stays in
the same country. When visitors from other countries access that website,
they get the IP address of the mirrored web server in Europe. In this way,
international visitors do not congest the ISP's VSAT connection when visiting
the university's website. This is becoming an attractive solution, as web host-
ing close to the Internet backbone has become very cheap.

Internet link optimization

As mentioned earlier, network throughput of up to 22 Mbps can be achieved
by using standard, unlicensed 802.11g wireless gear. This amount of band-
width will likely be at least an order of magnitude higher than that provided by
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your Internet link, and should be able to comfortably support many simulta-
neous Internet users.

But if your primary Internet connection is through a VSAT link, you will en-
counter some performance issues if you rely on default TCP/IP parameters.
By optimizing your VSAT link, you can significantly improve response times
when accessing Internet hosts.

TCP/IP factors over a satellite connection

A VSAT is often referred to as a long fat pipe network. This term refers to
factors that affect TCP/IP performance on any network that has relatively
large bandwidth, but high latency. Most Internet connections in Africa and
other parts of the developing world are via VSAT. Therefore, even if a uni-
versity gets its connection via an ISP, this section might apply if the ISP's
connection is via VSAT. The high latency in satellite networks is due to the
long distance to the satellite and the constant speed of light. This distance
adds about 520 ms to a packet’s round-trip time (RTT), compared to a typical
RTT between Europe and the USA of about 140 ms.

Thousands of Kilometers

Figure 3.28: Due to the speed of light and long distances involved, a single ping
packet can take more than 520 ms to be acknowledged over a VSAT link.

The factors that most significantly impact TCP/IP performance are long RTT,
large bandwidth delay product, and transmission errors.

Generally speaking, operating systems that support modern TCP/IP imple-
mentations should be used in a satellite network. These implementations
support the RFC 1323 extensions:
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- The window scale option for supporting large TCP window sizes (larger
than 64KB).

- Selective acknowledgment (SACK) to enable faster recovery from
transmission errors.

- Timestamps for calculating appropriate RTT and retransmission timeout
values for the link in use.

Long round-trip time (RTT)

Satellite links have an average RTT of around 520ms to the first hop. TCP
uses the slow-start mechanism at the start of a connection to find the appro-
priate TCP/IP parameters for that connection. Time spent in the slow-start
stage is proportional to the RTT, and for a satellite link it means that TCP
stays in slow-start mode for a longer time than would otherwise be the case.
This drastically decreases the throughput of short-duration TCP connections.
This is can be seen in the way that a small website might take surprisingly
long to load, but when a large file is transferred acceptable data rates are
achieved after a while.

Furthermore, when packets are lost, TCP enters the congestion-control phase,
and owing to the higher RTT, remains in this phase for a longer time, thus re-
ducing the throughput of both short- and long-duration TCP connections.

Large bandwidth-delay product

The amount of data in transit on a link at any point of time is the product of
bandwidth and the RTT. Because of the high latency of the satellite link, the
bandwidth-delay product is large. TCP/IP allows the remote host to send a cer-
tain amount of data in advance without acknowledgment. An acknowledgment is
usually required for all incoming data on a TCP/IP connection. However, the re-
mote host is always allowed to send a certain amount of data without acknowl-
edgment, which is important to achieve a good transfer rate on large bandwidth-
delay product connections. This amount of data is called the TCP window size.
The window size is usually 64KB in modern TCP/IP implementations.

On satellite networks, the value of the bandwidth-delay product is important. To
utilize the link fully, the window size of the connection should be equal to the
bandwidth-delay product. If the largest window size allowed is 64KB, the maxi-
mum theoretical throughput achievable via satellite is (window size) / RTT, or
64KB /520 ms. This gives a maximum data rate of 123 KB/s, which is 984 kbps,
regardless of the fact that the capacity of the link may be much greater.

Each TCP segment header contains a field called advertised window,
which specifies how many additional bytes of data the receiver is prepared to
accept. The advertised window is the receiver's current available buffer size.
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The sender is not allowed to send more bytes than the advertised window. To
maximize performance, the sender should set its send buffer size and the
receiver should set its receive buffer size to no less than the bandwidth-delay
product. This buffer size has a maximum value of 64KB in most modern
TCP/IP implementations.

To overcome the problem of TCP/IP stacks from operating systems that don't
increase the window size beyond 64KB, a technique known as TCP acknowl-
edgment spoofing can be used (see Performance Enhancing Proxy, below).

Transmission errors

In older TCP/IP implementations, packet loss is always considered to have
been caused by congestion (as opposed to link errors). When this happens,
TCP performs congestion avoidance, requiring three duplicate ACKs or slow
start in the case of a timeout. Because of the long RTT value, once this
congestion-control phase is started, TCP/IP on satellite links will take a
longer time to return to the previous throughput level. Therefore errors on a
satellite link have a more serious effect on the performance of TCP than over
low latency links. To overcome this limitation, mechanisms such as Selective
Acknowledgment (SACK) have been developed. SACK specifies exactly
those packets that have been received, allowing the sender to retransmit
only those segments that are missing because of link errors.

The Microsoft Windows 2000 TCP/IP Implementation Details White Paper states

"Windows 2000 introduces support for an important performance fea-
ture known as Selective Acknowledgment (SACK). SACK is especially
important for connections using large TCP window sizes."

SACK has been a standard feature in Linux and BSD kernels for quite some time.
Be sure that your Internet router and your ISP’s remote side both support SACK.

Implications for universities

If a site has a 512 kbps connection to the Internet, the default TCP/IP set-
tings are likely sufficient, because a 64 KB window size can fill up to
984 kbps. But if the university has more than 984 kbps, it might in some
cases not get the full bandwidth of the available link due to the "long fat pipe
network" factors discussed above. What these factors really imply is that they
prevent a single machine from filling the entire bandwidth. This is not a bad
thing during the day, because many people are using the bandwidth. But if,
for example, there are large scheduled downloads at night, the administrator
might want those downloads to make use of the full bandwidth, and the "long
fat pipe network" factors might be an obstacle. This may also become critical
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if a significant amount of your network traffic routes through a single tunnel or
VPN connection to the other end of the VSAT link.

Administrators might consider taking steps to ensure that the full bandwidth
can be achieved by tuning their TCP/IP settings. If a university has imple-
mented a network where all traffic has to go through the proxy (enforced by
network layout), then the only machines that make connections to the Inter-
net will be the proxy and mail servers.

For more information, see http://www.psc.edu/networking/perf_tune.html .

Performance-enhancing proxy (PEP)

The idea of a Performance-enhancing proxy is described in RFC 3135 (see
http://www.ietf.org/rfc/rfc3135), and would be a proxy server with a large
disk cache that has RFC 1323 extensions, among other features. A laptop
has a TCP session with the PEP at the ISP. That PEP, and the one at the
satellite provider, communicate using a different TCP session or even their
own proprietary protocol. The PEP at the satellite provider gets the files from
the web server. In this way, the TCP session is split, and thus the link charac-
teristics that affect protocol performance (long fat pipe factors) are overcome
(by TCP acknowledgment spoofing, for example). Additionally, the PEP
makes use of proxying and pre-fetching to accelerate web access further.

Such a system can be built from scratch using Squid, for example, or pur-
chased "off the shelf" from a number of vendors.

More information

While bandwidth optimization is a complex and often difficult subject, the
techniques in this chapter should help reduce obvious sources of wasted
bandwidth. To make the best possible use of available bandwidth, you will
need to define a good access policy, set up comprehensive monitoring and
analysis tools, and implement a network architecture that enforces desired
usage limits.

For more information about bandwidth optimization, see the free book How
to Accelerate Your Internet (http://bwmo.net/).
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4

Antennas & Transmission
Lines

The transmitter that generates the RF! power to drive the antenna is usually
located at some distance from the antenna terminals. The connecting link
between the two is the RF transmission line. lts purpose is to carry RF
power from one place to another, and to do this as efficiently as possible.
From the receiver side, the antenna is responsible for picking up any radio
signals in the air and passing them to the receiver with the minimum amount
of distortion, so that the radio has its best chance to decode the signal. For
these reasons, the RF cable has a very important role in radio systems: it
must maintain the integrity of the signals in both directions.

There are two main categories of transmission lines: cables and waveguides.
Both types work well for efficiently carrying RF power at 2.4 GHz.

Cables

RF cables are, for frequencies higher than HF, almost exclusively coaxial
cables (or coax for short, derived from the words “of common axis”). Coax
cables have a core conductor wire surrounded by a non-conductive material
called dielectric, or simply insulation. The dielectric is then surrounded by
an encompassing shielding which is often made of braided wires. The di-
electric prevents an electrical connection between the core and the shielding.
Finally, the coax is protected by an outer casing which is generally made

1. Radio Frequency. See chapter two for discussion of electromagnetic waves.

95
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from a PVC material. The inner conductor carries the RF signal, and the
outer shield prevents the RF signal from radiating to the atmosphere, and
also prevents outside signals from interfering with the signal carried by the
core. Another interesting fact is that high frequency electrical signal always
travels along the outer layer of a conductor: the larger the central conductor,
the better signal will flow. This is called the “skin effect”.

Outer Jacket

Shield

Dielectric
Conductor

Figure 4.1: Coaxial cable with jacket, shield, dielectric, and core conductor.

Even though the coaxial construction is good at containing the signal on the
core wire, there is some resistance to the electrical flow: as the signal travels
down the core, it will fade away. This fading is known as attenuation, and for
transmission lines it is measured in decibels per meter (dB/m). The rate of
attenuation is a function of the signal frequency and the physical construction
of the cable itself. As the signal frequency increases, so does its attenuation.
Obviously, we need to minimize the cable attenuation as much as possible
by keeping the cable very short and using high quality cables.

Here are some points to consider when choosing a cable for use with micro-
wave devices:

1. “The shorter the better!” The first rule when you install a piece of cable is
to try to keep it as short as possible. The power loss is not linear, so
doubling the cable length means that you are going to lose much more
than twice the power. In the same way, reducing the cable length by half
gives you more than twice the power at the antenna. The best solution is
to place the transmitter as close as possible to the antenna, even when
this means placing it on a tower.

2. “The cheaper the worse!” The second golden rule is that any money you
invest in buying a good quality cable is a bargain. Cheap cables are
intended to be used at low frequencies, such as VHF. Microwaves re-
quire the highest quality cables available. All other options are nothing
but a dummy load2

2. Adummy load is a device that dissipates RF energy without radiating it. Think of it as a heat
sink that works at radio frequencies.
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3. Always avoid RG-58. It is intended for thin Ethernet networking, CB or
VHF radio, not for microwave.

4. Always avoid RG-213. It is intended for CB and HF radio. In this case the
cable diameter does not imply a high quality, or low attenuation.

5. Whenever possible, use Heliax (also called “Foam”) cables for connect-
ing the transmitter to the antenna. When Heliax is unavailable, use the
best rated LMR cable you can find. Heliax cables have a solid or tubular
center conductor with a corrugated solid outer conductor to enable them
to flex. Heliax can be built in two ways, using either air or foam as a di-
electric. Air dielectric Heliax is the most expensive and guarantees the
minimum loss, but it is very difficult to handle. Foam dielectric Heliax is
slightly more lossy, but is less expensive and easier to install. A special
procedure is required when soldering connectors in order to keep the
foam dielectric dry and uncorrupted. LMR is a brand of coax cable avail-
able in various diameters that works well at microwave frequencies.
LMR-400 and LMR-600 are a commonly used alternative to Heliax.

6. Whenever possible, use cables that are pre-crimped and tested in a
proper lab. Installing connectors to cable is a tricky business, and is dif-
ficult to do properly even with the proper tools. Unless you have access
to equipment that can verify a cable you make yourself (such as a spec-
trum analyzer and signal generator, or time domain reflectometer), trou-
bleshooting a network that uses homemade cable can be difficult.

7. Don’t abuse your transmission line. Never step over a cable, bend it too
much, or try to unplug a connector by pulling directly the cable. All of
those behaviors may change the mechanical characteristic of the cable
and therefore its impedance, short the inner conductor to the shield, or
even break the line. Those problems are difficult to track and recognize
and can lead to unpredictable behavior on the radio link.

Waveguides

Above 2 GHz, the wavelength is short enough to allow practical, efficient en-
ergy transfer by different means. A waveguide is a conducting tube through
which energy is transmitted in the form of electromagnetic waves. The tube
acts as a boundary that confines the waves in the enclosed space. The
Faraday cage effect prevents electromagnetic effects from being evident out-
side the guide. The electromagnetic fields are propagated through the
waveguide by means of reflections against its inner walls, which are consid-
ered perfect conductors. The intensity of the fields is greatest at the center
along the X dimension, and must diminish to zero at the end walls because
the existence of any field parallel to the walls at the surface would cause an
infinite current to flow in a perfect conductor. Waveguides, of course, cannot
carry RF in this fashion.
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The X, Y and Z dimensions of a rectangular waveguide can be seen in the
following figure:

Figure 4.2: The X, Y, and Z dimensions of a rectangular waveguide.

There are an infinite number of ways in which the electric and magnetic fields
can arrange themselves in a waveguide for frequencies above the low cutoff
frequency. Each of these field configurations is called a mode. The modes
may be separated into two general groups. One group, designated TM
(Transverse Magnetic), has the magnetic field entirely transverse to the di-
rection of propagation, but has a component of the electric field in the direc-
tion of propagation. The other type, designated TE (Transverse Electric) has
the electric field entirely transverse, but has a component of magnetic field in
the direction of propagation.

The mode of propagation is identified by the group letters followed by two
subscript numerals. For example, TE 10, TM 11, etc. The number of possi-
ble modes increases with the frequency for a given size of guide, and there
is only one possible mode, called the dominant mode, for the lowest fre-
quency that can be transmitted. In a rectangular guide, the critical dimen-
sion is X. This dimension must be more than 0.5 A at the lowest frequency
to be transmitted. In practice, the Y dimension usually is made about equal
to 0.5 X to avoid the possibility of operation in other than the dominant
mode. Cross-sectional shapes other than the rectangle can be used, the
most important being the circular pipe. Much the same considerations apply
as in the rectangular case. Wavelength dimensions for rectangular and cir-
cular guides are given in the following table, where X is the width of a rec-
tangular guide and r is the radius of a circular guide. All figures apply to the
dominant mode.
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Type of guide Rectangular Circular

Cutoff wavelength 2X 3.41r
Longest wavelength
transmitted with little 1.6X 3.2r

attenuation

Shortest wavelength

before next mode 1.1X 2.8r

becomes possible

Energy may be introduced into or extracted from a waveguide by means of
either an electric or magnetic field. The energy transfer typically happens
through a coaxial line. Two possible methods for coupling to a coaxial line
are using the inner conductor of the coaxial line, or through a loop. A probe
which is simply a short extension of the inner conductor of the coaxial line
can be oriented so that it is parallel to the electric lines of force. A loop can
be arranged so that it encloses some of the magnetic lines of force. The point
at which maximum coupling is obtained depends upon the mode of propaga-
tion in the guide or cavity. Coupling is maximum when the coupling device is
in the most intense field.

If a waveguide is left open at one end, it will radiate energy (that is, it can be
used as an antenna rather than as a transmission line). This radiation can be
enhanced by flaring the waveguide to form a pyramidal horn antenna. We will
see an example of a practical waveguide antenna for WiFi later in this chap-

ter.

Cable Type Core Dielectric Shield Jacket
RG-58 0.9 mm 2.95 mm 3.8 mm 4.95 mm
RG-213 2.26 mm 7.24 mm 8.64 mm 10.29 mm

LMR-400 2.74 mm 7.24 mm 8.13 mm 10.29 mm
3/8” LDF 3.1 mm 8.12 mm 9.7 mm 11 mm

Here is a table contrasting the sizes of various common transmission lines.
Choose the best cable you can afford with the lowest possible attenuation at
the frequency you intend to use for your wireless link.
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Connectors and adapters

Connectors allow a cable to be connected to another cable or to a compo-
nent of the RF chain. There are a wide variety of fittings and connectors de-
signed to go with various sizes and types of coaxial lines. We will describe
some of the most popular ones.

BNC connectors were developed in the late 40s. BNC stands for Bayonet
Neill Concelman, named after the men who invented it: Paul Neill and Carl
Concelman. The BNC product line is a miniature quick connect / disconnect
connector. It features two bayonet lugs on the female connector, and mating
is achieved with only a quarter turn of the coupling nut. BNC's are ideally
suited for cable termination for miniature to subminiature coaxial cable (RG-
58 to RG-179, RG-316, etc.) They have acceptable performance up to few
GHz. They are most commonly found on test equipment and 10base2 coax-
ial Ethernet cables.

TNC connectors were also invented by Neill and Concelman, and are a
threaded variation of the BNC. Due to the better interconnect provided by
the threaded connector, TNC connectors work well through about 12 GHz.
TNC stands for Threaded Neill Concelman.

Type N (again for Neill, although sometimes attributed to “Navy”) connectors
were originally developed during the Second World War. They are usable up
to 18 Ghz, and very commonly used for microwave applications. They are
available for almost all types of cable. Both the plug / cable and plug / socket
joints are waterproof, providing an effective cable clamp.

SMA is an acronym for SubMiniature version A, and was developed in the
60s. SMA connectors are precision, subminiature units that provide excellent
electrical performance up to 18 GHz. These high-performance connectors
are compact in size and mechanically have outstanding durability.

The SMB name derives from SubMiniature B, and it is the second subminia-
ture design. The SMB is a smaller version of the SMA with snap-on coupling.
It provides broadband capability through 4 GHz with a snap-on connector
design.

MCX connectors were introduced in the 80s. While the MCX uses identical
inner contact and insulator dimensions as the SMB, the outer diameter of the
plug is 30% smaller than the SMB. This series provides designers with op-
tions where weight and physical space are limited. MCX provides broadband
capability though 6 GHz with a snap-on connector design.
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In addition to these standard connectors, most WiFi devices use a variety of
proprietary connectors. Often, these are simply standard microwave con-
nectors with the center conductor parts reversed, or the thread cut in the op-
posite direction. These parts are often integrated into a microwave system
using a short jumper called a pigtail that converts the non-standard connec-
tor into something more robust and commonly available. Some of these
connectors include:

RP-TNC. This is a TNC connector with the genders reversed. These are
most commonly found on Linksys equipment, such as the WRT54G.

U.FL (also known as MHF). The U.FL is a patented connector made by Hi-
rose, while the MHF is a mechanically equivalent connector. This is possibly
the smallest microwave connector currently in wide use. The U.FL / MHF is
typically used to connect a mini-PCI radio card to an antenna or larger con-
nector (such as an N or TNC).

The MMCX series, which is also called a MicroMate, is one of the smallest
RF connector line and was developed in the 90s. MMCX is a micro-miniature
connector series with a lock-snap mechanism allowing for 360 degrees rota-
tion enabling flexibility. MMCX connectors are commonly found on PCMCIA
radio cards, such as those manufactured by Senao and Cisco.

MC-Card connectors are even smaller and more fragile than MMCX. They
have a split outer connector that breaks easily after just a few interconnects.
These are commonly found on Lucent / Orinoco / Avaya equipment.

Adapters, which are also called coaxial adapters, are short, two-sided connec-
tors which are used to join two cables or components which cannot be con-
nected directly. Adapters can be used to interconnect devices or cables with
different types. For example, an adapter can be used to connect an SMA con-
nector to a BNC. Adapters may also be used to fit together connectors of the
same type, but which cannot be directly joined because of their gender.

"\ " N
W8

Figure 4.3: An N female barrel adapter.

For example a very useful adapter is the one which enables to join two Type
N connectors, having socket (female) connectors on both sides.
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Choosing the proper connector

1.

“The gender question.” Virtually all connectors have a well defined gen-
der consisting of either a pin (the “male” end) or a socket (the “female”
end). Usually cables have male connectors on both ends, while RF de-
vices (i.e. transmitters and antennas) have female connectors. Devices
such as directional couplers and line-through measuring devices may
have both male and female connectors. Be sure that every male con-
nector in your system mates with a female connector.

“Less is best!” Try to minimize the number of connectors and adapters in
the RF chain. Each connector introduces some additional loss (up to a
few dB for each connection, depending on the connector!)

“Buy, don’t build!” As mentioned earlier, buy cables that are already ter-
minated with the connectors you need whenever possible. Soldering
connectors is not an easy task, and to do this job properly is almost im-
possible for small connectors as U.FL and MMCX. Even terminating
“Foam” cables is not an easy task.

Don’t use BNC for 2.4 GHz or higher. Use N type connectors (or SMA,
SMB, TNC, etc.)

Microwave connectors are precision-made parts, and can be easily
damaged by mistreatment. As a general rule, you should rotate the outer
sleeve to tighten the connector, leaving the rest of the connector (and
cable) stationary. If other parts of the connector are twisted while tighten-
ing or loosening, damage can easily occur.

Never step over connectors, or drop connectors on the floor when dis-
connecting cables (this happens more often than what you may imagine,
especially when working on a mast over a roof).

Never use tools like pliers to tighten connectors. Always use your hands.
When working outside, remember that metals expand at high tempera-
tures and reduce their size at low temperatures: a very tightened connec-
tor in the summer can bind or even break in winter.

Antennas & radiation patterns

Antennas are a very important component of communication systems. By
definition, an antenna is a device used to transform an RF signal traveling on
a conductor into an electromagnetic wave in free space. Antennas demon-
strate a property known as reciprocity, which means that an antenna will
maintain the same characteristics regardless if whether it is transmitting or
receiving. Most antennas are resonant devices, which operate efficiently
over a relatively narrow frequency band. An antenna must be tuned to the
same frequency band of the radio system to which it is connected, otherwise
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the reception and the transmission will be impaired. When a signal is fed into
an antenna, the antenna will emit radiation distributed in space in a certain
way. A graphical representation of the relative distribution of the radiated
power in space is called a radiation pattern.

Antenna term glossary

Before we talk about specific antennas, there are a few common terms that
must be defined and explained:

Input Impedance

For an efficient transfer of energy, the impedance of the radio, antenna, and
transmission cable connecting them must be the same. Transceivers and
their transmission lines are typically designed for 50Q impedance. If the an-
tenna has an impedance different than 50Q), then there is a mismatch and an
impedance matching circuit is required. When any of these components are
mismatched, transmission efficiency suffers.

Return loss

Return loss is another way of expressing mismatch. It is a logarithmic ratio
measured in dB that compares the power reflected by the antenna to the
power that is fed into the antenna from the transmission line. The relation-
ship between SWR and return loss is the following:

SWR
Return Loss (in dB) = 20log,,

SWR-1

While some energy will always be reflected back into the system, a high re-
turn loss will yield unacceptable antenna performance.

Bandwidth

The bandwidth of an antenna refers to the range of frequencies over which
the antenna can operate correctly. The antenna's bandwidth is the number of
Hz for which the antenna will exhibit an SWR less than 2:1.

The bandwidth can also be described in terms of percentage of the center
frequency of the band.

Bandwidth = 100 x
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...where F , is the highest frequency in the band, F, is the lowest frequency in
the band, and F is the center frequency in the band.

In this way, bandwidth is constant relative to frequency. If bandwidth was ex-
pressed in absolute units of frequency, it would be different depending upon the
center frequency. Different types of antennas have different bandwidth limitations.

Directivity and Gain

Directivity is the ability of an antenna to focus energy in a particular direction
when transmitting, or to receive energy from a particular direction when re-
ceiving. If a wireless link uses fixed locations for both ends, it is possible to
use antenna directivity to concentrate the radiation beam in the wanted direc-
tion. In a mobile application where the transceiver is not fixed, it may be im-
possible to predict where the transceiver will be, and so the antenna should
ideally radiate as well as possible in all directions. An omnidirectional an-
tenna is used in these applications.

Gain is not a quantity which can be defined in terms of a physical quantity
such as the Watt or the Ohm, but it is a dimensionless ratio. Gain is given in
reference to a standard antenna. The two most common reference antennas
are the isotropic antenna and the resonant half-wave dipole antenna.
The isotropic antenna radiates equally well in all directions. Real isotropic
antennas do not exist, but they provide useful and simple theoretical antenna
patterns with which to compare real antennas. Any real antenna will radiate
more energy in some directions than in others. Since antennas cannot create
energy, the total power radiated is the same as an isotropic antenna. Any
additional energy radiated in the directions it favors is offset by equally less
energy radiated in all other directions.

The gain of an antenna in a given direction is the amount of energy radiated
in that direction compared to the energy an isotropic antenna would radiate in
the same direction when driven with the same input power. Usually we are
only interested in the maximum gain, which is the gain in the direction in
which the antenna is radiating most of the power. An antenna gain of 3 dB
compared to an isotropic antenna would be written as 3 dBi. The resonant
half-wave dipole can be a useful standard for comparing to other antennas at
one frequency or over a very narrow band of frequencies. To compare the
dipole to an antenna over a range of frequencies requires a number of di-
poles of different lengths. An antenna gain of 3 dB compared to a dipole an-
tenna would be written as 3 dBd.

The method of measuring gain by comparing the antenna under test against a
known standard antenna, which has a calibrated gain, is technically known as
a gain transfer technique. Another method for measuring gain is the 3 anten-
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nas method, where the transmitted and received power at the antenna termi-
nals is measured between three arbitrary antennas at a known fixed distance.

Radiation Pattern

The radiation pattern or antenna pattern describes the relative strength of
the radiated field in various directions from the antenna, at a constant dis-
tance. The radiation pattern is a reception pattern as well, since it also de-
scribes the receiving properties of the antenna. The radiation pattern is three-
dimensional, but usually the measured radiation patterns are a two-
dimensional slice of the three-dimensional pattern, in the horizontal or verti-
cal planes. These pattern measurements are presented in either a rectangu-
lar or a polar format. The following figure shows a rectangular plot presenta-
tion of a typical ten-element Yagi. The detail is good but it is difficult to visual-
ize the antenna behavior in different directions.

50
-180° -140° -100° -60° -20° 20° 60° 100° 140° 180°
Figure 4.4: A rectangular plot of a yagi radiation pattern.

Polar coordinate systems are used almost universally. In the polar-coordinate
graph, points are located by projection along a rotating axis (radius) to an
intersection with one of several concentric circles. The following is a polar
plot of the same 10 element Yagi antenna.

Polar coordinate systems may be divided generally in two classes: linear
and logarithmic. In the linear coordinate system, the concentric circles are
equally spaced, and are graduated. Such a grid may be used to prepare a
linear plot of the power contained in the signal. For ease of comparison, the
equally spaced concentric circles may be replaced with appropriately placed
circles representing the decibel response, referenced to 0 dB at the outer
edge of the plot. In this kind of plot the minor lobes are suppressed. Lobes
with peaks more than 15 dB or so below the main lobe disappear because of
their small size. This grid enhances plots in which the antenna has a high
directivity and small minor lobes. The voltage of the signal, rather than the
power, can also be plotted on a linear coordinate system. In this case, too,
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the directivity is enhanced and the minor lobes suppressed, but not in the
same degree as in the linear power grid.

0°

270°

180°
Figure 4.5: A linear polar plot of the same yagi.

In the logarithmic polar coordinate system the concentric grid lines are
spaced periodically according to the logarithm of the voltage in the signal.
Different values may be used for the logarithmic constant of periodicity, and
this choice will have an effect on the appearance of the plotted patterns.
Generally the 0 dB reference for the outer edge of the chart is used. With this
type of grid, lobes that are 30 or 40 dB below the main lobe are still distin-
guishable. The spacing between points at 0 dB and at -3 dB is greater than
the spacing between -20 dB and -23 dB, which is greater than the spacing
between -50 dB and -53 dB. The spacing thus correspond to the relative sig-
nificance of such changes in antenna performance.

A modified logarithmic scale emphasizes the shape of the major beam while
compressing very low-level (>30 dB) sidelobes towards the center of the pattern.
This is shown in Figure 4.6.

There are two kinds of radiation pattern: absolute and relative. Absolute
radiation patterns are presented in absolute units of field strength or power.
Relative radiation patterns are referenced in relative units of field strength or
power. Most radiation pattern measurements are relative to the isotropic an-
tenna, and the gain transfer method is then used to establish the absolute
gain of the antenna.
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270°

180°

Figure 4.6: The logarithmic polar plot

The radiation pattern in the region close to the antenna is not the same as
the pattern at large distances. The term near-field refers to the field pattern
that exists close to the antenna, while the term far-field refers to the field pat-
tern at large distances. The far-field is also called the radiation field, and is
what is most commonly of interest. Ordinarily, it is the radiated power that is
of interest, and so antenna patterns are usually measured in the far-field re-
gion. For pattern measurement it is important to choose a distance suffi-
ciently large to be in the far-field, well out of the near-field. The minimum
permissible distance depends on the dimensions of the antenna in relation to
the wavelength. The accepted formula for this distance is:

2d?

r = —

min
A

where r_. is the minimum distance from the antenna, d is the largest dimen-
sion of the antenna, and A is the wavelength.

Beamwidth

An antenna's beamwidth is usually understood to mean the half-power
beamwidth. The peak radiation intensity is found, and then the points on ei-
ther side of the peak which represent half the power of the peak intensity are
located. The angular distance between the half power points is defined as
the beamwidth. Half the power expressed in decibels is -3dB, so the half
power beamwidth is sometimes referred to as the 3dB beamwidth. Both hori-
zontal and vertical beamwidth are usually considered.
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Assuming that most of the radiated power is not divided into sidelobes, then
the directive gain is inversely proportional to the beamwidth: as the beam-
width decreases, the directive gain increases.

Sidelobes

No antenna is able to radiate all the energy in one preferred direction. Some
is inevitably radiated in other directions. These smaller peaks are referred to
as sidelobes, commonly specified in dB down from the main lobe.

Nulls

In an antenna radiation pattern, a null is a zone in which the effective radi-
ated power is at a minimum. A null often has a narrow directivity angle com-
pared to that of the main beam. Thus, the null is useful for several purposes,
such as suppression of interfering signals in a given direction.

Polarization

Polarization is defined as the orientation of the electric field of an electro-
magnetic wave. Polarization is in general described by an ellipse. Two spe-
cial cases of elliptical polarization are linear polarization and circular po-
larization. The initial polarization of a radio wave is determined by the an-
tenna.

direction of propagation

\/

electric field

magnetic field

Figure 4.7: The electrical wave is perpendicular to magnetic wave, both of which are
perpendicular to the direction of propagation.

With linear polarization, the electric field vector stays in the same plane all
the time. The electric field may leave the antenna in a vertical orientation, a
horizontal orientation, or at some angle between the two. Vertically polar-
ized radiation is somewhat less affected by reflections over the transmis-
sion path. Omnidirectional antennas always have vertical polarization. With
horizontal polarization, such reflections cause variations in received sig-
nal strength. Horizontal antennas are less likely to pick up man-made inter-
ference, which ordinarily is vertically polarized.
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In circular polarization the electric field vector appears to be rotating with
circular motion about the direction of propagation, making one full turn for
each RF cycle. This rotation may be right-hand or left-hand. Choice of polari-
zation is one of the design choices available to the RF system designer.

Polarization Mismatch

In order to transfer maximum power between a transmit and a receive an-
tenna, both antennas must have the same spatial orientation, the same po-
larization sense, and the same axial ratio.

When the antennas are not aligned or do not have the same polarization,
there will be a reduction in power transfer between the two antennas. This
reduction in power transfer will reduce the overall system efficiency and per-
formance.

When the transmit and receive antennas are both linearly polarized, physical
antenna misalignment will result in a polarization mismatch loss, which can
be determined using the following formula:

Loss (dB) = 20 log (cos 9)

...where 6 is the difference in alignment angle between the two antennas. For
15° the loss is approximately 0.3dB, for 30° we lose 1.25dB, for 45° we lose
3dB and for 90° we have an infinite loss.

In short, the greater the mismatch in polarization between a transmitting and
receiving antenna, the greater the apparent loss. In the real world, a 90°
mismatch in polarization is quite large but not infinite. Some antennas, such
as yagis or can antennas, can be simply rotated 90° to match the polarization
of the other end of the link. You can use the polarization effect to your ad-
vantage on a point-to-point link. Use a monitoring tool to observe interfer-
ence from adjacent networks, and rotate one antenna until you see the low-
est received signal. Then bring your link online and orient the other end to
match polarization. This technique can sometimes be used to build stable
links, even in noisy radio environments.

Frontto-back ratio

It is often useful to compare the front-to-back ratio of directional antennas.
This is the ratio of the maximum directivity of an antenna to its directivity in
the opposite direction. For example, when the radiation pattern is plotted on
a relative dB scale, the front-to-back ratio is the difference in dB between the
level of the maximum radiation in the forward direction and the level of radia-
tion at 180 degrees.
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This number is meaningless for an omnidirectional antenna, but it gives you
an idea of the amount of power directed forward on a very directional an-
tenna.

Types of Antennas

A classification of antennas can be based on:

- Frequency and size. Antennas used for HF are different from antennas
used for VHF, which in turn are different from antennas for microwave. The
wavelength is different at different frequencies, so the antennas must be
different in size to radiate signals at the correct wavelength. We are par-
ticularly interested in antennas working in the microwave range, especially
in the 2.4 GHz and 5 GHz frequencies. At 2.4 GHz the wavelength is 12.5
cm, while at 5 GHz it is 6 cm.

- Directivity. Antennas can be omnidirectional, sectorial or directive. Omni-
directional antennas radiate roughly the same pattern all around the an-
tenna in a complete 360° pattern. The most popular types of omnidirec-
tional antennas are the dipole and the ground plane. Sectorial antennas
radiate primarily in a specific area. The beam can be as wide as 180 de-
grees, or as narrow as 60 degrees. Directional or directive antennas are
antennas in which the beamwidth is much narrower than in sectorial an-
tennas. They have the highest gain and are therefore used for long dis-
tance links. Types of directive antennas are the Yagi, the biquad, the horn,
the helicoidal, the patch antenna, the parabolic dish, and many others.

- Physical construction. Antennas can be constructed in many different
ways, ranging from simple wires, to parabolic dishes, to coffee cans.

When considering antennas suitable for 2.4 GHz WLAN use, another classi-
fication can be used:

- Application. Access points tend to make point-to-multipoint networks,
while remote links are point-to-point. Each of these suggest different types
of antennas for their purpose. Nodes that are used for multipoint access
will likely use omni antennas which radiate equally in all directions, or sec-
torial antennas which focus into a small area. In the point-to-point case,
antennas are used to connect two single locations together. Directive an-
tennas are the primary choice for this application.

A brief list of common type of antennas for the 2.4 GHz frequency is pre-
sented now, with a short description and basic information about their char-
acteristics.
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1/4 wavelength ground plane

The 1/4 wavelength ground plane antenna is very simple in its construction
and is useful for communications when size, cost and ease of construction
are important. This antenna is designed to transmit a vertically polarized sig-
nal. It consists of a 14 wave element as half-dipole and three or four 1/4
wavelength ground elements bent 30 to 45 degrees down. This set of ele-
ments, called radials, is known as a ground plane.

~

Figure 4.8: Quarter wavelength ground plane antenna.

This is a simple and effective antenna that can capture a signal equally from
all directions. To increase the gain, the signal can be flattened out to take
away focus from directly above and below, and providing more focus on the
horizon. The vertical beamwidth represents the degree of flatness in the fo-
cus. This is useful in a Point-to-Multipoint situation, if all the other antennas
are also at the same height. The gain of this antenna is in the order of 2 - 4
dBi.

Yagi antenna

A basic Yagi consists of a certain number of straight elements, each measur-
ing approximately half wavelength. The driven or active element of a Yagi is
the equivalent of a center-fed, half-wave dipole antenna. Parallel to the
driven element, and approximately 0.2 to 0.5 wavelength on either side of it,
are straight rods or wires called reflectors and directors, or simply passive
elements. A reflector is placed behind the driven element and is slightly
longer than half wavelength; a director is placed in front of the driven element
and is slightly shorter than half wavelength. A typical Yagi has one reflector
and one or more directors. The antenna propagates electromagnetic field
energy in the direction running from the driven element toward the directors,
and is most sensitive to incoming electromagnetic field energy in this same
direction. The more directors a Yagi has, the greater the gain. As more direc-
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tors are added to a Yagi, it therefore becomes longer. Following is the photo
of a Yagi antenna with 6 directors and one reflector.

Figure 4.9: A Yagi antenna.

Yagi antennas are used primarily for Point-to-Point links, have a gain from 10
to 20 dBi and a horizontal beamwidth of 10 to 20 degrees.

Horn

The horn antenna derives its name from the characteristic flared appear-
ance. The flared portion can be square, rectangular, cylindrical or conical.
The direction of maximum radiation corresponds with the axis of the horn. It
is easily fed with a waveguide, but can be fed with a coaxial cable and a
proper transition.

Figure 4.10: Feed horn made from a food can.

Horn antennas are commonly used as the active element in a dish antenna.
The horn is pointed toward the center of the dish reflector. The use of a horn,
rather than a dipole antenna or any other type of antenna, at the focal point
of the dish minimizes loss of energy around the edges of the dish reflector. At
2.4 GHz, a simple horn antenna made with a tin can has a gain in the order
of 10 - 15 dBi.
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Parabolic Dish

Antennas based on parabolic reflectors are the most common type of directive
antennas when a high gain is required. The main advantage is that they can be
made to have gain and directivity as large as required. The main disadvantage
is that big dishes are difficult to mount and are likely to have a large windage.

Figure 4.11: A solid dish antenna.

Dishes up to one meter are usually made from solid material. Aluminum is
frequently used for its weight advantage, its durability and good electrical
characteristics. Windage increases rapidly with dish size and soon becomes
a severe problem. Dishes which have a reflecting surface that uses an open
mesh are frequently used. These have a poorer front-to-back ratio, but are
safer to use and easier to build. Copper, aluminum, brass, galvanized steel
and iron are suitable mesh materials.

BiQuad

The BiQuad antenna is simple to build and offers good directivity and gain for
Point-to-Point communications. It consists of a two squares of the same size of
1/4 wavelength as a radiating element and of a metallic plate or grid as reflec-
tor. This antenna has a beamwidth of about 70 degrees and a gain in the order
of 10-12 dBi. It can be used as stand-alone antenna or as feeder for a Para-
bolic Dish. The polarization is such that looking at the antenna from the front, if
the squares are placed side by side the polarization is vertical.
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Figure 4.12: The BiQuad.

Other Antennas

Many other types of antennas exist and new ones are created following the
advances in technology.

- Sector or Sectorial antennas: they are widely used in cellular telephony
infrastructure and are usually built adding a reflective plate to one or more
phased dipoles. Their horizontal beamwidth can be as wide as 180 de-
grees, or as narrow as 60 degrees, while the vertical is usually much nar-
rower. Composite antennas can be built with many Sectors to cover a
wider horizontal range (multisectorial antenna).

- Panel or Patch antennas: they are solid flat panels used for indoor cover-
age, with a gain up to 20 dB.

Reflector theory

The basic property of a perfect parabolic reflector is that it converts a spheri-
cal wave irradiating from a point source placed at the focus into a plane
wave. Conversely, all the energy received by the dish from a distant source is
reflected to a single point at the focus of the dish. The position of the focus,
or focal length, is given by:

DZ
16 x c

...where D is the dish diameter and c is the depth of the parabola at its center.
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The size of the dish is the most important factor since it determines the
maximum gain that can be achieved at the given frequency and the resulting
beamwidth. The gain and beamwidth obtained are given by:

(m x D)2
Gain = — xn
A2

70 A
Beamwidth =

D

...where D is the dish diameter and n is the efficiency. The efficiency is de-
termined mainly by the effectiveness of illumination of the dish by the feed,
but also by other factors. Each time the diameter of a dish is doubled, the
gain is four times, or 6 dB, greater. If both stations double the size of their
dishes, signal strength can be increased of 12 dB, a very substantial gain. An
efficiency of 50% can be assumed when hand-building the antenna.

The ratio f / D (focal length/diameter of the dish) is the fundamental factor
governing the design of the feed for a dish. The ratio is directly related to the
beamwidth of the feed necessary to illuminate the dish effectively. Two
dishes of the same diameter but different focal lengths require different de-
sign of feed if both are to be illuminated efficiently. The value of 0.25 corre-
sponds to the common focal-plane dish in which the focus is in the same
plane as the rim of the dish.

Amplifiers

As mentioned earlier, antennas do not actually create power. They simply
direct all available power into a particular pattern. By using a power ampli-
fier, you can use DC power to augment your available signal. An amplifier
connects between the radio transmitter and the antenna, and has an addi-
tional lead that connects to a power source. Amplifiers are available that
work at 2.4 GHz, and can add several Watts of power to your transmission.
These devices sense when an attached radio is transmitting, and quickly
power up and amplify the signal. They then switch off again when transmis-
sion ends. When receiving, they also add amplification to the signal before
sending it to the radio.

Unfortunately, simply adding amplifiers will not magically solve all of your
networking problems. We do not discuss power amplifiers at length in this
book because there are a number of significant drawbacks to using them:

- They are expensive. Amplifiers must work at relatively wide bandwidths at
2.4 GHz, and must switch quickly enough to work for Wi-Fi applications.
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These amplifiers do exist, but they tend to cost several hundred dollars per
unit.

- You will need at least two. Whereas antennas provide reciprocal gain
that benefits both sides of a connection, amplifiers work best at amplifying
a transmitted signal. If you only add an amplifier to one end of a link with
insufficient antenna gain, it will likely be able to be heard but will not be
able to hear the other end.

- They provide no additional directionality. Adding antenna gain provides
both gain and directionality benefits to both ends of the link. They not only
improve the available amount of signal, but tend to reject noise from other
directions. Amplifiers blindly amplify both desired and interfering signals,
and can make interference problems worse.

- Amplifiers generate noise for other users of the band. By increasing
your output power, you are creating a louder source of noise for other us-
ers of the unlicensed band. This may not be much of an issue today in
rural areas, but it can cause big problems in populated areas. Conversely,
adding antenna gain will improve your link and can actually decrease the
noise level for your neighbors.

- Using amplifiers probably isn’t legal. Every country imposes power lim-
its on use of unlicensed spectrum. Adding an antenna to a highly amplified
signal will likely cause the link to exceed legal limits.

Using amplifiers is often compared to the inconsiderate neighbor who wants
to listen to the radio outside their home, and so turns it up to full volume.
They might even “improve” reception by pointing their speakers out the win-
dow. While they may now be able to hear the radio, so must everyone else
on the block. This approach may scale to exactly one user, but what hap-
pens when the neighbors decide to do the same thing with their radios? Us-
ing amplifiers for a wireless link causes roughly the same effect at 2.4 GHz.
Your link may “work better” for the moment, but you will have problems when
other users of the band decide to use amplifiers of their own.

By using higher gain antennas rather than amplifiers, you avoid all of these
problems. Antennas cost far less than amps, and can improve a link simply
by changing the antenna on one end. Using more sensitive radios and good
quality cable also helps significantly on long distance shots. These tech-
niques are unlikely to cause problems for other users of the band, and so we
recommend pursuing them before adding amplifiers.

Practical antenna designs

The cost of 2.4 GHz antennas has fallen dramatically since the introduction of
802.11b. Innovative designs use simpler parts and fewer materials to achieve
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impressive gain with relatively little machining. Unfortunately, availability of
good antennas is still limited in many areas of the world, and importing them
can be prohibitively expensive. While actually designing an antenna can be a
complex and error-prone process, constructing antennas from locally available
components is very straightforward, and can be a lot of fun. We present four
practical antenna designs that can be built for very little money.

USB dongle as dish feed

Possibly the simplest antenna design is the use of a parabola to direct the
output of a USB wireless device (known in networking circles as a USB
dongle). By placing the internal dipole antenna present in USB wireless
dongles at the focus of a parabolic dish, you can provide significant gain
without the need to solder or even open the wireless device itself. Many
kinds of parabolic dishes will work, including satellite dishes, television an-
tennas, and even metal cookware (such as a wok, round lid, or strainer). As
a bonus, inexpensive and lossless USB cable is then used to feed the an-
tenna, eliminating the need for expensive coaxial cable or Heliax.

To build a USB dongle parabolic, you will need to find the orientation and loca-
tion of the dipole inside the dongle. Most devices orient the dipole to be paral-
lel with the short edge of the dongle, but some will mount the dipole perpen-
dicular to the short edge. You can either open the dongle and look for yourself,
or simply try the dongle in both positions to see which provides more gain.

To test the antenna, point it at an access point several meters away, and con-
nect the USB dongle to a laptop. Using the laptop’s client driver or a tool such
as Netstumbler (see Chapter 6), observe the received signal strength of the
access point. Now, slowly move the dongle in relation to the parabolic while
watching the signal strength meter. You should see a significant improvement
in gain (20 dB or more) when you find the proper position. The proper position
will vary depending on the shape of the parabola and the construction of the
USB dongle. Try various positions while watching your signal strength meter
until you find the optimum location.

Once the best location is found, securely fix the dongle in place. You will
need to waterproof the dongle and cable if the antenna is used outdoors.
Use a silicone compound or a piece of PVC tubing to seal the electronics
against the weather. Many USB-fed parabolic designs and ideas are docu-
mented online at http://www.usbwifi.orcon.net.nz/ .

Collinear omni

This antenna is very simple to build, requiring just a piece of wire, an N
socket and a square metallic plate. It can be used for indoor or outdoor point-
to-multipoint short distance coverage. The plate has a hole drilled in the mid-
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dle to accommodate an N type chassis socket that is screwed into place. The
wire is soldered to the center pin of the N socket and has coils to separate
the active phased elements. Two versions of the antenna are possible: one
with two phased elements and two coils and another with four phased ele-
ments and four coils. For the short antenna the gain will be around 5 dBi,
while the long one with four elements will have 7 to 9 dBi of gain. We are go-
ing to describe how to build the long antenna only.

Parts list and tools required
» One screw-on N-type female connector

« 50 cm of copper or brass wire of 2 mm of diameter

» 10x10 cm or greater square metallic plate

Figure 4.13: 10 cm x 10 cm aluminum plate.

+ Ruler

+ Pliers

- File

- Soldering iron and solder

- Drill with a set of bits for metal (including a 1.5 cm diameter bit)
- A piece of pipe or a drill bit with a diameter of 1 cm

« Vice or clamp

« Hammer

« Spanner or monkey wrench

Construction

1. Straighten the wire using the vice.
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Figure 4.14: Make the wire as straight as you can.

2. With a marker, draw a line at 2.5 cm starting from one end of the wire.
On this line, bend the wire at 90 degrees with the help of the vice and of
the hammer.

Figure 4.15: Gently tap the wire to make a sharp bend.

3. Draw another line at a distance of 3.6 cm from the bend. Using the vice
and the hammer, bend once again the wire over this second line at 90
degrees, in the opposite direction to the first bend but in the same plane.
The wire should look like a ‘Z’.
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Figure 4.16: Bend the wire into a “Z” shape.

4. We will now twist the ‘Z portion of the wire to make a coil with a diameter
of 1 cm. To do this, we will use the pipe or the drill bit and curve the wire
around it, with the help of the vice and of the pliers.

e (S

Figure 4.17: Bend the wire around the drill bit to make a coil.

The coil will look like this:

Figure 4.18: The completed coil.

5. You should make a second coil at a distance of 7.8 cm from the first one.
Both coils should have the same turning direction and should be placed
on the same side of the wire. Make a third and a fourth coil following the
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same procedure, at the same distance of 7.8 cm one from each other.
Trim the last phased element at a distance of 8.0 cm from the fourth coil.

Figure 4.19: Try to keep it as straight possible.

If the coils have been made correctly, it should now be possible to insert a
pipe through all the coils as shown.

Figure 4.20: Inserting a pipe can help to straighten the wire.

6. With a marker and a ruler, draw the diagonals on the metallic plate, find-
ing its center. With a small diameter drill bit, make a pilot hole at the cen-
ter of the plate. Increase the diameter of the hole using bits with an in-
creasing diameter.
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Figure 4.21: Drilling the hole in the metal plate.
The hole should fit the N connector exactly. Use a file if needed.

Figure 4.22: The N connector should fit snugly in the hole.

7. To have an antenna impedance of 50 Ohms, it is important that the visi-
ble surface of the internal insulator of the connector (the white area
around the central pin) is at the same level as the surface of the plate.
For this reason, cut 0.5 cm of copper pipe with an external diameter of 2
cm, and place it between the connector and the plate.

Figure 4.23: Adding a copper pipe spacer helps to match the impedance of the an-
tenna to 50 Ohmes.
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8. Screw the nut to the connector to fix it firmly on the plate using the spanner.

Figure 4.24: Secure the N connector tightly to the plate.

9. Smooth with the file the side of the wire which is 2.5 cm long, from the
first coil. Tin the wire for around 0.5 cm at the smoothed end helping
yourself with the vice.

Figure 4.25: Add a little solder to the end of the wire to “tin” it prior to soldering.

10. With the soldering iron, tin the central pin of the connector. Keeping the
wire vertical with the pliers, solder its tinned side in the hole of the central
pin. The first coil should be at 3.0 cm from the plate.
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Figure 4.26: The first coil should start 3.0 cm from the surface of the plate.

11. We are now going to stretch the coils extending the total vertical length of
the wire. Using the use the vice and the pliers, you should pull the cable
so that the final length of the coil is of 2.0 cm.

Figure 4.27: Stretching the coils. Be very gentle and try not to scrape the surface of
the wire with the pliers.

12. Repeat the same procedure for the other three coils, stretching their
length to 2.0 cm.
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Figure 4.28: Repeat the stretching procedure for all of the remaining coils.

13. At the end the antenna should measure 42.5 cm from the plate to the top.

&9

Figure 4.29: The finished antenna should be 42.5 cm from the plate to the end of the
wire.

14. If you have a spectrum analyzer with a tracking generator and a direc-
tional coupler, you can check the curve of the reflected power of the an-
tenna. The picture below shows the display of the spectrum analyzer.
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Figure 4.30: A spectrum plot of the reflected power of the collinear omni.

If you intend to use this antenna outside, you will need to weatherproof it.
The simplest method is to enclose the whole thing in a large piece of PVC
pipe closed with caps. Cut a hole at the bottom for the transmission line, and
seal the antenna shut with silicone or PVC glue.

Cantenna

The waveguide antenna, sometimes called a Cantenna, uses a tin can as a
waveguide and a short wire soldered on an N connector as a probe for
coaxial-cable-to-waveguide transition. It can be easily built at just the price of
the connector, recycling a food, juice, or other tin can. It is a directional an-
tenna, useful for short to medium distance point-to-point links. It may be also
used as a feeder for a parabolic dish or grid.

Not all cans are good for building an antenna because there are dimensional
constraints.

1. The acceptable values for the diameter D of the feed are between 0.60
and 0.75 wavelength in air at the design frequency. At 2.44 GHz the
wavelength A is 12.2 cm, so the can diameter should be in the range of
7.3-9.2cm.

2. The length L of the can preferably should be at least 0.75 A , where A
is the guide wavelength and is given by:
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A

sqrt(l - (A / 1.706D)2)

For D = 7.3 cm, we need a can of at least 56.4 cm, while for D = 9.2 cm we
need a can of at least 14.8 cm. Generally the smaller the diameter, the longer
the can should be. For our example, we will use oil cans that have a diameter
of 8.3 cm and a height of about 21 cm.

3. The probe for coaxial cable to waveguide transition should be positioned
at a distance S from the bottom of the can, given by:

S = 0.25 A,

Its length should be 0.25 A, which at 2.44 GHz corresponds to 3.05 cm.

L

A
\4

Figure 4.31: Dimensional constraints on the cantenna

The gain for this antenna will be in the order of 10 to 14 dBi, with a beam-
width of around 60 degrees.
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Figure 4.32: The finished cantenna.

Parts list
- one screw-on N-type female connector
« 4 cm of copper or brass wire of 2 mm of diameter

« an oil can of 8.3 cm of diameter and 21 cm of height

Figure 4.33: Parts needed for the can antenna.
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Tools required

Can opener

Ruler

Pliers

File

Soldering iron

Solder

Drill with a set of bits for metal (with a 1.5 cm diameter bit)
Vice or clamp

Spanner or monkey wrench

Hammer

Punch

Construction

1.

With the can opener, carefully remove the upper part of the can.

Figure 4.34: Be careful of sharp edges when opening the can.

129

The circular disk has a very sharp edge. Be careful when handling it! Empty

the can and wash it with soap.

some other tasty treat, have a friend serve the food.

If the can contained pineapple, cookies, or

2. With the ruler, measure 6.2 cm from the bottom of the can and draw a
point. Be careful to measure from the inner side of the bottom. Use a
punch (or a small drill bit or a Phillips screwdriver) and a hammer to mark
the point. This makes it easier to precisely drill the hole. Be careful not to
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change the shape of the can doing this by inserting a small block of
wood or other object in the can before tapping it.

Figure 4.35: Mark the hole before drilling.

3. With a small diameter drill bit, make a hole at the center of the plate. In-
crease the diameter of the hole using bits with an increasing diameter.
The hole should fit exactly the N connector. Use the file to smooth the
border of the hole and to remove the painting around it in order to ensure
a better electrical contact with the connector.

Figure 4.36: Carefully drill a pilot hole, then use a larger bit to finish the job.

4. Smooth with the file one end of the wire. Tin the wire for around 0.5 cm
at the same end helping yourself with the vice.
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Figure 4.37: Tin the end of the wire before soldering.

5. With the soldering iron, tin the central pin of the connector. Keeping the
wire vertical with the pliers, solder its tinned side in the hole of the cen-
tral pin.

Figure 4.38: Solder the wire to the gold cup on the N connector.

6. Insert a washer and gently screw the nut onto the connector. Trim the
wire at 3.05 cm measured from the bottom part of the nut.
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Figure 4.39: The length of the wire is critical.

7. Unscrew the nut from the connector, leaving the washer in place. Insert
the connector into the hole of the can. Screw the nut on the connector
from inside the can.

Figure 4.40: Assemble the antenna.

8. Use the pliers or the monkey wrench to screw firmly the nut on the con-
nector. You are done!
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Figure 4.41: Your finished cantenna.

As with the other antenna designs, you should make a weatherproof enclo-
sure for the antenna if you wish to use it outdoors. PVC works well for the
can antenna. Insert the entire can in a large PVC tube, and seal the ends
with caps and glue. You will need to drill a hole in the side of the tube to ac-
commodate the N connector on the side of the can.

Cantenna as dish feed

As with the USB dongle parabolic, you can use the cantenna design as a
feeder for significantly higher gain. Mount the can on the parabolic with the
opening of the can pointed at the center of the dish. Use the technique de-
scribed in the USB dongle antenna example (watching signal strength
changes over time) to find the optimum location of the can for the dish you
are using.

By using a well-built cantenna with a properly tuned parabolic, you can
achieve an overall antenna gain of 30dBi or more. As the size of the para-
bolic increases, so does the potential gain and directivity of the antenna.
With very large parabolas, you can achieve significantly higher gain.

For example, in 2005, a team of college students successfully established a
link from Nevada to Utah in the USA. The link crossed a distance of over
200 kilometers! The wireless enthusiasts used a 3.5 meter satellite dish to
establish an 802.11b link that ran at 11 Mbps, without using an amplifier. De-
tails about this achievement can be found at http://www.wifi-shootout.com/
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NEC2

NEC2 stands for Numerical Electromagnetics Code (version 2) and is a
free antenna modeling package. NEC2 lets you build an antenna model in
3D, and then analyzes the antenna’s electromagnetic response. It was de-
veloped more than ten years ago and has been compiled to run on many
different computer systems. NEC2 is particularly effective for analyzing wire-
grid models, but also has some surface patch modeling capability.

The antenna design is described in a text file, and then the model is built us-
ing this text description. An antenna described in NEC2 is given in two parts:
its structure and a sequence of controls. The structure is simply a humeri-
cal description of where the different parts of the antenna are located, and
how the wires are connected up. The controls tell NEC where the RF source
is connected. Once these are defined, the transmitting antenna is then mod-
eled. Because of the reciprocity theorem the transmitting gain pattern is the
same as the receiving one, so modeling the transmission characteristics is
sufficient to understand the antenna's behavior completely.

A frequency or range of frequencies of the RF signal must be specified. The
next important element is the character of the ground. The conductivity of the
earth varies from place to place, but in many cases it plays a vital role in de-
termining the antenna gain pattern.

To run NEC2 on Linux, install the NEC2 package from the URL below. To
launch it, type nec2 and enter the input and output filenames. It is also worth
installing the xnecview package for structure verification and radiation pat-
tern plotting. If all went well you should have a file containing the output. This
can be broken up into various sections, but for a quick idea of what it repre-
sents a gain pattern can be plotted using xnecview. You should see the ex-
pected pattern, horizontally omnidirectional, with a peak at the optimum an-
gle of takeoff. Windows and Mac versions are also available.

The advantage of NEC2 is that we can get an idea of how the antenna works
before building it, and how we can modify the design in order to get the
maximum gain. Itis a complex tool and requires some research to learn how
to use it effectively, but it is an invaluable tool for antenna designers.

NEC?2 is available from http://www.nec2.org/

Online documentation can be obtained from the "Unofficial NEC Home Page"
at http://www.nittany-scientific.com/nec/ .
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Networking Hardware

In the last couple of years, an unprecedented surge in interest in wireless
networking hardware has brought a huge variety of inexpensive equipment to
the market. So much variety, in fact, that it would be impossible to catalog
every available component. In this chapter, we’ll look at the sort of features
and attributes that are desirable in a wireless component, and see several
examples of commercial and DIY gear that has worked well in the past.

Wired wireless

With a name like “wireless”, you may be surprised at how many wires are
involved in making a simple point-to-point link. A wireless node consists of
many components, which must all be connected to each other with appropri-
ate cabling. You obviously need at least one computer connected to an Eth-
ernet network, and a wireless router or bridge attached to the same network.
Radio components need to be connected to antennas, but along the way
they may need to interface with an amplifier, lightning arrestor, or other de-
vice. Many components require power, either via an AC mains line or using a
DC transformer. All of these components use various sorts of connectors,
not to mention a wide variety of cable types and thicknesses.

Now multiply those cables and connectors by the number of nodes you will
bring online, and you may well be wondering why this stuff is referred to as
“wireless”. The diagram on the next page will give you some idea of the ca-
bling required for a typical point-to-point link. Note that this diagram is not to
scale, nor is it necessarily the best choice of network design. But it will intro-
duce you to many common interconnects and components that you will likely
encounter in the real world.

135
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While the actual components used will vary from node to node, every instal-
lation will incorporate these parts:

1. An existing computer or network connected to an Ethernet switch.

2. A device that connects that network to a wireless device (a wireless
router, bridge, or repeater).

3. An antenna that is connected via feed line, or is integrated into the wire-
less device itself.

4. Electrical components consisting of power supplies, conditioners, and
lightning arrestors.

The actual selection of hardware should be determined by establishing the
requirements for the project, determining the available budget, and verifying
that the project is feasible using the available resources (including providing
for spares and ongoing maintenance costs). As discussed in Chapter 1, es-
tablishing the scope of your project is critical before any purchasing decisions
are made.

Choosing wireless components

Unfortunately, in a world of competitive hardware manufacturers and limited
budgets, the price tag is the single factor that usually receives the most at-
tention. The old saying that “you get what you pay for” often holds true when
buying high tech equipment, but should not be considered an absolute truth.
While the price tag is an important part of any purchasing decision, it is vital
to understand precisely what you get for your money so you can make a
choice that fits your needs.

When comparing wireless equipment for use in your network, be sure to con-
sider these variables:

- Interoperability. Will the equipment you are considering work with equip-
ment from other manufacturers? If not, is this an important factor for this
segment of your network? If the gear in question supports an open proto-
col (such as 802.11b/g), then it will likely interoperate with equipment from
other sources.

- Range. As we saw in Chapter 4, range is not something inherent in a par-
ticular piece of equipment. A device’s range depends on the antenna con-
nected to it, the surrounding terrain, the characteristics of the device at the
other end of the link, and other factors. Rather than relying on a semi-
fictional “range” rating supplied by the manufacturer, it is more useful to
know the transmission power of the radio as well as the antenna gain (if
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an antenna is included). With this information, you can calculate the theo-
retical range as described in Chapter 3.

- Radio sensitivity. How sensitive is the radio device at a given bit rate?
The manufacturer should supply this information, at least at the fastest and
slowest speeds. This can be used as a measure of the quality of the
hardware, as well as allow you to complete a link budget calculation. As
we saw in Chapter 3, a lower number is better for radio sensitivity.

- Throughput. Manufacturers consistently list the highest possible bit rate
as the “speed” of their equipment. Keep in mind that the radio symbol rate
(eg. 54 Mbps) is never the actual throughput rating of the device (eg. about
22 Mbps for 802.11g). If throughput rate information is not available for the
device you are evaluating, a good rule of thumb is to divide the device
“speed” by two, and subtract 20% or so. When in doubt, perform through-
put testing on an evaluation unit before committing to purchasing a large
amount of equipment that has no official throughput rating.

- Required accessories. To keep the initial price tag low, vendors often
leave out accessories that are required for normal use. Does the price tag
include all power adapters? (DC supplies are typically included; power over
Ethernet injectors typically are not. Double-check input voltages as well,
as equipment is often provided with a US-centric power supply). What
about pigtails, adapters, cables, antennas, and radio cards? If you intend
to use it outdoors, does the device include a weatherproof case?

- Availability. Will you be able to easily replace failed components? Can
you order the part in large quantity, should your project require it? What is
the projected life span of this particular product, both in terms of useful
running time in-the-field and likely availability from the vendor?

- Other factors. Be sure that other needed features are provided for to
meet your particular needs. For example, does the device include an ex-
ternal antenna connector? If so, what type is it? Are there user or
throughput limits imposed by software, and if so, what is the cost to in-
crease these limits? What is the physical form factor of the device? How
much power does it consume? Does it support POE as a power source?
Does the device provide encryption, NAT, bandwidth monitoring tools, or
other features critical to the intended network design?

By answering these questions first, you will be able to make intelligent buying
decisions when it comes time to choose networking hardware. It is unlikely
that you will be able to answer every possible question before buying gear,
but if you prioritize the questions and press the vendor to answer them be-
fore committing to a purchase, you will make the best use of your budget and
build a network of components that are well suited to your needs.



(c) ketabton.com: The Digital Library
Chapter 5: Networking Hardware 139

Commercial vs. DIY solutions

Your network project will almost certainly consist of components purchased
from vendors as well as parts that are sourced or even fabricated locally.
This is a basic economic truth in most areas of the world. At this stage of
human technology, global distribution of information is quite trivial compared
to global distribution of goods. In many regions, importing every component
needed to build a network is prohibitively expensive for all but the largest
budgets. You can save considerable money in the short term by finding local
sources for parts and labor, and only importing components that must be
purchased.

Of course, there is a limit to how much work can be done by any individual or
group in a given amount of time. To put it another way, by importing technol-
ogy, you can exchange money for equipment that can solve a particular prob-
lem in a comparatively short amount of time. The art of building local tele-
communications infrastructure lies in finding the right balance of money to
effort needed to be expended to solve the problem at hand.

Some components, such as radio cards and antenna feed line, are likely far
too complex to consider having them fabricated locally. Other components,
such as antennas and towers, are relatively simple and can be made locally
for a fraction of the cost of importing. Between these extremes lie the com-
munication devices themselves.

By using off-the-shelf radio cards, motherboards, and other components, you
can build devices that provide features comparable (or even superior) to
most commercial implementations. Combining open hardware platforms with
open source software can yield significant “bang for the buck” by providing
custom, robust solutions for very low cost.

This is not to say that commercial equipment is inferior to a do-it-yourself
solution. By providing so-called “turn-key solutions”, manufacturers not only
save development time, but they can also allow relatively unskilled people to
install and maintain equipment. The chief strengths of commercial solutions
are that they provide support and a (usually limited) equipment warranty.
They also provide a consistent platform that tends to lead to very stable,
often interchangeable network installations.

If a piece of equipment simply doesn’t work or is difficult to configure or trou-
bleshoot, a good manufacturer will assist you. Should the equipment fail in
normal use (barring extreme damage, such as a lightning strike) then the
manufacturer will typically replace it. Most will provide these services for a
limited time as part of the purchase price, and many offer support and war-
ranty for an extended period for a monthly fee. By providing a consistent
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platform, it is simple to keep spares on hand and simply “swap out” equip-
ment that fails in the field, without the need for a technician to configure
equipment on-site. Of course, all of this comes at comparatively higher initial
cost for the equipment compared to off-the-shelf components.

From a network architect’s point of view, the three greatest hidden risks when
choosing commercial solutions are vendor lock-in, discontinued product
lines, and ongoing licensing costs.

It can be costly to allow the lure of ill-defined new “features” drive the devel-
opment of your network. Manufacturers will frequently provide features that
are incompatible with their competition by design, and then issue marketing
materials to convince you that you simply cannot live without them (regard-
less of whether the feature contributes to the solution of your communica-
tions problem). As you begin to rely on these features, you will likely decide
to continue purchasing equipment from the same manufacturer in the future.
This is the essence of vendor lock-in. If a large institution uses a significant
amount of proprietary equipment, it is unlikely that they will simply abandon it
to use a different vendor. Sales teams know this (and indeed, some rely on
it) and use vendor lock-in as a strategy for price negotiations.

When combined with vendor lock-in, a manufacturer may eventually decide
to discontinue a product line, regardless of its popularity. This ensures that
customers, already reliant on the manufacturer’s proprietary features, will
purchase the newest (and nearly always more expensive) model. The long
term effects of vendor lock-in and discontinued products are difficult to esti-
mate when planning a networking project, but should be kept in mind.

Finally, if a particular piece of equipment uses proprietary computer code,
you may need to license use of that code on an ongoing basis. The cost of
these licenses may vary depending on features provided, number of users,
connection speed, or other factors. If the license fee is unpaid, some equip-
ment is designed to simply stop working until a valid, paid-up license is pro-
vided! Be sure that you understand the terms of use for any equipment you
purchase, including ongoing licensing fees.

By using generic equipment that supports open standards and open source
software, you can avoid some of these pitfalls. For example, it is very diffi-
cult to become locked-in to a vendor that uses open protocols (such as
TCP/IP over 802.11a/b/g). If you encounter a problem with the equipment
or the vendor, you can always purchase equipment from a different vendor
that will interoperate with what you have already purchased. It is for these
reasons that we recommend using proprietary protocols and licensed spec-
trum only in cases where the open equivalent (such as 802.11a/b/g) is not
technically feasible.
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Likewise, while individual products can always be discontinued at any time,
you can limit the impact this will have on your network by using generic
components. For example, a particular motherboard may become unavail-
able on the market, but you may have a number of PC motherboards on
hand that will perform effectively the same task. We will see some exam-
ples of how to use these generic components to build a complete wireless
node later in this chapter.

Obviously, there should be no ongoing licensing costs involved with open
source software (with the exception of a vendor providing extended sup-
port or some other service, without charging for the use of the software
itself). There have occasionally been vendors who capitalize on the gift
that open source programmers have given to the world by offering the
code for sale on an ongoing licensed basis, thereby violating the terms of
distribution set forth by the original authors. It would be wise to avoid
such vendors, and to be suspicious of claims of “free software” that come
with an ongoing license fee.

The disadvantage of using open source software and generic hardware is
clearly the question of support. As problems with the network arise, you will
need to solve those problems for yourself. This is often accomplished by
consulting free online resources and search engines, and applying code
patches directly. If you do not have team members who are competent and
dedicated to designing a solution to your communications problem, then it
can take a considerable amount of time to get a network project off the
ground. Of course, there is never a guarantee that simply “throwing money
at the problem” will solve it either. While we provide many examples of how
to do much of the work yourself, you may find this work very challenging.
You will need to find the balance of commercial solutions and the do-it-
yourself approach that works for project.

In short, always define the scope of your network first, identify the re-
sources you can bring to bear on the problem, and allow the selection of
equipment to naturally emerge from the results. Consider commercial so-
lutions as well as open components, while keeping in mind the long-term
costs of both.

When considering which equipment to use, always remember to compare the
expected useful distance, reliability, and throughput, in addition to the price.
Be sure to include any ongoing license fees when calculating the overall cost
of the equipment. And finally, make sure that the radios you purchase oper-
ate in an unlicensed band where you are installing them, or if you must use
licensed spectrum, that you have budget and permission to pay for the ap-
propriate licenses.
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Professional lightning protection

Lightning is a natural predator of wireless equipment. There are two differ-
ent ways lightning can strike or damage equipment: direct hits or induction
hits. Direct hits happen when lightning actually hits the tower or antenna.
Induction hits are caused when lightning strikes near the tower. Imagine a
negatively charged lightning bolt. Since like charges repel each other, that
bolt will cause the electrons in the cables to move away from the strike,
creating current on the lines. This can be much more current than the sen-
sitive radio equipment can handle. Either type of strike will usually destroy
unprotected equipment.

Figure 5.2: A tower with a heavy copper grounding wire.

Protecting wireless networks from lightning is not an exact science, and there
is no guarantee that a lightning strike will not happen, even if every single
precaution is taken. Many of the methods used will help prevent both direct
and induction strikes. While it is not necessary to use every single lightning
protection method, using more methods will help further protect the equip-
ment. The amount of lightning historically observed within a service area will
be the biggest guide to how much needs to be done.

Start at the very bottom of the tower. Remember, the bottom of the tower is
below the ground. After the tower foundation is laid, but before the hole is
backfilled, a ring of heavy braided ground wire should have been installed
with the lead extending above ground surfacing near a tower leg. The wire
should be American Wire Gauge (AWG) #4 or thicker. In addition, a backup
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ground or earthing rod should be driven into the ground, and a ground wire
run from the rod to the lead from the buried ring.

It is important to note that not all steel conducts electricity the same way.
Some types of steel act as better electrical conductors then others, and differ-
ent surface coatings can also affect how tower steel handles electrical current.
Stainless steel is one of the worst conductors, and rust proof coatings like gal-
vanizing or paint lessen the conductivity of the steel. For this reason, a braided
ground wire is run from the bottom of the tower all the way to the top. The bot-
tom needs to be properly attached to the leads from both the ring and the
backup ground rod. The top of the tower should have a lightning rod attached,
and the top of that needs to be pointed. The finer and sharper the point, the
more effective the rod will be. The braided ground wire from the bottom needs
to be terminated at this grounding rod. It is very important to be sure that the
ground wire is connected to the actual metal. Any sort of coating, such as
paint, must be removed before the wire is attached. Once the connection is
made, the exposed area can be repainted, covering the wire and connectors if
necessary to save the tower from rust and other corrosion.

The above solution details the installation of the basic grounding system. It
provides protection for the tower itself from direct hits, and installs the base
system to which everything else will connect.

The ideal protection for indirect induction lightning strikes are gas tube ar-
restors at both ends of the cable. These arrestors need to be grounded di-
rectly to the ground wire installed on the tower if it is at the high end. The
bottom end needs to be grounded to something electrically safe, like a
ground plate or a copper pipe that is consistently full of water. It is important
to make sure that the outdoor lightning arrestor is weatherproofed. Many
arresters for coax cables are weatherproofed, while many arresters for CAT5
cable are not.

In the event that gas arrestors are not being used, and the cabling is coax
based, then attaching one end of a wire to the shield of the cable and the
other to the ground wire installed on the towers will provide some protection.
This can provide a path for induction currents, and if the charge is weak
enough, it will not affect the conductor wire of the cable. While this method is
by no means as good of protection as using the gas arrestors, it is better
then doing nothing at all.

Building an access point from a PC

Unlike consumer operating systems (such as Microsoft Windows), the GNU/
Linux operating system gives a network administrator the potential for full
access to the networking stack. One can access and manipulate network
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packets at any level from the data-link layer through the application layer.
Routing decisions can be made based on any information contained in a
network packet, from the routing addresses and ports to the contents of the
data segment. A Linux-based access point can act as a router, bridge, fire-
wall, VPN concentrator, application server, network monitor, or virtually any
other networking role you can think of. It is freely available software, and re-
quires no licensing fees. GNU/Linux is a very powerful tool that can fill a
broad variety of roles in a network infrastructure.

Adding a wireless card and Ethernet device to a PC running Linux will give
you a very flexible tool that can help you deliver bandwidth and manage your
network for very little cost. The hardware could be anything from a recycled
laptop or desktop machine to an embedded computer, such as a Linksys
WRT54G or Metrix networking kit.

In this section we will see how to configure Linux in the following configura-
tions:

« As a wireless access point with Masquerading/NAT and a wired connection
to the Internet (also referred to as a wireless gateway).

« As a wireless access point that acts as a transparent bridge. The bridge
can be used either as a simple access point, or as a repeater with 2 radios.

Consider these recipes as a starting point. By building on these simple ex-
amples, you can create a server that fits precisely into your network infra-
structure.

Prerequisites

Before proceeding, you should already be familiar with Linux from a users
perspective, and be capable of installing the Gnu/Linux distribution of your
choice. A basic understanding of the command line interface (terminal) in
Linux is also required.

You will need a computer with one or more wireless cards already installed,
as well as a standard Ethernet interface. These examples use a specific
card and driver, but there are a number of different cards that should work
equally well. Wireless cards based on the Atheros and Prism chipsets work
particularly well. These examples are based on Ubuntu Linux version 5.10
(Breezy Badger), with a wireless card that is supported by the HostAP or
MADWIiFi drivers. For more information about these drivers, see
http://hostap.epitest.fi/ and http://madwifi.org/ .

The following software is required to complete these installations. It should
be provided in your Linux distribution:
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- Wireless Tools (iwconfig, iwlist commands)
- iptables firewall

- dnsmasq (caching DNS server and DHCP server)

The CPU power required depends on how much work needs to be done be-
yond simple routing and NAT. For many applications, a 133MHz 486 is per-
fectly capable of routing packets at wireless speeds. If you intend to use a
lot of encryption (such as WEP or a VPN server), then you will need some-
thing faster. If you also want to run a caching server (such as Squid) then
you will need a computer with plenty of fast disk space and RAM. A typical
router that is only performing NAT will operate will with as little as 64MB of
RAM and storage.

When building a machine that is intended to be part of your network infra-
structure, keep in mind that hard drives have a limited lifespan compared to
most other components. You can often use solid state storage, such as a
flash disk, in place of a hard drive. This could be a USB flash drive (assum-
ing your PC will boot from USB), or a Compact Flash card using a CF to IDE
adapter. These adapters are quite inexpensive, and will make a CF card ap-
pear act like standard IDE hard drive. They can be used in any PC that sup-
ports IDE hard drives. Since they have no moving parts, they will operate for
many years through a much wider range of temperatures than a hard disk
will tolerate.

Scenario 1: Masquerading access point

This is the simplest of the scenarios, and is especially useful in situations
where you want a single access point for an office setting. This is easiest in
a situation where:

1. There is an existing dedicated firewall and gateway running Linux, and you
just want to add a wireless interface.

2. You have an old refurbished computer or laptop available, and prefer to
use that as an access point.

3. You require more power in terms of monitoring, logging and/or security
than most commercial access points provide, but don't want to splurge on an
enterprise access point.

4. You would like a single machine to act as 2 access points (and firewall) so
that you can offer both a secure network access to the intranet, as well as
open access to guests.
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Initial setup

Start of with an already configured computer running GNU/Linux. This could
be an Ubuntu Server installation, or Fedora Core. The computer must have
at least 2 interfaces for this to work, and at least one of these interfaces
should be wireless. The rest of this description assumes that your cabled
Ethernet port (eth0) is connected to the Internet, and that there is a wireless
interface (wlan0Q) that will provide the access point functionality.

To find out if your chipset supports master mode, try the following command
as root:

# iwconfig wlan0 mode Master

...replacing wlan0 with the name of your interface.

If you get an error message, then your wireless card doesn’t support access
point mode. You can still try the same setup in Ad-hoc mode, which is sup-
ported by all chipsets. This requires that you to set all the laptops that are
